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CHEE Introduction

Enabling Grids for E-sciencE

Extract from SA1 Operational Procedures Manual:

“Staff within SA1, responsible for the daily operations of the EGEE
grid, are broken up into the following areas:

Operations Team — COD and support tools developers

Regional Operations Centre — ROC Managers, ROC support
staff

Resource Centres (sites) — local support, site admins

The Operations team is responsible for detecting problems,
coordinating the diagnosis, and monitoring the problems through
to resolution. This has to be done in cooperation with the Regional
Operations Centres to allow for a hierarchical approach and
overall management of tasks.”

(https://Itwiki.cern.ch/twiki/bin/view/EGEE/EGEEROperationalProcedures)
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Regional Operation Centre: role

Enabling Grids for E-sciencE

Site representative of a
region/federation

assistance to sites/RC in the region

site middleware deployment OCC (Operation
. . Coordination
coordination Contre)

communication channel between
project and sites
France Italy

Regional security management |
Regional monitoring | L [ 1 |
Incident support and follow-up (relre [re [Re[RE[RE) (reTrefre rerel vel
Sites certification

Users training
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G

ROC: French example

Enabling Grids for E-sciencE

Communication channel
Incident support and follow-up
Site creation

Accounting



e ee ROC FR ex.: communication channel

Enabling Grids for E-sciencE

Internal

Visio conferences (15 days)
French participants (SA1, NA4, RAG, etc.)
circulation of news
exploitation coordination
minutes of EGEE meetings
elc.
exchange area between French participants to EGEE

specific topic meetings: security, certification authority, MPI,
GGUS...

Mailing list EGEE SA1-Fr
External

“ROC Managers’ meeting” phone conference (15 days)

“WLCG Weekly operation meeting” (weekly)
weekly report about French site status
“All ROC managers meeting” (~ 3-4 months)
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e ROC FR ex.:

EnablingGridsforE-scienirlCidenlt support and fOIIOW-up

Support given by ROC is directly done through GGUS
(Global Grid User Support) portal: http://qus.fzk.de

ROC assigns GGUS ticket to concerned site support
Site support team need to be registered as “ROC support staff”

ROC is notified about tickets updates and can intervene when it
IS necessary

Interface between local helpdesk and GGUS is in
progress
Use of a specific mail address to be notified

4 people behind

first reader takes care of the ticket replying and/or assigning it to
expert
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ROC-FR ex.: site creation

Enabling Grids for E-sciencE

Site candidate needs to contact its ROC
ROC publish site candidature:
creation of a new entry in the GOC DB
site status: “Candidate to production”

fact sheet to be filled by the new site
site name on grid, site support and security contacts, etc.

operational worksheet of site
information system Idap URL of site, grid node list, “scheduled downtime” declaration, etc.
used by grid tools: monitoring, information system, etc.
to adapt functions of site status

invitation to join SA1-Fr : visio conference, mailing list, etc.
Site deploys and configures the middleware,
with ROC help if needed
can use tools provided by the project to test a site
SAM Admin's Page : htips://cic.gridops.org/index.php?section=roc&page=samadmin

On site demand, ROC certifies the site
use of tests framework provided by the project
Service Availability Monitoring (SAM) : https://lcg-sam.cern.ch:8443/sam/sam.py
when everything is OK, ROC pushes site in production
site status: “Certified for production”

If needed, ROC can take out of production a site changing its status in GOC DB.
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ROC FR ex.: accounting

Enabling Grids for E-sciencE

Accounting
http://www3.egee.cesga.es/gridsite/accounting/ CESGA/egee view.html

based on R-GMA (Relational Grid Monitoring Architecture)
deployed on every RC/sites

Accounting Flow Diagram

Monitoring Accounting Operations GOC Portal

| EGEE SITE
unting Services
EGEE SITE Job Records In via RGMA g
Il
MON 0
“ jinting RPMs packaged in LCG 2_3_0 {version 3.4.37) have been recently updated!
release (3.4.38) is found here
/ RGM& 1 Record par Grid 04:
=— Job (Millions of unting Service is live
Cl records expected)
fatistics
’/ N Nunber of Job Records % Wumber of Job Records %
‘-" I SQL QUERY TQ 300 k — 200 k. &
R Accounting Server 2
1 Query [/ Hour &
200 k El
G - 200 k &
Summary data
M e =1 refreshed every 00: 00 08: 00 12000 1ok sat Mon wed
hour (Max Job Record Count = 239214 entries B Record Count = 234214 entries
A records about Last Build: Dec 16 18:02:02 2004 Last Build: Dec 16 12:02:08 2004 ’
:-I HOME PAGE Nurber of CEs H Nunber of CEs =
Data & L @ f
On-Demand &ocounting Pages based on SQL 3
sSources queries to summary data stored in GOCDE . 3
18 E
Sl
10
° 00: 00 08 00 12100 sat Hon wed
Distinct sites = 16 entries M pistinct sites = 16 ehTries
I Last Build: Dec 16 18:02: 08 2004 Last Build: Dec 16 12:02:08 2004
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Cy ROC in EGEE

Enabling Grids for E-sciencE

Source: GIIS monitor (data retrieved on 29th April 2008)

Estimation Total

ROC Sites Countries CPU R
CERN 14 8 8779>
UKI 25 2 10985>
Italy 36 1 7615
GermanySwitzerland 17 2 12686>
France 14 1 16167
SouthEasternEurope 40 9 3782>
CentralEurope 25 8 5297>
NorthernEurope 28 9 41 9’]>
AsiaPacific 22 10 3490
SouthWesternEurope 20 2 241 8>
Russia v 16 v 1 v 1657

EGEE-II INFSO-RI-031688



CERE GOC DB

Enabling Grids for E-sciencE

https://goc.qgridops.orqg/

Central repository of site information (a.k.a. Grid Operations
Centre) developed and operated by Rutherford Appleton
Laboratory (RAL), UK.

Keep a central repository of information on the components of the
grid
Site registry (name, location, contact information, administrator contact,
security contact, ...)
Site status (candidate, uncertified, production, suspended, ...)
History of scheduled unavailability of the site

Grid services operated by the site: computing elements, storage
elements, file catalogue services, virtual organization management
services, resource brokers, eftc.

Services that sites want to be monitored by the grid operators
By default, all nodes in a production site are monitored.

Updating this information is a shared responsibility between the
site operator and the federation manager
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Operations Portal
cic.gridops.org

User Support &
Ticketing system

Communication
ools

BROADCAST

Operator

Daily operations

Job Sub.

Regional Centre




Cy Site monitoring

Enabling Grids for E-sciencE

4™ December 2006
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Gy Site monitoring

Enabling Grids for E-sciencE

Grid operators have a global view of the status of the
infrastructure
Service of probes sent to every site to check it on a regular basis

Service for regularly testing the consistency of the dynamic
information published by the site in the grid information system

Information on the result of those tests is available to grid
operators, site managers and end-users

Virtual Organization managers can use this information to select
a set of sites they intend to use

Monitoring services developed and operated by CERN,
Academia Sinica (Taiwan), GridPP (UK) and INFN (Italy)

Sites failing the tests receive a problem ticket
Escalation procedure for solving site-related problems
Involves the regional operator and the site operator
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ceee

https:/Iqus.fzk.de/

Enabling Grids for E-sciencE

Central incident tracking tool developed/operated by
Forschungszentrum Karlsruhe (DE)
Unique channel for opening tickets (e-mail and web interface)
End-users : e.g. job submission failures, data transfer failed
Operators : e.g. job submission failures

Classification and 1t assignment done by the Ticket Process
Manager (TPM)

Tickets are assigned to support units - one per domain of expertise
Grid operators, applications, federations, m/w experts, ...
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Cy GGUS: tickets workflow

Enabling Grids for E-sciencE

T
G
P 2 ;

roblé,: detection
S 4 i ZK, Karlsruhe, Germany IN2P3-CC, Lyon, France

OPERATIONS PORTAL

dashboard

T
Cf B NN EE——
Regional Support Units




CIC portal: putting all together

Enabling Grids for E-sciencE

http://cic.gridops.orqg/

Developed and operated by CC-IN2P3, failover instance
at CNAF

Web portal for integrating all the tools and sources of
operations-related information into one single place

Provides and maintains an integrated operations dashboard for
grid on duty operator

Provides mechanisms for keeping information needed for
appropriate hand over between operators on duty

Easy access to appropriate contact information on every actor
involved in the operations of the grid

Provides communication tools
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CLEE

@’* 3 . O ﬁ @ <> https://cic.gridops.org/index.php?section=cod&page =coddashboard

ecee

Enabling Grids

for E-sciencE

Alarms das

. CIC OPERATIONS PORTAL

Idertified with the following certificste : /O=GRID-FRIC=FR/O=CHRS/OU=CC-LYONCN=D avid Bouvet

‘fou hawve been recognized as :Site Administrator,Deputy Regional Manager,CIC ONDUTY,

ISElsea] coo |

© Homepage

© Ennt Netwark Operation

Communication

© Broadeast infarmation
© Broadcast Retrieval
Downtime Motification

Links

+ FPE Information

EGEE-II INFSU-RI-U31688

Hello David !
You are an duty this week as Lead Team

User David Bouwvet

Identified az COD team for France

On Duty thisweek:

Lead team: France -

Backup team: ND¥GF-Tier-1

(

tHome [ Tickets [ Alarms | SD

| samnp

| Handover

| Rcchat |

"\ MNew alarms (Lead team regions only)
Today is 2904:2008, it s 14:21UTC
Currently 19 New alarms

NNNT - Node or site is currently in Downtime

10 Tast Node

.&INHEG - Node is not registered In the GOC-0B, or has manitorng switched off

Network  status

148981 CE-sftjob celegeafr.oog com

146481 LFC-hostert-valid rbl.agee fr.ogg.oom
146486 RE-hostcert-valid rb1.agee fr.ogg.oom
146485 REMEhost-oert-valid mon1 egaes fr.ogg.oom

146487 LFC-hostcertovalid o egee fr.oggoom

146890 CE-sft-logrm grides jlo.onrit

147082 CE-stt-logrm sbgoelin2pdfr
147037 SElegeop pooms2.emsfarm bairdn it

147084 CE-sh-logrm t2-ca-01.Inlinfn it

ooooooooool®

146968 CE-sftjob aridoa2 plirfrit

| Set selected alarms to off |

Set status to "off”

All alarm wilh las! test status = | maint [+
Top of page

erfor
wrfor
error
ermor
erfor
ok
wrror
wrfor
erar

Errar

‘LOpen GGUS tickets (Lead team regions only)

View ticket id: |

H\/\ewl

List updated on Tue, 20 Apr 2008 16:20:11 CEST

10 Hode

7916 beagle 14 ba itb enr it
T893 fusce frasoati enea it
783 grid004 fiindn it

T202 grid-ren phys kesth-aschen de

TT9E dpm.gridhkuhk
BOEZ armgrid3 yerphi am

TA3E hephygr ceavyac at
TA32 grid-ow s infn.it

7421 diana switoh.ch

T30 1og00Z ihep ao.on
7928 wor mhole westgrid.on
7922 grid-ze lns infn it

TAZE gridbdii piinfn it

TA25 gridD.geindn it

TA24 fe-kit-logoe rz uni-karl sruhe . de

TA23 lfo sdiarm. kr

TA22 testhed02 phys sinloa edutw

7921 atlassel1 ihep ac.on

TETE grid-srm physik reth-aachen de

7348 egeesix frascati enea it
7947 log-serof uvic.oa

TA4E grid002.ca infn.it

7945 logoe ijs si

7944 bdii srv gridoenter or. ke
T332 Ifc-lhebero.or.cnafinfn it
7834 gridoe =n= it

test
status

143814 | mairt
143196 maint
141854 maint
137842 ok

136937 | mrror

Alarm

TOSET | mrror

146682 ok
144723 | arror
145271 ak
145407 - ok
145210 ak
144708 - ak
143878 warn
143757 | arror
143415 ak
145212 | arror
145517 ok

142230 arror
132640 arror
146170 ok
146831 arrar
145865  maint
146727 ok
145865 error
143077 error
140048 ok

Gatat
Ok
MAINT
WARN
NOTE

=133

=133
=113
ERROR
INFO
ERROR
=13
ERROR
(=133
ERROR
ERROR
INFO
INFO
WARN
QK
0K
MAINT
ak
ERROR
0K
Ok

Last ezcalation

. Solved by ROC

Azt mail to site admins
Quarantine
Quarantine
Quarantine

Case  transferad
pelitical instances

Ast mail to site adming
Salved by ROC
Solved by ROC
Solved by ROC
Salved by ROC
Solved by ROC
A5t mall to site admins
15t mail to site admins
Solvad by ROC
1=t mail to site admins
15t mail to site admins
A=t mail to site adming
2nd mail to site admins
A=t mail to site admins
Agt mail to site adming
Ast mail to site adminz
Solved by ROC
Ast mail to site admins
Ast mail to site admins

Unsalvable

1o

Expires an
2002.04.30
20080430
2008.04-30
2008.04.30
20080430

2008-04-30

20080501
20020501
2002.05.01
2008.085.01
20080501
20080501
20080501
2002-05.01
20020501
2002-05.01
2002-08-01
2002-08-01
2008-05-01
2002-05.02
2002-05-02
2008-05-02
2008.05.02
2002-05-02
2008-05-02
2008-05-02
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HCING

de-cubs

% ;D O ﬁ @ < https:/ /cic.gridops.org/index.php?section=cod®&page=coddashb

ecee

Enabling Grids
for E-sciencE

[ | e e mee ] coo |

« Contactus - Feedhack
Contacts

© CIC Partal Documentation

* COD Dashboard
= Resource Comparator
¥ tribution

+ VO information

ing&vi larm=147037

QN G-

R
Idertified with the falloving certificate : /0=&RID-FR/C=FRAD=CHREMOU=CC-LYOM/CN=D avid Bouvet
You hawa basn recognized 3= :Site Administrater,Deputy Regional Managar,CIC ONDUTY,
Hello David ! User David Bouvet On Duty this we ek:
“ou are on duty this week as Lead Team Identified as COD team for France  Lead team: Franse - Badp team: NDEF-Tier
[ Home | Tickets | Alarms || SD | samaP  Jother Tools | Handover | IRCChat | Doc Preferences
K Alarm #147037
Alarm details Related information

Impacted node

peems2.cmstanm.bainfnit

Belongs to site

INFN-BARI

ernal Tools:

« Enoc Netwark Oparation

Communication
Broadeast Infarmation

+ Broadeast Retrieval
+ Downtirme Notification

Testthat failed SE-lcg-cp
Tested for VO OFS

Tested on 14:04:05 (UTC)
Current test status error

Alarm status NEny

Alarm last updated on

14:04:18 (UTC)

Aarm history

Links

© PPE Inforrmation

EGEE-II INFSU-RI-U31688

Modification time (UTC)

Alarm Status [Parent Alarm

2008-04-2014:04

new

Actions
Set alarm status to “off

Maskthis alarm by alanm:

I

Related alarins

[ID |Test]mﬂlm Status |Tesi status |IinkJ

Tickets alieady opened for INFN-BEARI

||ID|GGUS |D|Node |Type of problam|Last escalation|E><pires on|Priarily|

Notes about INFN-BARI(Last modified on 08/04/2008 00:00)

ish a CREAM CE with the tep
. GIS expect por

n che value is

OK

View istory

Gstat status Tor INFN-BARI

Network problems for node and site
Mode status (peerns2.emsfanml bainfrity no problem reported
Site status (INFIN-BARD: no prablem reparted

View network status of all nodes on this site

‘I\ Create GGUS ticket and contact INFN-BARI (SE problem on pccms2. cmsfarm1.ba.infn. it)

| PR (1= =2 TP Dy, [y T W R R T T AT N =T HaT

JT T BT VU PP SRy Sy

L i e
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Downtimes overview

:} @ () E 9 < https://cic.gridops.org/index.php?section=cod&page =coddashboarde:subpage =d
CIC OPERATIONS PORTAL

ceee

Enabling Grids
for E-sciencE

Identified with the following cerificate : /0=GRID-FR/IC=FR/O=CHRS/MOU=CC-LYON/CN=D avid Bouvet

‘fou hawve been recognized as :Site Administrator,beputy Regional Manager,CIC ONDBUTY,

imes Q9! @ Gl ceoa

N EESR

= Haomepage

« Contact us - Feedback

Procedures / Documentation
G s
* Downtime Procedure

CIC Portal Documentation

CIC Tools

COD Dashhoard

Communication

Bro
© Broadcast Retrieval

© PPS Information

Hello David ! User: David Bouvet

You are on duty this week as Lead Team Identified a2 COD team for France

On Duty thiz week:
Leadteam: France - Backup team: NDGF-Tier-1

sD [

‘I\Scheduled downtimes (Lead team regions only)

Wiew GOC downtimes page on the GOC portal

Following sites are currently in scheduled maintenance:

Mate : in grey are infinite dowtimes, or scheduled downtimes thot could be bad declared {with o weird duration)

At Site level {all site in SDY)

Site start date

lend date

description

AMDGA.PSNC.PL 120372008 10:09

12/03/2009 10:0%9

This iz iz going to be shut dovwn and replaced with PSHC,

AUVERGRID 290042008 14:50

29/04i2008 17:50

Metwotk Maintenance on Auvergrid Site

egee.grid.niif.hu 25/0452008 08:00

O6/05/2008 12:00

N upgrade to 3.1,

egee.man.poznan.pl 07i04i2008 09:05

08/04/20049 15:00

Thiz site is going to be shut down and replaced by PSNC.

FMPhI-UNIBA 01/04/2008 0301

01/05/2008 12:00

Still i i bl with i ti

INFN-CAGLIARI 2090412008 11:41

07/058/2008 11:41

Site close

INFN-FERRARA 24/04i2008 07:23

05/05/2008 15:23

maintenance

INFN-FIRENZE 280412008 23:03

15/06/2008 23:03

Site support temporary unavailable

INFN-NAPOLI-CMS 25/032008 11:01

07/05/2008 11:01

farm upgrade

INFN-PERUGIA 24f04i2008 17:00

02/06/2008 17:00

Farm software upgrades

ITB-BARI 2804i2008 09:27

05/05/2008 09:27

maintenance ceoling system

SPACI-CS-IAG4 290420081214

05/05/2005 1214

zite unattended

SPACINAPOLI 07/04/2008 18:00

0E/05/2008 18:00

Fower interruption for extraordinan maintenance

Taiwan-PPS 2804i2008 08:00

30/04/2008 08:00

This dawntime is just for GStat test purpose

TW-THU-HPC 1770412008 146:08

A0/04i2008 146:06

need time to solve firewall issue

At node level {only one node in SD)

EGI:I:'II TN OVU-N\I"VOV 1V0O0

Site Node start date end date description

DESY-ZHN globe-cel ifh.de 1401520081013 0140152011 00:00 This is just a test CE!

IBECP-GBIC grivel 2.ibcpar 02042008 1416 10/052008 12:00 SRM failure

egecman.poznan.pl  [ce.egee.man.poznan.pl [08/0452008 13:55 0150352009 11:55 This site iz going to be shut down and replaced by PSNC site
HEPHY-UIBK test-glite CE.uibkoac.at |08/0452008 14:00 07/05/2008 13:00 Testhed

HEPHY-UIBK test-legCE uibk.ac.at  |08/0452008 14:00 07/05/2008 13:00 Testhed

HEPHY-UIBK test-dpm.uibk.ac.at 05/04/2008 14:00 07052008 13:00 Testhed

[CERN-PROD cel12.cern.ch 1710452008 11:26 10/05/2008 11:26 draining for hardware replacement
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Tracking incidents

Enabling Grids for E-sciencE

Service Availability Monitoring - sRB

rb118.cern.ch - CERN-PROD (CERN)

2007/06/20 - 04:58:01

show  stat description sun
NA no status avalable 0
Tests Displayed 0K norral status 100
INFO usefil mformation 0
NOTE | itnportant information 0
[ show ops critical tests WARN | subject may fail soon 0
subject has failed and problem is
. - ERROR k 1 aps lests
i e lerted! testname desc crit
- Test if the service host cerbificate 15 CT
MAINT | subject is under maintenance 0 walid,
SAMtest:  gRB-hoet-cert-vatid
. ops Submitter VO: ops
o Timestanp [
= e - Node: rbli8eemnch
Execution time: J0-Jun-2007 23:20:30
1 | 20-Jun-2007 04:14:13 OK ok
1 | 20-Jun-2007 03:11:53 OK ok Correas time: Toe, 19 Tun 2007 22:19:50 40000
3 [20-Jun-200702:18:42 | OK | ok Cheeing 118 cem.c (128 142173154 2811) uing GSIFTP protocl
4 | 20-Jun-200701:19:07 | OK | ok Temeont after 60 seconds
5 | 20-Jun-2007 00:23:30 OK ok
6 | 19-Jun-2007 23:20:50 | ERROR | error
Contact; SAM Support Mading List

Last motiied: Mey 24 2007, 1623

EGEE-II INFSO-RI-031688 20
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Diowml oad

WS server certificate DIE

) Frasentation ] |G Flanning oo | | XA GEL~ st ] |0y G565 500 | 4. G312 [ docssrvicesii | |G WLEG-05G-10 | 1 (ETE D e ko) | S SGL5: 1D |

[This certificate expires on 15M02/2009 09:42

IMO=GRID-FRAC=FRIO=CNRE/OU=CC-LYONCN=cClcgvomsill in2p3.fr/0=CGRID-FRIC=FRIO=CNRE/OU=CC-LYON/CHN=Ccclcgvomsiion In2p3.1r

VOMS Groups and Roles 7:

IGroup/iole

Description

Is this group used for configuration

ihinmediRole=" C-Admin administrator yes
ihinmedddioinformatics gene sequences analysis relsted applications yes
ihiomedidrug_discovery in silico drug discovery related applications yes
ihiomedicg ! defaull group yes
ihinmedimedical _imaging medical image processing relsted applications yes
CONTACTS
Generic contacts
Generic contact for W0 admins jegee-biomed-vo-managerdhealthgrid.org b
Operational contact ?
Contact for User Support biomed-grid-supporticem.ch ?
Mailing list for VO Users i oject. O 41 Lapplicati neh| ?
Managers, Deputies and Experts tist 7
Last name First name E-mail Profile Role comments

Legre annick legref@clermont.in2p3 4 WO MANAGER

Blanchet | Christophe | Christophe Blanchet@ibep fr | YO EXPERT

Mortagnat | Johan Johanigizs unice fr WO EXPERT

RESOURCES AND OTHE

R INFORMATIONS

Humber of Users 135 ?
Job CPU limit min/1 D00S12K | 7
Job Wall Clock Time Limit imry ?
Job Scrateh Space (GB) L] ?
Per-SE Storage Space (GB) GE ?
RAM per CPU core {MB) (] ?
Rlinimum nomber of ioh slate neadad 2

a
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Broadcast tool

\:} O E ‘? <> https://cic.gridops.org/index.php?section=rc&page=broadcast

ecee

Enabling Grids

for E-sciencE

Idertified with the following certificate : /0=GRID-FR/AC=FR/0=CNR5/0U=CC-LY ON/CH=David Bouvet

You hiave been recognized as -Site Administrator, Deputy Regional hanager, CIC ONDUTY,

+ Site Procedurs
CIC Portal Documentation

'CIC Toals

= Daily Report Archive

+ Regional Dashboard

Uszer Tracking

EGEE BROADCAST

Contact all the EGEE Communities - Publish Hews on the CIC Portal

PLEASE. DON'T USE AHY MORE THE EGEE BROADCAST FOR DOWHTIME AHHOUNCEMENTS.
General details on the new downtime procedure are available Here

Sender Information : RC MAHAGER | ADMINISTRATOR

Hame I David Bouvet |

e-mail address | |

Hame of your site | |

BROADCASTING INFORMATION

Hews publication in all CIC portal views: & no O vEs

Add the broadcast in the public archive O no @ vEs

Enoc: Metwork O;‘ﬁ‘éraﬁoq
Freedom of choice FCR

‘faim Configurstar

Communication

Alarm Matification
Broadcast Information
Broadcast Retrieval

FPS Information

EGEE-II INFSU-RI-U31688

TARGET({s) :

CILcG Tier-1 contacts
[RSS Feed]

O cicoom-cuty meiling st
[RSS Feed]

[ 056G (open Science Grid)
[RS5 Feed]

To ROC Managers
D Customize your
ALl Reguest
[RSS Feed]

To VO managers

Ll Custamize your
ALL Reqguest
[RSS Feed]
To VOs Users
O Customize your
ALL Reqguest

[RSS Feed]

To Production Site Admin

D Customize your
AL Reguest
IRSS Feedl

DATA TO PUBLISH

Send me a confirmation

1';c‘:| |

Bec': I |

*Warning : if you use the CeBee field you should separate each user with a
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** Becareful the size of mail is limited to 3300 characters

RECIPIENT (s}

22



Useful links

Enabling Grids for E-sciencE

COD operators = Py p—

v[\)/eek)ly rota on ROC to give an operator team (C|C On T —
u ty S rkmmaten - AALLEDS

User support : GGUS e R
https://gus.fzk.de/pages/home.php

Monitoring tools:
CIC portal
http://cic.gridops.org/
entry point to the other tools
integrated view for COD operator use

Service Availability Monitoring (SAM)
https://lcg-sam.cern.ch:8443/sam/sam.py

Grid Operations Centre Core Database (GOCDB)
https://goc.gridops.org/

GIIS monitor (Gstat)
http://goc.grid.sinica.edu.tw/gstat

GOC monitoring tools
http://www.gridpp.ac.uk/wiki/Links Monitoring pages

GOC job real time monitor
http://gridportal.hep.ph.ic.ac.uk/rtm/

Accounting

http://www3.egee.cesga.es/gridsite/accounting/ CESGA/eqge
e view.html

=T

Stie Puscdeesl | pote repant

EGEE-II INFSO-RI-031688
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ATLAS Dashboard

! ' http:/{dashb-atlas-data.cern.chdashboardjrequest py/site

B g o | [ 6015 - a4 CEANEFS wsies] ||| docsericesiiss | |3 GEU5 - fickes:d]| 08 GEUS: 105:.. | [504 GG I0ak3ee, ||

hitpif. Bd132 || 3 aaus: 3. |

Tasks @dc[sh Data: Tier 0 Data: Production Brodsys:

Froduction

OVERVIEW
Overview Dataset Info Page Help User Guide Feedback
il sk OVERVIEW
by grid Throughput (MB/s) Data Transferred (GBytes)
40K
by cloud VERVIEW Botivity
by dest_cloud 30K Activity in Last Hour
by executortype 20K
by executor Activity in Last 24 Hours
by site 10K »Ql:t.l\pr\ty.ln Last 7 Days
Activity in Last 30 Days
by cluster o
activity in ...
hy task . e B I w3 ﬂ A
e 08:20 08:40 09:00 09:20 09:40 10:00 10:20 10:40 11:00 11: g i . 5 H '
select duste L #ASGC  CERN mFZK  NDGF mRAL . TRIUMF RASCONMORRN WEZK: IWNDORcwR:  wTRUME
Sler e ASGC Cloud BENL EMCNAF mLYON WPIC  SARA MENL WOHAC WLYONM MRIC  MSARA
) BNL Cloud
uct2-grids.mwt2.org EXEP CERN Claud Completed File Transfers Total Murnber Errors
i DQzF
cedl.tier2.hep.manchester, Fﬁ( ENAF Cloud

benedict.grid.aau.dk

atlasce01.na.infn.it EPAND'" LYON Claud

i 2PUT
agh2.atlas.unimelb.edu.au o MNOGF Claud
atlasce Inf.infr.it PIC Cloud
grid.uio.no RAL Cloud
SARA Cloud

ce.glite ecdf.ed.ac.uk
ce0001.m45.ihep.su
lcgoe0l Jinrru

TRIUMF Cloud

3 b 4 mASGC CERN ® FZK NDGF mRAL 0 TRIU MF
-ASGC CERN = FZK NDGF L] RAL TRIU MF mBNL  ®CNAF ®LYOW =PIC SARA

cluster.pnpi.nwe.ru mENL  ECWAF mLYON =PI ShRA
legee0l.cpp.ualberta.ca

arch.Icg.cscs..ch Activity Summary (Last 4 Hours)
ce05-leg.cr.cnaf.infh.it

Click on the cloud nama to view list of sites
bigmac-lcg-ca.physics Ltoranto ca

Transfers fervices Errors
atlas.bu.edu Cloud Efficiency Thmughput Fites Dons Datasets Done fele] Grid Transter Local Remote Central
syr021.0la.scotarid.ac.uk -'ASG'G- 63% 24 MBY/s 2026 4 1206 ij'i
cel1.dur.scotgrid.ac.uk 26% 8 MB/s 1343
CHAF 39% 23 MB/s 156

ek 80 25 MBS 4882 154 3'0_:

NO_ACTIVITY
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