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L O N G  G R B  W AV E F O R M S

• Collapsar progenitor has 
uncertain GW emission. 
Models predict: 

• from 10-2 M⊙c2  
(Davies et al 2002, 
Piro and Pfahl 2007) 

• To 10-8 M⊙c2 (Ott 2009)
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Figure 2. GW signals (h+ D in units of cm, where D is the distance of the source)
for a few examples from the 2D GR model set of Dimmelmeier et al. [108]. The
models shown here were computed with the Shen EOS [135, 136] and employ 1D
presupernova models of [137], spanning the progenitor mass range from 11.2 M⊙

(s11) to 40 M⊙ (s40). The models were set up with precollapse central angular
velocities Ωc,i from ∼ 1.5 rad s−1 to ∼ 11 rad s−1. For details of the rotational
setup, see [108]. Model E20A uses a 20-M⊙ presupernova model that was evolved
by [138] with a 1D prescription for rotation. Note the generic shape of the
waveforms, exhibiting one pronounced spike at core bounce and a subsequent ring
down. Very rapid precollapse rotation (Ωc,i ! 6 rad s−1; models s20A3O12 and
s40A2O13 in this plot) results in a significant slow-down of core bounce, leading
to a lower-amplitude and lower-frequency GW burst. The GW signal data are
available for download from [126].

Table 1. Summary of the GW signal characteristics of rotating iron core collapse
and core bounce based on the waveforms of Dimmelmeier et al. [108]. All models
exhibit type-I dynamics and waveform morphology and can be organized into three
distinct groups based primarily on their precollapse central angular velocity Ωc,i.
|hmax| is the maximum gravitational wave strain amplitude (scaled to 10 kpc)
at bounce, EGW is the energy radiated away in gravitational waves, fpeak is the
frequency at which the GW energy spectrum dEGW/df peaks, and ∆f50 is the
frequency interval centered about fpeak that contains 50% of EGW. Note that
fmax used by Dimmelmeier et al. is the peak of the GW signal spectrum and
not the peak of dEGW/df . Also note that for the slowly rotating group prompt
postbounce convective overturn contributes significantly to the overall GW signal.
The convective contribution was removed from the waveforms before analysis,
since the deleptonization scheme employed by Dimmelmeier et al. and Ott et al.
is ineffective at postbounce times and is likely to overestimate the strength and
duration of prompt convection after bounce [108].

Group Ωc,i |hmax| EGW fpeak ∆f50

(rad s−1) (10−21 at 10 kpc) (10−8M⊙ c2) (Hz) (Hz)
1 " 1–1.5 " 0.5 " 0.1 ∼ 700–800 ∼ 400
2 1–2 to 6–13 0.5 to 10 0.1 to 5 ∼ 400–800 100 to 400

most models: 700-800
3 ! 6–13 3.5 to 7.5 0.07 to 0.5 70 to 200 80 to 250

2

FIG. 1: Dimensionless gravitational-wave strain h+ along the
equator at a distance of 10 kpc. Note that the range of h+ in
the lower panel is almost 50 times wider than that of the top
panel.

gravitational-wave strain. We employ the Shen equation
of state [16].

We explore three models in this study. Model s11WW
is the 11-M⊙ (Zero-Age Main Sequence [ZAMS]) presu-
pernova model of Woosley & Weaver [17] without rota-
tion. Model s25WW is nonrotating as well, but is the
25-M⊙ progenitor from the same study. Model m15b6
corresponds to the 15-M⊙ progenitor model of Heger et
al. [2] which was evolved with a 1D prescription for ro-
tation and magnetic-field-driven angular momentum re-
distribution. We map this model onto our 2D grid under
the assumption of constant rotation on cylinders. It has
a precollapse ratio of rotational kinetic energy to gravita-
tional potential energy, β = T/|W|, of ∼1×10−3%. This
value is one to two orders of magnitude smaller than in
previous models (e.g., [1, 7, 18]), but yields a PNS con-
sistent with neutron star birth spin estimates [4].

We extract gravitational waves from the mass motions
via the quadrupole formula as described in [1, 19, 20]. In
addition, we estimate the gravitational-wave emission by
anisotropic neutrino radiation with the formalism intro-
duced by [21] and concretized in [6, 20].

Results. Figure 1 depicts the quadrupole gravitational
wave strain h+ as emitted by mass motions scaled to
a source distance of 10 kiloparsecs (kpc). In the top
panel, we superpose the waveforms of models s11WW
and m15b6. Despite the presence of some rotation in
the latter and its greater ZAMS mass, the two models
have very similar precollapse stellar structures [2, 4, 17].
This is reflected in the very similar shapes of their wave-
forms. Even though s11WW is not rotating, a bounce
burst strain of ∼1.3×10−21 (@ 10 kpc) is present in our
numerical model. The first one to two milliseconds of
this burst are the imprint of the transition in grid ge-
ometry from the outer polar to the inner Cartesian grids

FIG. 2: Frequency-time evolution of model s25WW’s
gravitational-wave energy spectrum (dEGW/df , [20]) com-
puted with a 50 ms sampling interval.

which generates a time-varying quadrupole moment at
core bounce. It also induces initial perturbations for vor-
tical motion in the Ledoux-unstable regions behind the
expanding shock that sets in almost immediately and
with a perhaps too fast initial growth rate after core
bounce. The amount of rotational energy in m15b6’s
core (at bounce, β<

∼ 0.02% and at the end, β∼0.08%) is
too small to have a large influence on the core dynamics
and, thus, on the waveform, except to slightly stabilize
the aspherical fluid motion at and shortly after bounce.
In both models, until about ∼250 ms after bounce the
physical waveform is dominated by convective motions
in the PNS and in the post-shock region. As the SASI
[9, 10, 11, 12]) becomes vigorous and leads to global de-
formation of the standing shock (see, e.g., [9]) the wave
emission from the post-shock flow increases.

As described in Burrows et al. [9] the fundamental core
g-mode (ℓ=1,f∼330 Hz in s11WW and m15b6) is ex-
cited by turbulence and accretion. It grows strong around
∼400 ms after bounce and starts transferring energy to
the harmonic at 2f through nonlinear effects. This is re-
flected in the rise of s11WW’s gravitational-wave strain
around that time. h+ reaches a local maximum, then
quickly decays to about one-third that amplitude, only
to pick up again after some tens of milliseconds, rising
to even higher amplitudes (a maximum of ∼7×10−22 [@
10 kpc]), followed by a quasi-exponential decay with a
∼100 ms e-folding time. We attribute the gravitational-
wave emission in these two ‘humps’ to the quadrupole
spatial component of the 2f harmonic of the ℓ=1 core g-
mode. s11WW’s gravitational-wave energy spectrum ex-
hibits prominent emission in a band around ∼650 Hz. A
frequency analysis shows that the harmonic appears first
at a frequency of ∼590 Hz, which increases over 200 ms
to a maximum of about 680 Hz, and then continuously
decreases to ∼500 Hz at the end of the simulation. In
this way, the gravitational-wave emitting component ex-
actly mirrors the behavior of the ℓ=1 g-mode which goes
through the same phases [9, 22]. This behavior is qual-
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Figure 3. Model Shen 12135 – Top panel: Time evolution of
the GW amplitude h+. Middle panel: Total (black), pre-merger
(red) and post-merger (green) scaled power spectral density, com-
pared to the Advanced LIGO and ET unity SNR sensitivity curves
(Harry & the LIGO Scientific Collaboration (2010); Hild et al. (2010)).
The distance to the source is assumed to be 100 Mpc. Bottom panel: Am-
plitude of FFT for the time evolution of the pressure, p, in the equatorial
plane. Several oscillation modes, as well as nonlinear combination frequen-
cies (blue labels) are identified.
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Figure 4. Same as Fig. 3, but for model Shen 135135.

Post-Newtonian Inspiral Numerical Merger

BNS  
Merger 

Stergioulas et. al,  
2011

NSBH  
Merger 

Foucart et. al,  
2013
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FIG. 8: Dominant (2,2) mode of the gravitational waveform for the
NSBH (‘adaptive’ run) and BBH mergers. The insert zooms on the
time of merger. A time and phase shifts have been applied to the
BBH waveform in order to minimize the phase difference with the
NSBH results in the interval 675 < t/M < 2175.

references for the BBH cases, do not allow for accurate di-
rect comparisons of BBH and NSBH results in the regime
that we consider here (q = 6, non spinning). 6 We do not,
of course, expect larger differences for these non-disrupting
cases. However, it was a priori unclear how much more dif-
ficult the detection of finite size effects would be for a non-
spinning black hole around the peak of the black hole mass
function. Indeed, even though the neutron star was expected
to reach the ISCO largely undisturbed, the ISCO frequency is
still relatively low (fGW

ISCO ∼ 600Hz for a non-spinning black
hole of mass MBH ∼ 8.4M⊙ and for q = 6, according to first
order self-force calculations [50]). The plunge, merger and
ringdown thus represent a larger fraction of the detectable sig-
nal, starting at a frequency well below the cutoff frequencies
observed in disrupting binaries.

Alas, even after the neutron star reaches the ISCO the signal
remains remarkably devoid of any imprint of the presence of a
neutron star. Fig. 8 shows the real part of the strain in the time
domain for the BBH and NSBH mergers. The difference be-
tween the two waveforms is within the numerical error of the
NSBH simulations. Fig. 9 shows the spectrum of the domi-
nant (l = 2, m = 2) mode of the gravitational wave signal
as seen by an optimally oriented observer 100Mpc away, for
both the BBH and NSBH systems. The two cannot be distin-
guished at the ∼ 2% accuracy level of our simulations, even at
frequencies f ∼ 1 − 2 kHz well beyond the ISCO frequency.
The same is true of the two largest subdominant modes, also
shown in Fig. 9.

From these waveforms, we can directly obtain an upper

6 See also [49] for a more accurate model of the amplitude of the gravita-
tional wave signal emitted by non-spinning NSBH binaries, but without
any phase information.
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√
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bound on the distance at which a gravitational wave detec-
tor would be able to observe the difference between a NSBH
and a BBH merger, if it was only looking at the time frame
covered by the numerical simulations. To do so, we define the
difference ||δh|| between two waveforms h1 and h2 as

||δh|| = min
∆t,∆φ

(

√

⟨h1 − h2, h1 − h2⟩
)

(12)

where the product ⟨g, h⟩ is given by

⟨g, h⟩ = 2

∫ ∞

0

df
g̃∗(f)h̃(f) + g̃(f)h̃∗(f)

Sn(f)
(13)

and we have applied to h2(t) a time shift ∆t and phase shift
∆φ minimizing ||δh||. Here g̃(f) and h̃(f) are the Fourier
transforms of g(t) and h(t), and Sn(f) is the one-sided power
spectral density of the detector’s strain noise, defined as

Sn(f) = 2

∫ ∞

−∞

dτ e2πifτ Cn(τ) , f > 0, (14)

where Cn(τ) is the noise correlation matrix for zero-mean,
stationary noise. Taking for Sn(f) the Zero Detuned High
Power spectrum from [51], which is the design sensitivity of
Advanced LIGO, and limiting the integral in Eq. (13) to fre-
quencies f > 0.3 kHz, we find the differences ||δh|| listed in
Table II. If we neglect degeneracies between the effect of the
finite size of the neutron star and other parameters of the bina-
ries, an approximate condition for the difference between two
waveforms to be detectable is ||δh|| > 1 [52]. Accordingly,
our results show that, at best, differences in the merger wave-
forms would be observable by Advanced LIGO for optimally
oriented binaries located within ∼ 10Mpc of the detector –
or about once in a million events. Clearly, the high frequency
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G R B  S E A R C H
• For all GRBs, search from 

600 seconds before to 60 
seconds after burst 

• Minimal assumptions about 
gravitational waveform 
other than known time and 
sky location 

• About a factor of 2 
improvement in sensitivity 
over all sky all time search

15

Figure 2. A simulated 1.4M�–10.0M� neutron star black hole inspiral at an
effective distance of 37 Mpc, added to simulated noise from the two LIGO-
Hanford detectors. (Top) Time–frequency map of the E+ energy. (Bottom) The
highest 1% of pixels highlighted. The inspiral ‘chirp’ is clearly visible.

4. a set of sky positions; and
5. a list of parameters (such as FFT lengths) for the analysis.

In standard usage, X-Pipeline processes the data and produces lists of candidate gravitational-
wave signals for each of the specified sky positions. It does this by first constructing
time–frequency maps of the various energies in the reconstructed h+, h⇥ and null streams.
X-Pipeline then identifies clusters of pixels with large values of one of the coherent energies,
such as ESL or E+.

3.2. Time–frequency maps

X-Pipeline typically processes data in 256 s blocks. First, it loads the requested data. It
constructs a zero-phase linear predictor error filter to whiten the data and estimate the
power spectrum [14, 40]. For each sky position, X-Pipeline time-shifts the data from
each detector according to equations (2.1) and (2.2). The data are divided into overlapping
segments and Fourier-transformed, producing time–frequency maps for each detector. Given the
time–frequency maps for the individual detector data streams d̃, X-Pipeline coherently sums
and squares these maps in each pixel to produce time–frequency maps of the desired coherent
energies; see figure 2. This representation gives easy access to the temporal evolution of the

New Journal of Physics 12 (2010) 053034 (http://www.njp.org/)

Sutton et al, NJP, 2010
9
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• Binary merger search — look for 
characteristic signal from NS-NS 
or NS-NH merger 

• Search 5 seconds before to 1 
second after burst 

• Coherently combine the data 
from different detectors making 
use of the known sky location 

• About a 25% increase in sensitivity 
over all sky all time search

Babak et al, PRD, 2013 
Harry and SF, PRD, 2011
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C O V E R I N G  S K Y  PAT C H E S

• Swift BAT bursts localized 
to a single point (from 
GW perspective)  

• Fermi GBM and 
Interplanetary Network 
bursts not so well 
localised: tile the sky area

Aasi et al, 2014
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Second, and more significantly, an error in the sky lo-
cation will lead to an erroneous time-shift of the detector
data vectors when synchronising the arrival time of a GW
signal across detectors. For pairs of ground-based detec-
tors the difference in arrival times is O(10) milliseconds,
and an error in the sky location of a few degrees could
introduce incorrect synchronisations of a millisecond or
more. This results in the misalignment of a GW signal
by several periods for waveforms with frequency content
above 1 kHz, and when the data vectors are combined the
coherent signal energy will be diminished. In the worst
case, the waveform will be shifted by a half-period be-
tween the detectors, and the signal will cancel entirely in
the coherent summation.

The standard solution in coherent GW searches is to
repeat the analysis over a discrete grid of sky positions
covering most of the uncertainty region. The grid step
is chosen so that the timing synchronisation error be-
tween any position in the sky localisation error box and
the nearest analysis grid point is less than 25% of the
period for the highest-frequency GW signals included in
the search. For simplicity, the step size is held constant
across the search area; for uncertainty regions with radii
of O(10) degrees the variation in the magnitude of the
time-of-arrival correction does not change enough to war-
rant a variable grid spacing.

Previous searches have used regular grids of concentric
circles around the best estimate of the source location,
covering at least 95% of the sky location probability dis-
tribution. For the Fermi GBM, the 68% containment ra-
dius is typically 2�–3� due to statistical effects, and the
localisations have additional systematic errors of several
degrees. As a result, the 95% containment region can
cover hundreds of square degrees, and a search for GW
signals with frequencies larger than a few hundred Hz
would require tiling the search area with many hundreds
of search points. At each grid point the coherent signal
combination will have to be re-computed using the new
time-of-arrival corrections. The background estimation
for a search grid of this size will typically require O(104)
CPU hours, depending on the size of the GRB uncer-
tainty region, the sky location, and the GW detectors
included in the search. Even on computing clusters with
thousands of CPU cores 2, the analysis for a single GBM
event can take several hours to several days to complete.

Our solution is to cover the search region with a lin-
ear grid, arranged parallel to the maximum gradient of
change in the relative time-of-arrival between detectors.
In the case of a 2-detector network, we find that such
a pattern is sufficient to capture the dominant source of
coherent energy variability as the likelihood is calculated
across the GRB uncertainty region. A comparison of
the circular and linear search grids for the Fermi event
GRB 080906B is shown in Fig. 2.

2 LIGO Data Grid,
https://www.lsc-group.phys.uwm.edu/lscdatagrid/

FIG. 2. Example linear (blue circles) and circular (black
crosses) grids for a search for GW signals up to 1792Hz. The
localisation for the Fermi GBM event GRB 080906B is shown.
The linear search grid contains 41 sky positions, arranged in
the direction of the gradient of the time shift been the H2
and G1 detectors. The circular grid contains 1324 sky posi-
tions and would require several days to analyse on a massively
parallel computing cluster. Both search grids cover the 95%
containment region for the GBM sky location probability dis-
tribution. The GBM statistical error for this event is 1.6�.

For two detectors separated by a distance d, the differ-
ence in time of arrival for a GW is

t =
d cos ✓

c
(1)

where ✓ is the angle between the inter-detector baseline
and the line-of-sight to the GRB, and c is the speed of
light. For a maximum time-delay error tolerance of dt 
↵, the corresponding spacing d✓ between grid points is

|d✓|  2c

d sin ✓
↵ (2)

For our search band of 64Hz–1792Hz 3, we choose
↵ = 0.14ms, equal to 25% of a cycle at 1792Hz. The ex-
tent of the linear grid is determined by the 95% contain-
ment radius for the given GRB localisation. For events
localised by the Swift BAT [70], we use a search grid of a
single point. For events localised by the Fermi GBM [66],
we use 1.65�stat+sys, where �stat is the GBM statistical
error for the GRB (typically 2�–3�), and �sys is a 7.5�

systematic error. The 1.65�stat+sys uncertainty radius

3 The low frequency limit was chosen to match previous analy-
ses for which the data conditioning has been well tested. The
high-frequency limit is the Nyquist frequency of the detector
data (2048Hz) minus the widest frequency resolution used in
the search (256Hz).



7

FIG. 1: (a) Inspiral horizon distance as a function of time during S6-VSR2/3. The average inspiral horizon distances for each
week in S6 and VSR2-3. As an indication of the weekly variations, we have included error bars corresponding to the standard
deviation of the inspiral horizon distance during each week. (b) Distribution of 1.4-1.4 solar mass inspiral horizon distance for
the three gravitational wave detectors H1, L1, and V1 for the joint LIGO-Virgo science run consisting of S6 and VSR2/3. The
histogrammed data consists of the same 2048-second analyzed segments from the S6 and VSR2/3 CBC searches.

order to ensure that we analyze the exact same science segments and use the exact same analysis code as used in the
LIGO/Virgo CBC searches.

In Fig. 1a, we plot the average BNS inspiral horizon distance for each of the three detectors as a function of time.
We use a window of one week and the points on the plot correspond to the average inspiral horizon distance for all
science segments beginning in that week. The error bars attached to the points indicate the standard deviation in the
inspiral horizon over the course of the given week. This figure highlights the variability in sensitivity throughout the
run and the reason it is di⌅cult to identify a single time for each detector with a typical or average sensitivity. In Fig.
1b, we histogram the BNS inspiral horizon distance for the three detectors H1, L1, and V1. The bimodal behavior
seen in the LIGO and Virgo detectors is largely due to a significant commissioning break in S6 and commissioning in
Virgo between VSR2 and VSR3. These commissioning breaks will be described in detail in a later publication on the
S6/VSR2-3 runs.

In the actual S6/VSR2-3 CBC analysis, the inspiral horizon is computed for (n)-(n) solar mass binaries for n an
integer. Previous documents [8] however have plotted the horizon distance for the canonical 1.4�1.4 solar mass binary
neutron star. In order to simplify comparison to previous results, we rescale the obtained distributions by (2.8/2)5/6

corresponding to the ratio of chirp masses of a 1.0 � 1.0 solar mass system and a 1.4 � 1.4 solar mass system. This
scaling ignores the fact that fisco is di�erent for the two mass pairs, but this is negligible since the signal template is
buried in the noise at such high frequencies.

In Fig. 2, we show the mean inspiral horizon distance for each interferometer as a function of the binary total
mass, assuming equal mass binaries. This plot reflects the mean performance of the detector over various frequency
bands. As the component mass becomes higher, the upper cuto� frequency fhigh = fisco becomes smaller and smaller.
This means that the inspiral horizon distance focuses on a narrower band around the lower cuto� flow = 40Hz (or
flow = 50Hz in the case of Virgo). The inspiral horizon distance takes into account only the inspiral stage of the
CBC event, while for high-mass systems (M > 25M�) the merger and ringdown stages of the coalescence occur in
the LIGO and Virgo sensitive band. For total masses greater than 25M�, the inspiral-only range begins to fall over,
which is not indicative of the sensitivity of the detector for these systems. For these binary systems, we use E�ective
One Body Numerical Relativity (EOBNR) waveform templates that include the merger and ringdown stages and our
sensitivity is significantly improved relative to an inspiral-only analysis [9].

IV. REPRESENTATIVE POWER SPECTRAL DENSITY

In Fig. 3, we give representative spectral density curves for each of the three detectors during S6 and VSR2-3. The
chosen representative curve corresponds to a time when the detector operated near the mode of its inspiral horizon
distance distribution shown in Fig. 1b. The algorithm used to compute the spectral densities is described in detail
in [4]. The parameters needed in order to reconstruct our results are given in Table I. The first column in Table

0 Mpc

I N I T I A L  L I G O - V I R G O  R E S U LT S

50 Mpc

NS-NS  “horizon”
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• Localization overlaps 
M31 (at 770 kpc) 

• No GW signal observed 
• Exclude NS-NS and  

NS-BH merger in M31 
with 99% confidence 

• Indirect support for 
hypothesis of soft 
gamma repeater in M31

Abbott et al. ApJ 2008

Inter-Planetary Network 
3-sigma error region from  
Mazets et al., ApJ (2008)
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Abadie et al, ApJ, 2012

4 Abbott et al.
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Fig. 3.— Exclusion confidences for the two classes of compact
binary coalescences considered in the matched-filter analysis as a
function of orbital inclination and assuming a distance of 3.63 Mpc
to GRB 051103. The estimate is based on simulations where neu-
tron star masses are Gaussian distributed with a mean of 1.4 M�
and width 0.2 M�. Black hole masses are also Gaussian distributed
with mean 10.0 M� and width 6.0 M�.

1.28 corresponds to a 90% pessimistic fluctuation, assum-
ming Gaussianity. Counting statistics are accounted for
by stretching the Feldman-Cousins confidence regions to
cover a probability interval CL + 1.28

p
CL(1 � CL)/n,

where CL is the desired confidence limit and n is the
number of simulations used in constructing the interval.

Figure 3 shows exclusion confidence for NS-NS and NS-
BH mergers as a function of jet semi-angle ✓

jet

, assuming
a distance to M81 of 3.63 Mpc. If we assume isotropic,
unbeamed emission from GRB051103, the possibility of
NS-NS coalescence in M81 as its progenitor is excluded
with 70%-confidence. Taking a fiducial jet semi-angle
of ✓

jet

= 30�, exclusion confidence rises to 98%. NS-
BH mergers with isotropic emission are excluded at 93%
confidence, rising to > 99% for ✓

jet

= 30�.
To address how far we can exclude binary coales-

cences if GRB 051103 was not in M81, figure 4 shows
the distance at which we reach 90% exclusion confi-
dence as a function of jet semi-angle. Assuming un-
beamed emission, NS-NS mergers are excluded with 90%-
confidence out to a distance of 2.1 Mpc, rising to 5.2 Mpc
for ✓

jet

= 30�. The corresponding distances for NS-BH
coalescences with ✓

jet

= 90� and ✓
jet

= 30� are 5.2 Mpc
and 10.5 Mpc, respectively. The increase in exclusion
confidence for smaller jet angles is due to the fact the
amplitude of the GW signal expected from compact bi-
nary coalescence is a factor of 8 smaller for systems whose
orbital plane is viewed ‘edge on’ than for systems viewed
‘face-on’; small jet angles imply a system closer to ‘face-
on’.

3. SEARCH FOR A GW BURST

3.1. Search Method

We perform two searches for a GW burst associated
with GRB 051103. As discussed previously, there is evi-
dence that a fraction of short GRBs are caused by nearby
magnetar flares, so we perform a search tailored to the
expected GW signal arising from such a flare. Addition-
ally, we perform a search for a generic GW burst in the
time around the GRB.

The Flare pipeline (Kalmus et al. 2007; Kalmus 2008)
targets neutron star fundamental mode ringdowns as

10 20 30 40 50 60 70 80 90

Jet semi-opening angle (deg)

0

2

4

6

8

10

12

90
%

E
xc

lu
si

on
(M

pc
) BNS

NSBH

Fig. 4.— 90%-confidence exclusion distance as a function of jet
semi-angle for binary coalescences, given LIGO observations at the
time of GRB 051103.

well as unmodeled short-duration GW signals. It has
been used previously to search for GWs associated with
Galactic magnetar bursts including the December 2004
giant flare from SGR 1806–20 (Abbott et al. 2008b,
2009d; Abadie et al. 2010b). As in the previous mag-
netar searches, we use an on-source region of [�2,+2] s
about the GRB 051103 trigger, and an o↵-source region
of 1000 s on either side of the on-source region to estimate
the significance of on-source events.
Flare produces a time-frequency pixel map from con-

ditioned and calibrated detector data streams in the
Fourier basis, groups pixels using density-based cluster-
ing, and sums over the group to produce events. The
data from the two detectors are combined by including
detector noise floor measurements and antenna responses
to the source sky location as weighting factors in the
detection statistic. We divide the search into three fre-
quency bands: (1–3) kHz where f -modes are predicted
to ring; and (100–200) Hz and (100–1000) Hz. In the f -
mode band we use a Fourier transform length of 250 ms,
which we find to be optimal for f -mode signals expected
to decay exponentially with a timescale ⌧ in the 100–
300 ms range(Benhar et al. 2004).

The X-Pipeline analysis package (Sutton et al. 2009)
searches for generic GW bursts in data from arbitrary
networks of detectors. X-Pipeline was previously used
in the search for GW bursts associated with GRBs in the
LIGO science run 5 and Virgo science run 1, 2005-2007
(Abbott et al. 2009b). Since the analysis is not based
on a specific GW emission model, we keep the search
parameters broad to allow for a generic GW burst. In
particular, we define our on-source region as the interval
[�120,+60] s around the GRB trigger; this conservative
window is large enough to accommodate the time delay
between a GW signal and the onset of the gamma-ray
signal in most GRB progenitor models. We use 1.5 hours
of data on either side of the on-source region as the o↵-
source region for background characterisation.
X-Pipeline combines the data streams from each de-

tector with weighting determined by the sensitivity of
each detector as a function of frequency and sky position.
This yields time-frequency maps of the signal energy in
each pixel. Candidate GW events are identified as the
loudest 1% of pixels in the map. Each is assigned a sig-
nificance based on its energy and time-frequency volume,
using a �2 distribution. These candidates are then re-

• Localization overlaps M81 
(at 3.6 Mpc) 

• No GW signal observed 
• Exclude binary merger 

progenitor as function of 
opening angle

NS-NS 98% 
NS-BH >99%
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S E A R C H  R E S U LT S :  A L L  G R B

• Search for gravitational wave 
signal from 508 GRBs 
observed between 2005 and 
2010. 

• No evidence of a signal for 
single event or population 

• Place exclusion limits 
assuming a GW emission 
model 

• Also see V.Predoi poster

Aasi et al, 201415



E X C L U S I O N  D I S TA N C E S :  A L L  G R B
Assuming 10−2 M⊙c2 in GW; emitted in small frequency band 

Swift/Fermi Bursts IPN BurstsThe Astrophysical Journal, 760:12 (18pp), 2012 November 20 Abadie et al.
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Figure 3. Cumulative p-value distribution from the analysis of 26 short GRBs
with the coalescence search. For GRBs where no event is observed in the on-
source region, we can only place a lower bound on the p-value; thus we show
two distributions where the upper (blue solid line) and lower (green dashed line)
bound, respectively, was taken for every GRB. The expected distribution under
the null hypothesis is indicated by the dashed line.
(A color version of this figure is available in the online journal.)

This deviation was due to an event found in coincidence with
GRB 100328A, which produced the smallest p-value of 1%, and
was the GRB to which the search had the second best sensitivity.
A follow-up investigation of this candidate determined that it
was due to a noise artifact in the Hanford instrument, which
was one of a class of glitches caused by a bad power supply
which contaminated the length and angular control servos. No
other noteworthy events were found by this search and thus there
are no potential GW candidates. The opportunistic search for
coalescence signals associated with long GRBs did not yield
any candidate that was inconsistent with background noise.

7. ASTROPHYSICAL INTERPRETATION

Given that no significant event was found in our analyses,
we place limits on GW emission based on the signal models
discussed in Section 2, and assess the potential of a similar
search with second-generation GW detectors.

7.1. Distance Exclusion

For each GRB we derive a 90% confidence lower limit on the
GRB progenitor distance for various emission models using the
methodology described in Section 5.1.

The GW burst search provides lower limits on the generic
GW burst signal emitted by a rotator described in Section 5.2
for each GRB. We assume that the source emitted EGW =
10−2 M⊙ c2 of energy in GWs,122 that the jet opening angle is
5◦, and consider emission frequencies of 150 Hz and 300 Hz.

122 We assume here an astrophysical model of a rotator which emits GWs
mainly along the rotation axis. In previous searches (Abbott et al. 2010b,
2008a) an unphysical isotropic GW emission of circularly polarized GWs was
used. This change in model increases the distance exclusions presented here by
a factor

√
5/2 relative to previous searches.
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Figure 4. Histograms across the sample of GRBs of the distance exclusions
at the 90% confidence level for circularly polarized sine-Gaussian GW burst
models at 150 Hz and 300 Hz. We assume an optimistic standard siren GW
emission of EGW = 10−2 M⊙ c2. See Tables 1 and 2 for the exclusion values
for each GRB.
(A color version of this figure is available in the online journal.)
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Figure 5. Histograms across the sample of short GRBs of the distance exclusions
at the 90% confidence level for NS–NS and NS–BH systems. See Table 1 for
the exclusion values for each short GRB.
(A color version of this figure is available in the online journal.)

The distance limits are given in Tables 1 and 2, and their
histogram is shown in Figure 4. The median exclusion distance is
D ∼ 17 Mpc (EGW/10−2 M⊙ c2)1/2 for emission at frequencies
around 150 Hz, where the LIGO–Virgo detector network is most
sensitive.

The coalescence search sets lower limits on both the NS–NS
and NS–BH models described in Section 5.3 for each short GRB,
assuming a jet half-opening angle of 30◦. The distance limits
are given in Table 1 and a histogram of their values is shown in
Figure 5. The median exclusion distance for NS–NS (NS–BH)
coalescences is 16 Mpc (28 Mpc) for the 30◦ cone. We note that
these exclusion distances are affected by the choice of signal
parameter priors in Section 5.3; for example, Figure 6 shows

13
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• Search for gravitational 
wave signal from 69 short 
GRBs observed between 
2005 and 2010. 

• No evidence of a signal for 
single event or population 

• Place exclusion limits 
assuming NS-NS and NS-
BH progenitor model
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S O U R C E  L O C A L I Z AT I O N

Figure 5: Network sensitivity and localization accuracy for face-on BNS systems with advanced
detector networks. The ellipses show 90% confidence localization areas, and the red crosses show
regions of the sky where the signal would not be confidently detected. The top two plots show the
localization expected for a BNS system at 80 Mpc by the HLV network in the 2016–17 run (left)
and 2017–18 run (right). The bottom two plots show the localization expected for a BNS system
at 160 Mpc by the HLV network in the 2019+ run (left) and by the HILV network in 2022+ with
all detectors at final design sensitivity (right). The inclusion of a fourth site in India provides good
localization over the whole sky.

Estimated EGW = 10�2M�c2 Number % BNS Localized
Run Burst Range (Mpc) BNS Range (Mpc) of BNS within

Epoch Duration LIGO Virgo LIGO Virgo Detections 5 deg2 20 deg2

2015 3 months 40 – 60 – 40 – 80 – 0.0004 – 3 – –
2016–17 6 months 60 – 75 20 – 40 80 – 120 20 – 60 0.006 – 20 2 5 – 12
2017–18 9 months 75 – 90 40 – 50 120 – 170 60 – 85 0.04 – 100 1 – 2 10 – 12
2019+ (per year) 105 40 – 70 200 65 – 130 0.2 – 200 3 – 8 8 – 28

2022+ (India) (per year) 105 80 200 130 0.4 – 400 17 48

Table 1: Summary of a plausible observing schedule, expected sensitivities, and source localization
with the advanced LIGO and Virgo detectors, which will be strongly dependent on the detectors’
commissioning progress. The burst ranges assume standard-candle emission of 10�2M⇥c2 in GWs
at 150 Hz and scale as E1/2

GW. The burst and binary neutron star (BNS) ranges and the BNS
localizations reflect the uncertainty in the detector noise spectra shown in Fig. 1. The BNS detection
numbers also account for the uncertainty in the BNS source rate density [27], and are computed
assuming a false alarm rate of 10�2 yr�1. Burst localizations are expected to be broadly similar
to those for BNS systems, but will vary depending on the signal bandwidth. Localization and
detection numbers assume an 80% duty cycle for each instrument.
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Face on BNS at 80 Mpc
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Figure 5: Network sensitivity and localization accuracy for face-on BNS systems with advanced
detector networks. The ellipses show 90% confidence localization areas, and the red crosses show
regions of the sky where the signal would not be confidently detected. The top two plots show the
localization expected for a BNS system at 80 Mpc by the HLV network in the 2016–17 run (left)
and 2017–18 run (right). The bottom two plots show the localization expected for a BNS system
at 160 Mpc by the HLV network in the 2019+ run (left) and by the HILV network in 2022+ with
all detectors at final design sensitivity (right). The inclusion of a fourth site in India provides good
localization over the whole sky.
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Epoch Duration LIGO Virgo LIGO Virgo Detections 5 deg2 20 deg2

2015 3 months 40 – 60 – 40 – 80 – 0.0004 – 3 – –
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2017–18 9 months 75 – 90 40 – 50 120 – 170 60 – 85 0.04 – 100 1 – 2 10 – 12
2019+ (per year) 105 40 – 70 200 65 – 130 0.2 – 200 3 – 8 8 – 28

2022+ (India) (per year) 105 80 200 130 0.4 – 400 17 48

Table 1: Summary of a plausible observing schedule, expected sensitivities, and source localization
with the advanced LIGO and Virgo detectors, which will be strongly dependent on the detectors’
commissioning progress. The burst ranges assume standard-candle emission of 10�2M⇥c2 in GWs
at 150 Hz and scale as E1/2

GW. The burst and binary neutron star (BNS) ranges and the BNS
localizations reflect the uncertainty in the detector noise spectra shown in Fig. 1. The BNS detection
numbers also account for the uncertainty in the BNS source rate density [27], and are computed
assuming a false alarm rate of 10�2 yr�1. Burst localizations are expected to be broadly similar
to those for BNS systems, but will vary depending on the signal bandwidth. Localization and
detection numbers assume an 80% duty cycle for each instrument.
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W H AT  A B O U T  G R B S ?
• Hard to make a prediction for long bursts — unknown 

gravitational wave emission 

• Focus on short bursts, assuming NS-NS progenitor 

• Reasonable to assume binary is (close to) face on — gives 
strongest gravitational wave signal 

• About a 25% increase in sensitivity over all sky all time 
search  

• Sky averaged sensitivity ~400 Mpc for network at design 
sensitivity
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A N O T H E R  G R B 0 8 0 9 0 5 A ?

• Closest short GRB 
• z = 0.12  
• D~550 Mpc 

• For advanced LIGO-Virgo network 
• NS-NS progenitor:  

• expected SNR~7.7 
• about a 1% false alarm 

probability 
• NS-BH progenitor: 

• strong signal 
• either detected or progenitor 

excluded

The short GRB 080905A 3

Figure 1. This shows the combined BAT and XRT luminosity and rest
frame light curve for GRB 080905A. The BAT data are plotted until ∼ 2s
and the XRT data are plotted starting at∼ 100s. Inset is the BAT lightcurve
with linear observed time on the horizontal axis and BAT count rate on the
vertical axis.

XRT lightcurve to create the combined BAT/XRT lightcurve. Us-
ing the redshift of 0.1218 and a k-correction (Bloom, Frail, & Sari
2001), the combined BAT/XRT lightcurve has been converted to
the rest-frame time and luminosity and is shown in Figure 1.

2.3 Optical Observations

Early optical imaging of GRB 080905A obtained only upper limits
on the afterglow flux, which were found by UVOT at T+ 114 s (V
>21.3 (Brown & Pagani 2008)), the Mt. John Observatory at T+
2580 s (R >20.8 (Tristram et al. 2008)), and the MITSuME tele-
scope at T+ 2520 s (R >17.6) (Nakajima et al. 2008).

Our observations began at the Nordic Optical Telescope
(NOT) 8.5 hours after the burst, with further epochs obtained with
the Very Large Telescope (VLT) utilizing FORS2 taking place
14.3 and 36 hours after the burst. A final R-band observation was
made on 23 September, 17.5 days post burst. Using ISAAC we ob-
tained a further K-band observation on 1 October, 25.5 days post
burst. Comparison of these observations allowed us to discover
both a faint optical afterglow, and an underlying spiral host galaxy
(Malesani et al. 2008; de Ugarte Postigo et al. 2008).

Our optical images were reduced in the standard fashion, and
magnitudes for the afterglow derived in comparison to USNO and
2MASS objects within the field (since conditions were not photo-
metric at the time of the observations). As the afterglow lies on the
edge of its spiral host we obtain host subtracted afterglow fluxes by
subtraction of the light from this galaxy, assuming zero contribution
of transient light in the final epoch of optical images. The resulting
magnitudes are shown in Table 1. The afterglow is faint R ∼ 24,
even for a SGRB, and demonstrates the necessity of deep and rapid
observations in the location of SGRBs. Converting the optical mag-
nitude of GRB 080905A to a flux of ∼ 7 × 10−30erg cm−2 s−1

Hz−1 and comparing it to the sample at 11 hours considered by
Nysewander, Fruchter, & Pe’er (2009), it is one of the faintest af-
terglows detected and, with a optical luminosity of∼ 6.7×1025erg
s−1 hz−1, the lowest luminosity optical afterglow detected and lies
below the trend observed between optical afterglow intensity and
isotropic energy, suggesting that this GRB occured in a low den-
sity environment. We used a reasonable extrapolation of the X-ray

Figure 2. The circle marks the location of the afterglow of GRB 080905A,
the top image is from epoch 2, observed 14.3 hours after the trigger time,
and the bottom image is from epoch 4, ∼18 days after the trigger time (see
Table 1). For reference, the two slit positions used for spectroscopy have
also been included.

light curve to the time of our optical imaging to determine that the
non-detection of the X-ray afterglow is consistent with the decay
observed. The location of the optical afterglow is RA(J2000): 19
10 41.71 and Dec(J2000): -18 52 47.62, with an error of 0.76 arc-
seconds, and is shown in Figure 2.

The afterglow is located ∼9” from the centre of an R∼18
galaxy and we conclude that this is the host galaxy. To calculate
the liklihood of a chance alignment of a similar or brighter galaxy
within 10” of the afterglow we use the the host galaxy magnitude
and size and the number of galaxies of this magnitude or brighter
(Hogg et al. 1997). The probability of a chance alignment is less
than 1%. A more accurate method would be to use the half light
radius of the galaxy as described in Fong, Berger, & Fox (2010),
however it is difficult to calculate this due to contamination of fore-
ground stars. The low chance probability and that the afterglow lo-
cation lies within the stellar field of the galaxy, both support our
conclusion that this is the host galaxy of GRB 080905A. As for
many GRBs without afterglow redshifts, it is possible that GRB
080905A is associated with a higher redshift galaxy which is fainter
than the deep limiting magnitude of our optical images (R>25).

The location of the afterglow is offset from the centre of the
host galaxy by a projected radial distance of 18.5 kpc. This is a
relatively large offset, but is comparable to several other SGRB lo-
cations (Troja et al. 2008; Fong, Berger, & Fox 2010) and it is im-
portant to note that the host galaxy is relatively large so the host-
normalised offset would be much smaller. Host-normalised offsets

Rowlinson et al, MNRAS, 2010
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G W - G R B  P R E D I C T I O N S

GRB rate of 8-30 per Gpc3 per year 
from Guetta and Piran, Astron.Astrophys, 2006 
NS-NS and NS-BH rates from Aasi et al, CQG, 201026



G R B  E X P E C TAT I O N S

Assume that: 
• All short GRBs produced by BNS mergers and 
• Detectors sensitive to all GRBs within LIGO/Virgo range 
Rate doubles if 20% of short GRBs have NSBH progenitor

27

Prospects for joint GW and GRB observations 5

Fig. 3.— Point comparison of odds ratio with and without knowl-
edge of the source distance. In this example, we have chosen to
place the source at the horizon distance to give an expected SNR
of 8.

clude a neutron star. The projected horizon distance
for gravitational wave detection of neutron star–neutron
star (NSNS) systems are shown in Table ?? and the neu-
tron star–black hole binary systems are shown in Table
??. We assume that a GRB-triggered search will allow
us to reduce the detection threshold by 25% from SNR
12 to 9, thus increasing the sensitivity by 33%. Figure
6 shows what we might expect at design sensitivity, as a
function of opening angle.

TABLE 1
The expected rate of joint GW-GRB observations in the upcoming science runs, assuming that the progenitor of every

short GRB is a BNS merger. For Fermi GBM, we take a sky coverage of 8 sr; Swift 2 sr and assume that every short GRB
within the GW detector range will be observed by the GRB satellites. Sensitivities, run durations and BNS rates taken

from (?).

Epoch Run Duration BNS Range (Mpc) Number of GW–GRB detections
LIGO Virgo All Sky Fermi GBM Swift BAT

2015 3 months 40 - 80 - 0.0005 - 0.07 0.0003 - 0.05 0.0001 - 0.01
2016–17 6 months 80 - 120 20 - 60 0.01 - 0.6 0.01 - 0.4 0.002 - 0.1
2017–18 9 months 120-170 60 - 85 0.09 - 3 0.05 - 2 0.01 - 0.4
2019+ (per year) 200 65 - 130 0.5 - 6 0.3 - 4 0.07 - 1
2022+ (per year) 200 130 0.9 - 10 0.6 - 6 0.1 - 2

TABLE 2
The expected rate of joint GW-GRB observations in the upcoming science runs, assuming that the progenitor of every
short GRB is a NSBH merger. For Fermi GBM, we take a sky coverage of 8 sr; Swift 2 sr and assume that every short
GRB within the GW detector range will be observed by the GRB satellites. Sensitivities and run durations taken from

(?), we assume a fiducial NSBH with mass 1.4-5.0. (?).

Epoch Run Duration NSBH Range (Mpc) Number of NSBH detections Number of GW–GRB detections
LIGO Virgo All Sky Fermi GBM Swift BAT

2015 3 months 100 - 200 - 0.0002 - 2 0.005 - 0.5 0.003 - 0.3 0.0008 - 0.08
2016–17 6 months 200 - 300 50 - 150 0.003 - 20 0.09 - 4 0.05 - 3 0.01 - 0.7
2017–18 9 months 300- 425 150 - 215 0.02 - 80 0.5 - 20 0.3 - 10 0.08 - 3
2019+ (per year) 500 175 - 325 0.1 - 200 3 - 40 2 - 30 0.5 - 7
2022+ (per year) 500 325 0.2 - 300 5 - 70 3 - 40 1 - 10

The figure shows the expected annual rate of observed
GW-GRB coincident events for BNS, with the above as-
sumptions (that all BNS make GRBs and all GRBs come
from BNS, also that the satellites see everything within
the GW detector range). This is based on the detectors
being at design sensitivity. The second plot shows the
expected GW rate. As discussed in Holz, we can find a
crossover point, where we see more GRBs than all sky

mergers. For our numbers, this happens around 40�. At
the pessimistic binary merger rates (corresponding to vir-
tually no beaming) we actually see that the GRB search
will see more signals than the all sky all time search.
As is clear from the above, there is already a tension

between the observed GRB rates and predicted NSBH
rates for some values of the opening angle. Throw in the
fact that we don’t expect all NSBH to produce GRBs,

Clark et al, in prep.
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PAY O F F  F R O M  G W - G R B   
O B S E R VAT I O N S

• New insights into GRB progenitor 
• GW “standard sirens” as tools for cosmology 
• Constrain GRB beaming angles 
• Constrain NS equation of state 
• Measure “speed of gravity”
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E X T R A C T I N G  T H E  W AV E F O R M

• Un-modelled search can 
extract the gravitational 
waveform, even though 
it’s buried in noise 

• Distinguish between 
progenitor models

30

Toy$Example:$Supernova$Reconstruc8on$

05$June$2013$ SuKon:$GW$Bursts$(YKIS$2013)$ 4$
Salerno 2006.05.25 Coherent network searches for gravitational-wave bursts G060276-00-Z

#8

Example:  Supernova GWB Recovery

Network: H1-L1-GEO

GWB: Zwerger-Muller

A4B1G4, SNR=40 

[Astron. Astrophys. !"#$

209 (1997)]

Recovered signal (blue) 

is a noisy, band-passed

version of injected

GWB signal (red)

Injected GWB signal

has hx = 0.

Recovered hx (green) is

just noise.

Many$varia8ons$
e.g.:$Gursel$&$Tinto$(1989),$
Rakhmanov$(2006),$$
Summerscales$et$al.$(2008)$

Toy example: provided by P. Sutton
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Figure 2. 90% confidence regions for a number of different non-spinning
compact-binary configurations; see the text for interpretation. The number at the
end of each confidence region is the chirp mass of the binary. The gray shaded
region indicates the current observational mass gap.
(A color version of this figure is available in the online journal.)

to 0.65–1.35 M⊙ and 1.4–3.1 M⊙. The maximum total spin of
binaries within the 90% confidence region at S/N 10 is ∼0.3;
see Figure 1 inset. Based on gravitational-wave observations
alone, a binary of two 1.35 M⊙ NSs could not be definitively
distinguished from a low-mass NS and a BH or NS in the mass
gap, even at S/N 20. If the larger object is an NS its spin would
be unusually large, but not impossible. To constrain the larger
object’s mass below 2 M⊙ without assumptions on the spins
would require a signal with an S/N of !40, expected for ∼2%
of observations.

In Figure 2, we consider a family of equal mass, non-spinning
BNS systems with component masses at the lowest (1.0 M⊙)
and highest (2.0 M⊙) observed NS masses, and at the highest
theoretical NS mass (3.2 M⊙). The 1.35 M⊙ binary is shown
for reference, and the observed mass gap is indicated by the
shaded region. Again, the 90% confidence regions follow lines
of approximately constant chirp mass. We can see that for
an exceptionally low or high mass binary, we will be able to
identify at least one of the components as extraordinary. The
observation of a BNS with a chirp mass M " 0.871 M⊙ would
yield the unambiguous detection of a compact object with mass
less than 1.0 M⊙. The less massive component could have a
mass in the range 0.5–1.0 M⊙, but any mass in that range
would challenge our current understanding of NSs and their
formation in supernovae. A chirp mass M < 1.045 would yield
an unambiguous detection of a <1.2 M⊙ NS. This constraint
would rule out many modern calculations of stellar collapse
(Kitaura et al. 2006; Dessart et al. 2007) and provide a strong
validation test for future calculations.

Similarly, the observation of a system with M # 1.741 M⊙
would indicate the detection of an NS of mass #2.0 M⊙
provided we can unambiguously identify both components as
NSs. However, the observation of a BNS system with m1 =
m2 = 2.0 M⊙ is consistent with a binary containing an NS
and a BH in the mass gap or an exotic, low-mass NS and a
BH. Although any configuration along this line is of interest,
we cannot strongly constrain the component masses with
gravitational-wave observations at low S/N. In particular, even
if we assume that NSs are non-spinning and that the minimum
BH mass is 3 M⊙, we cannot rule out the possibility that it is an
NSBH system: our assumption would only remove the portion
of the confidence interval with 2.4 M⊙ " m2 " 3.0 M⊙, and
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Figure 3. Shaded region indicates binaries would be unambiguously identified
as BBH systems, assuming a maximum NS mass of 3.2 M⊙ (dotted line). The
light gray region represents the most conservative estimate of this region, using
an inspiral-only waveform model, while the additional darker region uses a full
merger-ringdown model.

the observation would be of either a BNS system with well-
constrained masses or an NSBH.

Finally, we consider a binary with component masses at the
upper end of the NS mass limit, above which we expect the
components to be BHs. In this case, we could conclusively
say that one of the components must be a BH, although the
degeneracy limits our ability to draw strong conclusions on the
component masses. The binary could either be a BBH system
with component masses in the mass gap or an NSBH system with
masses consistent with previously observed compact objects.

Note that in all the cases we have considered, the equal-mass
line provides a hard upper (lower) limit on m1 (m2).

Figure 2 shows that it will be difficult to explore the mass
gap with single gravitational-wave observations at low S/Ns.
To constrain one of the masses to lie within the mass gap, the
system would need to be observed with an S/N of greater than
30 (∼5% of observations); in the case of the m1 = m2 = 2.0 M⊙
binary, the mass on one of the objects would then be constrained
between 2 M⊙ and 3.5 M⊙, placing it directly within the
mass gap.

4. BINARY BLACK HOLES

BH spins can vary between 0 and 1, with observations of
X-ray binaries supporting the full range of values (Zhang et al.
1997). As before, the mass-ratio–spin degeneracy precludes
precise measurement of the component masses. However, if
we observed a BBH with m1 = m2 = 36 M⊙, corresponding
to a binary with both components above 35 M⊙—the largest
mass observed for a stellar-mass BH in an X-ray binary
(Silverman & Filippenko 2008)—we could conclude that one
of the BHs has a mass of 36 M⊙ or higher, providing the first
observational evidence for a stellar-mass BH above 35 M⊙. The
same is true for any binary with the same or larger chirp mass,
M # 31.34 M⊙.

A BBH will only be unambiguously identified if all binaries
within the 90% confidence interval for the measured component
masses are also BBH systems. The shaded region in Figure 3
shows the part of parameter space in which BBH systems could
be identified as such at S/N 10, assuming a maximum NS mass
of 3.2 M⊙. The upper curve shows the boundary of this region
computed using the inspiral-only (TaylorF2) model. The lower
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FIG. 9. (left) Posterior probability distributions for the chirp mass M of the spinning NSBH software injection (section III B 2)
for the seven signal models considered. The injected value is marked with a vertical red line. (right) Overlay of 90% probability
regions for the joint posterior distribution on the component masses m1, m2 of the binary.

FIG. 10. Joint posterior probability regions for the location and inclination angle of the spinning NSBH software injection
(section III B 2). (left) The binary is localized well on the sky. (right) In this case, the true value lies outside of the 90% credible
interval of the joint distance-inclination marginalized probability density function.

FIG. 11. Posterior probability distributions for the dimensionless spin magnitude of the heavier (left) and lighter (right)
components of the binary from the spinning NSBH software injection (section III B 2), as inferred in the model ST (table I),
full-spin STPN; the true values are shown with vertical red lines.

From Aasi et al, PRD 2013
From Hannam et al, ApJL, 2013
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M E A S U R I N G  T H E  D I S TA N C E

• Degeneracy between distance 
and binary inclination makes it 
hard to extract either with 
great accuracy 

• Assuming small opening 
angle, likely to measure 
distance to ~10% accuracy 

• With redshift measurements, 
start to probe cosmological 
models, Schutz, Nature, 1986
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FIG. 6. (left) Posterior probability distributions for the chirp mass M of the spinning BBH software injection (section III B 1)
for the seven signal models considered. The injected value is marked with a vertical red line. (right) Overlay of 90% probability
regions for the joint posterior distribution on the component masses m1, m2 of the binary.

FIG. 7. Joint posterior probability regions for the location and inclination angle of the spinning BBH software injection (section
III B 1). (left) The binary’s true location lies just outside of the 90% credible interval. (right) The degeneracy in distance and
inclination prevents either parameter from being accurately constrained individually.

FIG. 8. Posterior probability distributions for the dimensionless spin magnitude of the heavier (left) and lighter (right)
components of the binary from the spinning BBH software injection (section III B 1), as inferred in the model ST (table I),
full-spin STPN; the true values are shown with vertical red lines.

From Aasi et al, PRD, 2013
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C O N S T R A I N I N G  T H E  O P E N I N G  A N G L E

• Challenging from 
single GRB 
observations 

• Measurement of NS-
NS and GRB rates will 
allow us to  constrain 
the opening angle
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C O N S T R A I N I N G  T H E  O P E N I N G  A N G L E

• Use all sky GW search to give 
lower limit on opening angle. 

• Assume all NS-NS give sGRB 

• In absence of GW a 
detection: lower limit on 
opening angle 

• With GW detection, merger 
rate measured within a factor 
of a few: estimate of GRB 
opening angle
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Clark et al, in prep.

Expected NS-NS rate limits  
from observing runs 



S U M M A R Y

• Long and short GRBs are potentially strong gravitational 
wave sources. 

• Restricting time and sky location of searches leads to 
increased GW search sensitivity. 

• LIGO and Virgo have performed numerous GRB searches: 
no detection from single events (including 051103 and 
070201) or population. 

• Good prospect for joint GW-GRB observations in coming 
years. 

• Gravitational wave signal will give unique insights into 
central engines.
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