
Electroweak Heavy Flavor 
Measurements with ATLAS and CMS!

Stefano Argirò1!

for the ATLAS and CMS Collaborations!
1 University of Torino, Italy, INFN and CERN!



Outline!

•  Introduction: rationale!
!
•  ATLAS and CMS !
 !
•  Bs,d ⟶ μμ  : latest CMS result, combination with LHCb, discussion!
!
•  B0 ⟶ K*μμ : ATLAS and CMS analyses !
!
•  Bs ⟶ J/ψ 𝜙 , latest analysis from ATLAS!
!
•  Summary and outlook!
!

2 Moriond EW 2013 ! “EW Heavy Flavor with ATLAS and CMS” ! Stefano Argirò !



Introduction: rationale!
The Heavy Flavor sector, or : “why are we doing all this ?” !

$!
–  Chance to probe high mass scales by exploiting the sensitivity of 

certain processes to diagrams containing virtual quantum loops!
!
–  Indirect search for New Phenomena!

$!
–  Eventually explain puzzles as the origin of flavor, the hierarchy 

problem and the matter-antimatter asymmetry!
!
–  “Observing new sources of flavor mixing (..) is a natural expectation of 

the SM with new d.o.f. not far from the TeV scale” [arXiv:1302.0661]!

!
–  Absence, so far, of NP at LHC: if the NP scale is currently above the 

reach of direct searches, this might be the only option.!
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Axial B: 2T!
Track pT resolution: ~ 2.5% !
lifetime resolution: ~100 fs!
	
  
	
  	
  

Axial B: 3.8T!
Track pT resolution: ~1%!
lifetime resolution: ~70 fs!
!
 !

•  Excellent muon, e, γ id and detection capabilities!
•  The muon systems, B field and silicon trackers allow a good 

measurement of dimuons over a wide range of η and pT . !
      HF analyses generally based on muon triggers. !
•  Limited or no hadron identification!

Flexible trigger systems!



Bs,d ⟶ μμ  !

•  Highly suppressed in the SM (GIM and helicity), yet theoretically clean.!
•  No contribution from tree level diagrams, only loop diagrams.$!
•  Deviations from SM hint of NP “in the loops”.!

Theory ingredients:!
1.  $ Evaluation of non-radiative branching fractions!
2.  $ Treatment of soft-photon radiation (insensitive to NP)!
3.  $ Time dependence and initial state flavor (Bs)!
	
  
Theory uncertainties:!

$fBs from lattice calculations !
$higher order EWK corrections, V tb∗Vts , τBs, Mt!

	
  

B (Βs0 → µµ) =   (3.2 ± 0.2) ⋅ 10−9 	


B (Βd

0 → µµ  ) = (1.1 ± 0.1) ⋅ 10−10 	



	
   Buras	
  et	
  al.,	
  EPJC	
  (2012)	
  72:	
  2172	
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  111	
  101804	
  (2013)	
  	
  CMS: Bs,d ⟶ μμ  !

Experimental signatures and challenges!
$!
$Signal!
$ $two isolated muons from a secondary vertex!
$!
$Background!
$ $► combinatorial $ $!
$ $ $two semileptonic B decays !
$ $ $one semileptonic B decay and one misid hadron!
$ $► rare decays!
$ $ $non-peaking: !
$ $ $peaking:!

!
$Challenges!
$ $► Control muon misidentification!
$ $► Pileup!
$ $► Selection efficiency vs purity $ $  !

Trigger	
  on	
  dimuons	
  2011(2012)	
  	
  
Central:	
  
pTμ>4.0	
  (3.0)	
  GeV,	
  pTμμ	
  >3.9(4.9)	
  GeV,	
  4.8<mμμ<6.0	
  GeV	
  
Forward:	
  pTμ>4.0	
  GeV,	
  pTμμ	
  >7.0	
  GeV,	
  vProb>	
  0.5%	
  
	
  

Dataset	
  and	
  luminosity	
  
5	
  S-­‐1	
  (2011)	
  +	
  20	
  S-­‐1	
  (2012)	
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CMS: Bs,d ⟶ μμ  !

Strategy:!
measure B(Bs0 → μ+μ-) relative to a  
normalization channel: B+ → J/ψK+  $!

$!

Features:!
!
- BDT-based muon identification, high fake rejection power!
- MVA selection and unbinned maximum likelihood analysis!
- data blinding!

12	
  Variables	
  	
  exploited	
  for	
  selecYon	
  
	
  -­‐	
  kinemaYc	
  variables	
  
	
  -­‐	
  vertexing	
  variables	
  
	
  -­‐	
  isolaYon	
  variables	
  	
  

	
  
Data/MC	
  agreement	
  tested	
  on	
  

	
   	
  B+	
  →	
  J/ψK+	
  	
  and	
  	
  
	
   	
  Bs	
  →	
  J/ψΦ	
  	
  

!
Training on signal MC +!
background from data sidebands!
!
!
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CMS: Bs,d ⟶ μμ  Final Selection !
► Categorized BDT  : discriminant used to define  4(2) regions with different S/√(S+B) in!

$ $ $ $    the central and forward pseudorapidity ranges for 2012(2011) data. !
$ $ $ $    Regions are defined by equalizing expected signal yield in each bin.!

► 1D BDT (x-check) : cut on BDT discriminant, optimizing S/√(S+B), separately for barrel/endcap!
 $ !

Unbinned maximum likelihood simultaneously applied to mass distributions. !
$!
$Signal and Background PDF!
$ $► peaking components: Crystal Ball PDF !
$ $ $peaking backgrounds constrained to expectations, normalized to B+!

$ $ $yield, cross checked on independent data set!
$ $► combinatorial background: 1st degree polynomial !
$ $► b → uμν ̄ background: Gaussian kernels to  MC-predicted mixture!
$ $normalization floated within uncertainties (Λ → pμν ) $ $ $ $ $	
  
	
   	
  ► per-event mass resolution included in signal PDF $!

8	
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Zoom:!
four of the 12 
categorized!
mμμ spectra from 
which B(Bs0 → μ+μ−)  
is derived!
	
  



CMS: Bs,d ⟶ μμ  !
$ $ $!

Systematics :!
!
► ratio of B+ and Bs fragmentation fractions fs/fu from LHCb , +5% for possible pT,η dependence!
► hadron misidentification probability in K0 → π+π−, Λ → pπ, and D∗+ → D0(K−π+)π+  (50% uncert) !
► BF uncertainties in rare decays, particularly Λb → pμν (100% uncertainty assigned) 	
  	
  	
  	
  
► Normalization of peaking background !

$ $ $!
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CMS + LHCb combination of Bs,d ⟶ μμ!

Common	
  systemaYcs:	
  	
  
fs/fu	
  =	
  0.256	
  ±	
  0.020	
  (LHCb)	
  
	
  

11	
  

	
  
	
  

>	
  5σ	
  

<	
  3σ	
  

CMS-­‐PAS-­‐BPH-­‐13-­‐007	
  
LHCb-­‐CONF-­‐2013-­‐012	
  



B0 ⟶ K*μμ : ATLAS and CMS!

Another example of a decay sensitive to NP.$!
The forward-backward asymmetry  of the muons (AFB)  
and  the fraction of longitudinally polarized K* (FL)  can 
be calculated with high precision in the SM.!
!
Kinematics of decay determined by three angles!
 (Φ, θl, θK) and q2 = m(μμ).  [Φ integrated in these analyses]!
!
B/B tagging from Kπ sign !

CMS Collaboration / Physics Letters B 727 (2013) 77–100 79

Fig. 1. Sketch showing the definition of the angular observables for the decay B0 →
K∗0(K+π−)µ+µ− .

of the detector with Geant4 [44]. The reconstruction and event
selection for the generated samples proceed as for the data events.
Three simulation samples were created in which the B0 was forced
to decay to B0 → K∗0(K+π−)µ+µ− , B0 → K∗0(K+π−)J/ψ(µ+µ−),
or B0 → K∗0(K+π−)ψ ′(µ+µ−). The acceptance is calculated as the
fraction of events passing the single-muon cuts of pT(µ) > 2.8 GeV
and |η(µ)| < 2.3 relative to all events with a B0 in the event with
pT(B0) > 8 GeV and |η(B0)| < 2.2. The acceptance is obtained from
the generated events before the particle tracing with Geant4. To
obtain the reconstruction and selection efficiency, the MC simu-
lation events are divided into five samples, appropriately sized to
match the amount of data taken with each of the five triggers.
In each of the five samples, the appropriate trigger and match-
ing offline event selection is applied. Furthermore, each of the five
samples is reweighted to obtain the correct distribution of pileup
events (additional pp collisions in the same bunch crossing as the
collision that produced the B0 candidate), corresponding to the
data period during which the trigger was active. The reconstruction
and selection efficiency is the ratio of the number events that pass
all the selections and have a reconstructed B0 compatible with the
generated B0 in the event relative to the number of events that
pass the acceptance criteria. The compatibility of generated and
reconstructed particles is enforced by requiring the reconstructed
K+ , π− , µ+ , and µ− to have

√
($η)2 + ($ϕ)2 < 0.3 for hadrons

and 0.004 for muons, where $η and $ϕ are the differences in η
and ϕ between the reconstructed and generated particles, and ϕ
is the azimuthal angle in the plane perpendicular to the beam di-
rection. The efficiency and purity of this compatibility requirement
are greater than 99%.

4. Analysis method

The analysis measures AFB, F L , and dB/dq2 of the decay B0 →
K∗0µ+µ− as a function of q2. Fig. 1 shows the relevant angular
observables needed to define the decay: θK is the angle between
the kaon momentum and the direction opposite to the B0 (B0)

in the K∗0 (K∗0) rest frame, θl is the angle between the positive
(negative) muon momentum and the direction opposite to the B0

(B0) in the dimuon rest frame, and φ is the angle between the
plane containing the two muons and the plane containing the kaon
and pion. Since the extracted angular parameters AFB and F L and
the acceptance times efficiency do not depend on φ, φ is inte-
grated out. Although the K+π− invariant mass must be consistent
with a K∗0, there can be contributions from a spinless (S-wave)
K+π− combination [45–47]. This is parametrized with two terms
related to the S-wave fraction, F S , and the interference amplitude
between the S-wave and P-wave decays, A S . Including this com-
ponent, the angular distribution of B0 → K∗0µ+µ− can be written
as [47]:

1
Γ

d3Γ

d cos θK d cos θl dq2

= 9
16

{[
2
3

F S + 4
3

A S cos θK

](
1 − cos2 θl

)

+ (1 − F S)

[
2F L cos2 θK

(
1 − cos2 θl

)

+ 1
2
(1 − F L)

(
1 − cos2 θK

)(
1 + cos2 θl

)

+ 4
3

AFB
(
1 − cos2 θK

)
cos θl

]}
. (1)

The main results of the analysis are extracted from unbinned
extended maximum-likelihood fits in bins of q2 to three variables:
the K+π−µ+µ− invariant mass and the two angular variables θK
and θl . For each q2 bin, the probability density function (PDF) has
the following expression:

PDF(m, cos θK, cos θl)

= Y S · S(m) · S(cos θK, cos θl) · ϵ(cos θK, cos θl)

+ Y Bc · Bc(m) · Bc(cos θK) · Bc(cos θl)

+ Y Bp · B p(m) · B p(cos θK) · B p(cos θl). (2)

The signal yield is given by the free parameter Y S . The signal shape
is described by the product of a function S(m) of the invariant
mass variable, the theoretical signal shape as a function of two
angular variables, S(cos θK, cos θl), and the efficiency as a function
of the same two variables, ϵ(cos θK, cos θl). The signal mass shape
S(m) is the sum of two Gaussian functions with a common mean.
While the mean is free to float, the two resolution parameters and
the relative fraction are fixed to the result from a fit to the sim-
ulated events. The signal angular function S(cos θK, cos θl) is given
by Eq. (1). The efficiency function ϵ(cos θK, cos θl), which also ac-
counts for mistagging of a B0 as a B0 (and vice versa), is obtained
by fitting the two-dimensional efficiency histograms (6 cos θK bins
and 5 cos θl bins) to polynomials in cos θK and cos θl . The cos θK
polynomial is degree 3, while the cos θl polynomial is degree 6,
with the 1st and 5th orders removed, as these were the simplest
polynomials that adequately described the efficiency in all bins. For
some q2 bins, simpler polynomials are used as they are sufficient
to describe the data. There are two contributions to the back-
ground, with yields given by Y Bp for the “peaking” background and
Y Bc for the “combinatorial” background. The peaking background
is due to the remaining B0 → K∗0J/ψ and B0 → K∗0ψ ′ decays,
not removed by the dimuon mass or q2 requirements. For these
events, the dimuon mass is reconstructed far from the true J/ψ
or ψ ′ mass, which results in a reconstructed B0 mass similarly dis-
placed from the true B0 mass. The shapes of this background in the
mass, B p(m), and angular variables, B p(cos θK) and B p(cos θl), are
obtained from simulation of B0 → K∗0J/ψ and B0 → K∗0ψ ′ events,
fit to the sum of two Gaussian functions in mass and polynomi-
als in cos θK and cos θl . The background yield is also obtained from
simulation, properly normalized by comparing the reconstructed
B0 → K∗0J/ψ and B0 → K∗0ψ ′ yields in data and MC simulation.
The remaining background, combinatorial in nature, is described
by a single exponential in mass, Bc(m), and a polynomial in each
angular variable, Bc(cos θK) and Bc(cos θl), varying between degree
0 and 4, as needed to describe the data.

The results of the fit in each q2 bin (including the J/ψ and ψ ′

bins) are AFB and F L . In the fits to the data, the yield Y Bp and all
but one of the parameters that define the shapes of S(m), B p(m),
B p(cos θK), and B p(cos θl) are initially set to the values obtained
from simulation, with a Gaussian constraint defined by the un-
certainty found in the fit to the simulated events. The S(m) mass

ATLAS	
   CMS	
  

SequenYal	
  fit	
  to	
  parYal	
  decay	
  rates:	
  
	
  Fit	
  m(Kπμμ)	
  to	
  determine	
  shape	
  and	
  yields	
  
	
  3D	
  fit	
  to	
  θK,	
  θl,	
  	
  m	
  to	
  measure	
  FL,	
  	
  AFB	
  
	
  	
  

Simultaneous	
  fit	
  (including	
  S	
  wave)	
  to	
  three	
  
variables	
  in	
  bins	
  of	
  q2	
  

	
  m(Kπμμ)	
  θK	
  ,	
  θl	
  	
  
	
  simultaneous	
  extracYon	
  of	
  AFB,	
  FL,	
  AS,	
  FS	
  
	
  Obtain	
  differenYal	
  BRs	
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CMS:	
  PLB	
  727	
  (2013)	
  77–100	
  
ATLAS-­‐CONF-­‐2013-­‐038	
  

Background:!
$► peaking background from  B0 → K∗0 J/ψ and B0 → K∗0 ψ ′ !
$► combinatorial background!

_
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B0 ⟶ K*μμ!

Systematics:!
$► Fit strategy!
$► Efficiencies !
$► Effect of Kπ S-wave contribution !
$► Background shapes!
$► Normalization to B0 →K∗0J/ψ !

 !
!

Datasets: 2011 data, ~ 5 fb-1!



The Branching fraction measurement!
relies on the normalization channel!
B0→J/ψ K*0 . !
Results are consistent with SM 
predictions!
!

The 3 LHC results are more!
precise than the B-factory 
results.!
No striking evidence of 
tensions with SM. Theoretical 
and experimental uncertainties 
are comparable.!

14	
  

B0 ⟶ K*μμ!



	
  
LHCb measures the location of  the zero-crossing point at!
4.9±0.9 GeV4, consistent with SM.  !
!
Experiments are now looking at form-factor independent !
observables!

15	
  

B0 ⟶ K*μμ!
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Figure 10: Individual experimental results with 1� uncertainties for A

FB

(left) and FL (right)
in the [1, 6] GeV2 bin, as well as our averages. The SM predictions with 1� uncer-
tainties are shown by the green bands.

In the case of FL, we observe tensions between the data of the several experiments. In
particular, in the [1, 6] GeV2 bin, both BaBar and ATLAS data are significantly below the
measurements of the other experiments and the SM prediction. Therefore, we rescale the
uncertainty of our weighted average of FL by

p

�2/N
dof

. As shown in the right plot of figure 10,
a tension with the SM prediction of 1.9� remains. In the case of A

FB

, the tension between
the SM prediction and the LHCb data alone is softened considerably after data from the other
experiments is taken into account (see left plot of figure 10).

A final comment is in order on the observables S
4

and S
5

that have only been measured by
LHCb. Since ref. [23] does not provide data for these observables in the [1, 6] GeV2 bin, we
have reconstructed them using the data on P 0

4,5 and FL as in table 1, which is expected to be

very close to a direct determination9.
In table 3, we list the resulting experimental averages for the angular observables and con-

front them with our SM predictions.

B. Loop functions

In this appendix we collect the loop functions that appear in the discussion of the NP contri-

butions to the Wilson coe�cients C(0)
9

and C
(0)
7

in sections 3.2 and 3.3.
The loop functions entering MSSM contributions to the vector coe�cients C

9

and C 0
9

read

fH±
9

(x) = �2(38� 79x+ 47x2)

9(1� x)3
� 4(4� 6x+ 3x3) log x

3(1� x)4
x!1���! 1 , (30)

f
˜H±
9

(x) = �2(52� 101x+ 43x2)

21(1� x)3
� 4(6� 9x+ 2x3) log x

7(1� x)4
x!1���! 1 , (31)

9N. Serra, private communication.
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CP violation in Bs mixing as a probe for NP!

NP beyond the SM may affect the CP violating phase Φs in Bs ⟶ J/ψ 𝜙 .!
Φs is defined as the weak phase difference between the Bs-Bs mixing and the!
b➝ c c s decay amplitude. !
	
  

many NP models predict a large!
value of Φs!

The difference between the widths of the two mass eigenstates (BL,BH), ΔΓs, !
is not expected to be affected in a striking way, but  allows to test theoretical !
predictions . !

A challenging analysis, requires:!
!

$► Flavor tagging for Bs-Bs separation (missing in the less precise previous result)!
$► Accounting for  CP=+1/CP=-1 final states !
$ $Final states are CP-even or odd depending on the value of the orbital $
$       angular momentum  L, that can be inferred  by time-dependent angular 
$ $analysis !
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−	
  
−	
  

−	
  

the rest of the scan at the level of 4.3s . Therefore the measured value of the difference d? � dS is
only given as 1s confidence interval [3.02-3.25] rad. d|| shows normal gaussian behaviour around the
minimum however the systematic pull plots show unusual behaviour so it is also given in the form of a
1s confidence interval [3.04-3.23] rad.

9 Conclusion

A measurement of CP violation in B0
s ! J/y(µ+µ�)f(K+K�) decays from a data sample of 4.9fb�1

pp collisions collected with the ATLAS detector during the 2011
p

s = 7 TeV run has been presented.
Several parameters describing the B0

s meson system are measured. These include the mean B0
s lifetime Gs

the decay width difference DGs between the heavy and light mass eigenstates, the transversity amplitudes,
|A0(0)| and |Ak(0)|. These are consistent with the world average. We also provide a likelihood contour
in the fs - DGs plane. The fraction of S-wave KK or f0 contamination is measured to be consistent with
zero, at 0.024 ± 0.014 .

The measured values are:

fs = 0.12±0.25 (stat.)±0.11 (syst.) rad
DGs = 0.053±0.021 (stat.)±0.009 (syst.) ps�1

Gs = 0.677±0.007 (stat.)±0.003 (syst.) ps�1

|A0(0)|2 = 0.529±0.006 (stat.)±0.011 (syst.)
|Ak(0)|2 = 0.220±0.008 (stat.)±0.009 (syst.)

d? = 3.89±0.46 (stat.)±0.13 (syst.) rad

The values are consistent with those obtained in our untagged analysis [6], and as expected improving
significantly on the overall uncertainty on fs. These results are also consistent with theoretical expec-
tations, in particular fs and DGs are in good agreement, within their uncertainties and with the values
predicted in the Standard Model.
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Angular distributions!
Time-dependent amplitudes !

The ten time-dependent amplitudes are expressed in terms of!
$► A0(0) , δ0 (latter can be chosen =0)!
$► A||(0), δ||!
$► A⊥(0), δ⊥ (CP-odd) $ $!
$  !

time dependence expressed in terms of Γs , ΔΓ, Φs,   Δms (measured elsewhere)!

example:	
  	
  O(1)=	
  

Bsor Bs 	
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𝜙s from  Bs ⟶ J/ψ 𝜙 : method !



Dataset: ATLAS 2011 data, 4.9 fb-1, 131k Bs candidates! SelecYon:	
  
Trigger:	
  1µ, 2µ	



J/ψ: pTμ>4.0	
  GeV,	
  	
  η	
  dependent	
  mμμ	
  cut	
  

φ: opposite	
  charge	
  tracks	
  pT>1	
  GeV,	
  mKK	
  cut	
  

Bs:	
  μμKK	
  fit,	
  m(J/ψKK)	
  cut	
  

Flavor tagging increases sensitivity on Φs , as additional!
terms appear in the decay amplitude.!
Opposite-side tagging strategy :   b – b pair correlations!
used to infer signal flavor from the opposite B meson!

Muon	
  cone	
  charge	
  tagging:	
  
	
  exploits	
  b→μ	
  transiYons.	
  Clean,	
  but	
  
	
  diluted	
  by	
  b→c→μ	
  and	
  oscillaYons	
  

	
  	
  
Jet-­‐charge	
  tag	
  when	
  the	
  opposite-­‐side	
  muon	
  

	
  is	
  not	
  found,	
  use	
  b-­‐tagged	
  jet.	
  Jet-­‐charge	
  
	
  is	
  the	
  momentum-­‐weighted	
   	
  charge	
  of	
  
	
  jet	
  tracks	
  

	
  
Both	
  methods	
  can	
  be	
  controlled	
  using	
  	
  

B+
 ⟶ J/ψ K+	
  

Tagging	
  power:	
  	
  
	
  0.15	
  –	
  0.86	
  %	
  (mu),	
  0.45%	
  (jet),	
  	
  1.45%	
  (combined)	
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𝜙s from  Bs ⟶ J/ψ 𝜙 , ATLAS  !

−	
  

Moriond EW 2013 ! !“EW Heavy Flavor with ATLAS and CMS” !   Stefano Argirò !

ATLAS-­‐CONF-­‐2013-­‐039	
  



𝜙s : Parameter extraction!

MulY-­‐dimensional	
  likelihood	
  including	
  signal,	
  background	
  due	
  to	
  B0	
  →	
  J/ψ	
  K*0	
  and	
  	
  
B0	
  →	
  J/ψ	
  Kπ,	
  combinatorial	
  background,	
  run	
  dependent	
  trigger	
  efficiencies	
  .	
  
	
  25	
  free	
  parameters.	
  
	
  	
  	
  	
  

Per	
  event	
  errors	
  

Invariant	
  mass	
  PDF	
  

Time-­‐dependent	
  angular	
  distribuYon	
  

Acceptance	
   Flavor	
  Tagging	
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for the event, then the probability of 0.5 is assigned. A summary of the tagging performance is given in
Table 1.

Table 1: Summary of tagging performance for the different tagging methods described in the text. Un-
certainties shown are statistical only. The efficiency and tagging power are each determined by summing
over the individual bins of the charge distribution. The effective dilution is obtained from the measured
efficiency and tagging power, as shown in the table. For the efficiency, dilution, and tagging power, the
corresponding uncertainty is each determined by combining the appropriate uncertainties on the individ-
ual bins of each charge distribution.

Tagger Efficiency [%] Dilution [%] Tagging Power [%]

Segment Tagged muon 1.08±0.02 36.7±0.7 0.15±0.02
Combined muon 3.37±0.04 50.6±0.5 0.86±0.04
Jet charge 27.7±0.1 12.68±0.06 0.45±0.03
Total 32.1±0.1 21.3±0.08 1.45±0.05

5 Maximum Likelihood Fit

An unbinned maximum likelihood fit is performed on the selected events to extract the parameters of
the B0

s ! J/y(µ+µ�)f(K+K�) decay. The fit uses information about the reconstructed mass m, the
measured proper decay time t, the measured mass and proper decay time uncertainties sm and st , the
tag probability, and the transversity angles W of each B0

s ! J/yf decay candidate. There are three
transversity angles; W = (qT ,yT ,fT ) and these are defined in section 5.1.

The likelihood function is defined as a combination of the signal and background probability density
functions as follows:

ln L =
N

Â
i=1

{wi · ln( fs ·Fs(mi, ti,Wi)+ fs · fB0 ·FB0(mi, ti,Wi)

+(1� fs · (1+ fB0))Fbkg(mi, ti,Wi))}
(3)

where N is the number of selected candidates, wi is a weighting factor to account for the trigger effi-
ciency, fs is the fraction of signal candidates, fB0 is the fraction of peaking B0 meson background events
calculated relative to the number of signal events; this parameter is fixed in the likelihood fit. The mass
mi, the proper decay time ti and the decay angles Wi are the values measured from the data for each
event i. Fs, FB0 and Fbkg are the probability density functions (PDF) modelling the signal, the spe-
cific B0 background and the other background distributions, respectively. A detailed description of the
signal PDF terms in equation 3 is given in sections 5.1. The terms describing the background PDFs are
described in the previous analysis [6] and are unchanged.

5.1 Signal PDF

The PDF describing the signal events, Fs, has the form of a product of PDFs for each quantity measured
from the data:

Fs(mi, ti,Wi,P(B|Q))=Ps(mi|smi) ·Ps(smi) ·Ps(Wi, ti,P(B|Q)|sti) ·Ps(sti) ·Ps(P(B|Q)) ·A(Wi,pTi) ·Ps(pTi)
(4)
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Dominant systematics from tagging 
(stat in the calibration channel)!
and angular background modeling, 
estimated with pseudo-experiments.!
!
Previous ATLAS untagged result :!

$!
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𝜙s : results	
  

𝜙s	
   Stat	
   Sys	
  
ATL	
   0.12	
   0.25	
   0.11	
  
LHCB	
   0.07	
   0.09	
   0.01	
  
CMS	
   -­‐	
  
CDF	
   -­‐0.60	
  –	
  0.12	
  	
  
D0	
   0.56	
   +.36/-­‐.32	
  
TH.	
  	
   -­‐0.0368	
   0.0018	
  

ΔΓs	
   Stat	
   Sys	
  
ATLAS	
   0.053	
   0.021	
   0.009	
  
LHCB	
   0.100	
   0.016	
   0.003	
  
CMS	
   0.048	
   0.024	
   0.003	
  
CDF	
   0.068	
   0.026	
   0.009	
  
D0	
   0.179	
   +-­‐0.060	
  
TH.	
   0.087	
   +-­‐0.021	
  

Still some way to match theory!
uncertainty.	
  



Summary and outlook!
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► Search for New Phenomena in the loops in HF decays is complementary to !
direct searches, and an option that cannot be overlooked.!
!
NP is playing the Godot everyone is waiting for. No show so far.!

	
   	
  	
  
$ $Bs0 → μ+μ−  :   $$ $$ $$ $   compatible with SM predictions!
$ $AFB  and FL in  B0 ⟶ K*μμ :  compatible with SM predictions, but …!!
! !𝜙s from  Bs ⟶ J/ψ 𝜙 : $ $  compatible with SM predictions!

!
	
  

	
   	
  	
  

► With 300 fb-1	
  foreseen in Run II the precision of 
the measurement will allow to set set serious 
constraints on NP models. !

► LHC in Run I has been a success in covering 
region of NP parameters inaccessible  to B 
factories. Improved results expected from the 
analysis of 2012 data. !

4 References

Table 1: Number of expected events for B0
s ! µ+µ� and B0 ! µ+µ� at different integrated

luminosity values. We also report the expected uncertainty in the branching fraction measure-
ment for the B0

s ! µ+µ� and B0 ! µ+µ�, the range of significance of B0 ! µ+µ� (the range
indicates the ±1s of the distribution of significance), and the relative uncertainty on the B0 to
B0

s branching fractions.

L (fb�1) No. of B0
s No. of B0 dB/B(Bs

0 ! µ+µ�) dB/B(B0 ! µ+µ�) B0 sign. dB(B0!µ+µ�)
B(B0

s!µ+µ)

20 16.5 2.0 35% >100% 0.0–1.5 s >100%
100 144 18 15% 66% 0.5–2.4 s 71%
300 433 54 12% 45% 1.3–3.3 s 47%
3000 2096 256 12% 18% 5.4–7.6 s 21%

 (GeV)µµm
4.9 5 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9

S/
(S

+B
) w

ei
gh

te
d 

ev
en

ts
 / 

( 0
.0

2 
G

eV
)

0

20

40

60

80

100

120

-1CMS Simulation - Scaled to L = 300 fb

data
full PDF

-µ+µ→sB
-µ+µ→dB

combinatorial bkg
semileptonic bkg
peaking bkg

 (GeV)µµm
4.9 5 5.1 5.2 5.3 5.4 5.5 5.6 5.7 5.8 5.9

S/
(S

+B
) w

ei
gh

te
d 

ev
en

ts
 / 

( 0
.0

1 
G

eV
)

0

50

100

150

200

250

300

350

400

450

-1CMS Simulation - Scaled to L = 3000 fb

data
full PDF

-µ+µ→sB
-µ+µ→dB

combinatorial bkg
semileptonic bkg
peaking bkg

Figure 1: Fit results of the invariant mass distribution for 300 fb�1 and 3000 fb�1. The improvement in
the mass resolution for the 3000 fb�1 projection is expected from an improved inner tracker system and
removing endcap candidates.

5 Summary
In the coming years, the LHC accelerator and the CMS detector will undergo a series of up-
grades in two major steps. The first will result in a data sample corresponding to 300 fb�1

of integrated luminosity and the second to 3000 fb�1. With the increased data sample sizes it
will be possible to reduce both systematic and statistical errors leading to high precision mea-
surements of B(B0 ! µ+µ�) and B(B0

s ! µ+µ�), which would allow stringent tests of the
Standard Model. At 3000 fb�1 it will be possible to measure the B0 ! µ+µ� with more than 5s
significance.
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Figure 1: Fit results of the invariant mass distribution for 300 fb�1 and 3000 fb�1. The improvement in
the mass resolution for the 3000 fb�1 projection is expected from an improved inner tracker system and
removing endcap candidates.

5 Summary
In the coming years, the LHC accelerator and the CMS detector will undergo a series of up-
grades in two major steps. The first will result in a data sample corresponding to 300 fb�1

of integrated luminosity and the second to 3000 fb�1. With the increased data sample sizes it
will be possible to reduce both systematic and statistical errors leading to high precision mea-
surements of B(B0 ! µ+µ�) and B(B0

s ! µ+µ�), which would allow stringent tests of the
Standard Model. At 3000 fb�1 it will be possible to measure the B0 ! µ+µ� with more than 5s
significance.
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