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Outline

๏W/Z+Jets Production at the LHC

• W+Jets differential measurements and MC comparisons

• W+Charm, Strange PDF constraints

• Z+Jets differential measurements

• Z+Beauty production

• Electroweak Production of Z + 2 jets (VBF mode)

๏Diboson and Triboson Production + Searches

• VZ, Z  bb Production at 8 TeV

• ZZ   2l2ν & Neutral Anomalous Triple Gauge Couplings

• Triple and Quartic Anomalous Gauge Couplings
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Standard Model Measurements at ATLAS
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Standard Model Measurements at CMS

4

 [p
b]

σ
Pr

od
uc

tio
n 

C
ro

ss
 S

ec
tio

n,
  

-110

1

10

210

310

410

510

CMS PreliminaryFeb 2014

W 1j≥ 2j≥ 3j≥ 4j≥ Z 1j≥ 2j≥ 3j≥ 4j≥ γW γZ WW WZ ZZ WW
→γγ

qqll
EW γWV tt 1j 2j 3j t-cht tW s-cht γtt ttZ

σ∆ in exp. Hσ∆Th. 
ggH qqH

VBF VH ttH

CMS 95%CL limit

)-1 5.0 fb≤7 TeV CMS measurement (L 
)-1 19.6 fb≤8 TeV CMS measurement (L 

7 TeV Theory prediction
8 TeV Theory prediction

W/Z+jets and Multiboson



Lindsey Gray, FNAL

10 8 Results

Figure 5: The differential cross-section measurement for the leading four jets transverse mo-
mentum, compared to the prediction of MADGRAPH 5.1.1 + PYTHIA 6.426, SHERPA 1.4.0, and
BLACKHAT+SHERPA. Black circular markers with the gray hatched band represent the un-
folded data measurement and its uncertainty. Overlaid are the MC predictions together with
their statistical uncertainties error bars. BLACKHAT+SHERPA error bars also contain theoretical
systematic uncertainties described in Section 3. The lower plots show the ratio of data to each
prediction.
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๏ CMS (5 fb-1 : 7 TeV)

• Compare with SHERPA1.4 (+ BlackHat), 
MadGraph5 (normalized to FEWZ)

• CT10 for SHERPA

๏  ATLAS (36 pb-1 : 7 TeV)

• Comparison with SHERPA1.3 (+ BlackHat), 
ALPGEN

• CTEQ6.6M for SHERPA

SMP-12-023

New!

Leading jet kinematic 
reach doubled!

https://cds.cern.ch/record/1664744?ln=fr
https://cds.cern.ch/record/1664744?ln=fr
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11

Figure 6: The differential cross-section measurement for HT for inclusive jet multiplicities 1–4,
compared to the prediction of MADGRAPH 5.1.1 + PYTHIA 6.426, SHERPA 1.4.0, and BLACK-
HAT+SHERPA. Black circular markers with the gray hatched band represent the unfolded data
measurement and its uncertainty. Overlaid are the MC predictions together with their statisti-
cal uncertainty error bars. BLACKHAT+SHERPA error bars also contain theoretical systematic
uncertainties described in Section 3. The lower plots show the ratio of data to each prediction.
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SMP-12-023

๏CMS (5 fb-1 : 7 TeV)

• Compare with SHERPA1.4 (+ BlackHat), 
MadGraph5 (normalized to FEWZ)

• CT10 for SHERPA

๏  ATLAS (36 pb-1 : 7 TeV)

• Comparison with SHERPA1.3 (+ BlackHat), 
ALPGEN

• CTEQ6.6M for SHERPA

๏Many distributions described well with the 
exception of HT distribution, 1st incl. jet bin

• Opposite trends observed for CMS/ATLAS for 
SHERPA stand alone (see backup)

- HT sensitive to calculation order at high parton 
multiplicity

HT is the scalar sum of hadronic 
transverse momenta in the event.

https://cds.cern.ch/record/1664744?ln=fr
https://cds.cern.ch/record/1664744?ln=fr
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Figure 6. Distribution of the SMT jet pT (left) and the soft-muon pT (right) in OS–SS events of
the W+1,2 jets sample for the electron channel. The normalisation of the W+light background and
the shape and normalisation of the multijet background are obtained with data-driven methods.
All other backgrounds are estimated with MC simulations and normalised to their theoretical cross
sections. The signal contribution is normalised to the measured yields.

in the W+1,2 jets sample for the electron channel. The signal contribution is normalised to
the measured yields and the background contributions are normalised to the values listed
in table 2. The MC simulation is in satisfactory agreement with data.

In addition to the inclusive samples, yields and cross sections are measured separately
for W

+ and W

� and in 11 bins of |⌘`|. The multijet background |⌘`|-shape is derived
from individual fits to the E

miss
T distribution and normalised to the inclusive total. The

remaining backgrounds are taken from simulation.

6.2.2 Backgrounds and yield in the muon channel

The multijet background in the muon channel is substantially different from that in the
electron channel since it is dominated by heavy-flavour semileptonic decays. The estimation
technique is adapted to take this into account. The multijet background in OS+SS events
is determined by the equation

N

OS+SS
multijet = N

pretag
multijet ·R

SMT
multijet, (6.5)

where Npretag
multijet is the multijet event yield in the pretag sample and R

SMT
multijet is the soft-muon

tagging rate for events in the multijet sample.
The evaluation of Npretag

multijet uses a data-driven technique known as the Matrix Method [58].
An expanded sample enriched in multijet events is obtained by applying all selection cuts
to the data except for the muon isolation requirements. The efficiencies of the isolation re-
quirements for multijet events and prompt isolated muons are needed to relate the expanded
sample to the signal sample. The isolation efficiency for prompt muons is measured in an
independent sample of Z ! µµ events. The efficiency in multijet events is measured both
in a control sample with inverted missing transverse momentum and W -boson transverse
mass requirements, and through a fit to the muon d0 significance; it is parameterised as a

– 19 –
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Figure 2. Reconstructed �m = m(D

⇤
) �m(D

0
) distributions in OS (left) and SS (right) events

passing the selection for D⇤± ! D

0
⇡

± ! (K

⌥
⇡

±
)⇡

±. The data distributions are shown by the filled
markers. The coloured stacked histograms represent the predictions for the signal and background
processes. The predictions are obtained from simulation, except for the multijet background, which
is estimated from the data control region with semileptonic b-quark decays. The difference in
normalisation between data and predictions is consistent with the uncertainty on the background
normalisations.

meson) distributions. In the fit, template histograms from a data control region are used
to model the signal shape and functional forms are used for the combinatorial background.
The data control regions and the fitting methodology are discussed in the following sections.

In contrast to the combinatorial background, top-quark and heavy-flavour production
include real D mesons that produce a peak in the signal region of the mass distribution
and requires special treatment. The background from top-quark events is estimated from
MC simulation. The background from heavy-flavour production in OS–SS events depends
on the relative contributions from cc and bb events and is estimated using a data-driven
technique. The peaking backgrounds are subtracted from the fitted WD

(⇤) yields as outlined
below.

5.3.1 Fits to �m and m(D) distributions

Signal templates The signal templates for the m(D) and �m distributions are obtained
from a data control region dominated by events with semileptonic b-quark decays. Due to
the abundant production of bb pairs, this control region provides a large sample of D-meson
decays with similar decay kinematics to the signal events and is thus well suited for this
purpose. Semileptonic b-quark decays are characterised by non-isolated leptons with lower
pT and lower Emiss

T than in signal events. Furthermore, the decay products of b-quarks tend
to be collimated within a jet and the average spatial separation between the lepton and the
D meson from the b-quark decay is thus smaller than in WD

(⇤) events. The control sample
with semileptonic b-quark decays is selected in the muon channel. The muon selection fol-
lows the signal selection but with the isolation and impact parameter requirements removed
and with a lower muon momentum requirement of pµT > 18GeV. In addition, the E

miss
T and

m

W

T requirements are inverted to make the control region orthogonal to the signal region.

– 11 –

ATLAS : W+D/D*/Charm-jet Production
๏Exploit W(+)- to probe the 

(anti-)strange PDF

๏Two measurement strategies

• Reconstruct exclusive                         
charm decays

- Δm = m(D*) - m(D0) used as 
discriminant, no vertex requirement

• Tag charm jets using muons 

7

arXiv:1402.6263

New!
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Figure 11. 68% CL contours of the measured cross sections normalised to the theoretical pre-
diction obtained from the aMC@NLO simulation using the CT10 PDF. The filled ellipses show
the experimental uncertainties, while the open ellipses show the total uncertainties, including the
uncertainties on the prediction. The left figure shows the correlations among the W

+
D

⇤�, W+
D

�

and W

+
c-jet cross sections, while the right figure is for W

�
D

⇤+, W�
D

+ and W

�
c-jet.

current measurement. Under these assumptions the relative strange asymmetry (A
ss

) can
be written as

A

ss

=

hs(x,Q2
)i � hs̄(x,Q2

)i
hs(x,Q2

)i ⇡ R

±
c

(CT10)�R

±
c

(Data), (9.2)

where the s and s distributions are averaged over the phase space. A value of A
ss

= (2±3)%

is obtained for the combination of the Wc-jet and WD

(⇤) analyses. The quoted uncertainty
is dominated by statistical uncertainties.

The dependence of the cross section on |⌘`|, along with predictions of aMC@NLO with
various PDFs, is shown in figure 13. Similar predictions of the shapes of the |⌘`| distributions
are obtained with the various PDF sets. The predictions differ mainly in their normalisation.
The predicted shapes are in good agreement with the measured distributions.

In order to perform a quantitative comparison of the measurements and the various
PDF predictions, the �

2 function introduced in equation (9.1) is extended to include the
uncertainties on the theoretical predictions:
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where

– 36 –

W + cc/bb subtracted using same-sign 
control region, exploiting flavor symmetry.

Simulation agrees well with charm/anti-charm correlations in data.

http://arxiv.org/abs/1402.6263
http://arxiv.org/abs/1402.6263
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CMS : W+D/D*/Charm-jet Production

๏Exclusive decay search

• Exploit secondary vertex finding 
to suppress non-HF background

• Search additionally for non-
resonant c-decays by relaxing 
secondary vertex mass 
requirements 

• Search for 2/3 pronged vertices 
to tag D0/+- 

๏Semi-leptonic decays tagged using 
soft muons in jets

๏Extracted differential cross 
section ratios well predicted by 
simulation 

8

10 5 Event selection

5.4 Selection of inclusive D±
and D⇤±(2010) decays

Enlarged samples of W + c candidates are selected from the events with secondary vertices
with three or two tracks, in order to increase the size of the samples available for the differential
measurements. We refer to them as inclusive three-prong and two-prong samples, respectively.

Candidates for charm meson decays in the D± ! K⌥p±p± decay mode are selected among
the events with a secondary vertex with three tracks and with a vertex charge equal to ±1,
which is computed as the sum of the charges associated with the tracks constituting the vertex.
The mass assignment for the secondary tracks follows the procedure described in Section 5.1.
However, the constraint that the invariant mass of the secondary vertex be compatible with
the D± nominal mass within 50 MeV is not required in this case. The OS � SS distribution of
the reconstructed invariant mass in events with three prongs is presented in Fig. 5. In addition
to the resonant peak at the D± mass, there is a nonresonant spectrum with lower values of
the invariant mass corresponding mainly to D± decays with one or more unaccounted neutral
particles in the final state. For the differential cross section measurement, we consider the
region of the invariant mass spectrum m(K⌥p±p±) < 2.5 GeV. This results in a sample five
times larger than the D± exclusive sample.
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Figure 5: Inclusive three-prong samples: Invariant mass distribution of the three tracks com-
posing a secondary vertex assuming a D± ! K⌥p±p± hypothesis. The left plot is for W ! µn
events, with pµ

T > 25 GeV. The right plot is for W ! en events, with pe
T > 35 GeV. Distributions

are presented after subtraction of the SS component.

Similarly, candidates for D0 charm meson decays are reconstructed in the W + jets events with
a displaced secondary vertex built from two tracks of opposite curvature. The two tracks are
assumed to correspond to the decay products of a D0. The decay chain D⇤±(2010) ! D0p±,
D0 ! K⌥p± is identified according to the procedure described in Section 5.2, but dropping the
D0 mass constraint |m(K⌥p±)� 1864.86 MeV| < 70 MeV. Figure 6 shows the OS � SS distri-
butions of the mass difference m(K⌥p±p±)� m(K⌥p±), where one of the pions is the closest
track from the primary pp interaction vertex. The peak at m(K⌥p±p±)� m(K⌥p±)⇠145 MeV
corresponds to the nominal D⇤±(2010) � D0 mass difference [35]. W + c events are still the
dominant contribution at larger values of the mass difference. The remaining background is
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Figure 14: Cross section ratio, s(W+ + c)/s(W� + c), as a function of the absolute value of the
pseudorapidity of the lepton from the W-boson decay. Results for the p`T > 25 GeV case are
shown in the left plot (muon channel only). In the right plot, the transverse momentum of the
lepton is larger than 35 GeV. The data points are the average of the results from the inclusive
three- and two-prong and semileptonic samples. In the right plot the results obtained with
the W ! µn samples and W ! en samples are combined. Theoretical predictions at NLO
computed with MCFM and four different PDF sets are also shown. The uncertainty associated
with scale variations are of the order of 1–2%. Symbols showing the theoretical expectations
are slightly displaced in the horizontal axis for better visibility of the predictions.
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5.3 Selection of semileptonic charm decays 9

muons are considered. Muons in jets are identified with the same criteria used for muon identi-
fication in W-boson decays, with the exception that the isolation requirements are not applied.
Since the OS � SS strategy effectively suppresses all backgrounds except Drell–Yan processes,
additional requirements are applied in order to reduce the Drell–Yan contamination to man-
ageable levels without affecting the signal in an appreciable way. We require pµ

T < 25 GeV,
pµ

T/pjet
T < 0.6, and prel

T < 2.5 GeV, where pµ
T denotes here the transverse momentum of the

muon identified inside the jet and prel
T is its transverse momentum with respect to the jet direc-

tion. We also require the invariant mass of the dilepton system to be above 12 GeV, in order to
avoid the region of low-mass resonances. Finally, dimuon events with an invariant mass above
85 GeV are rejected. The latter requirement is not applied to the sample with W-boson decays
into electrons, which is minimally affected by high-mass dilepton contamination.

For the input semileptonic branching fraction of charm-quark jets, we employ the value B(c !
`) = 0.091 ± 0.005, which is the average of the inclusive value, 0.096 ± 0.004 [35], and of the
exclusive sum of the individual contributions from all weakly decaying charm hadrons, 0.086±
0.004 [35, 41]. The uncertainty is increased in order to cover both central values within one
standard deviation. This value is consistent with the PYTHIA value present in our simulations
(9.3%).

Figure 4 shows the resulting transverse momentum distribution of the selected muons inside
the leading jet after the OS � SS subtraction procedure. Again, both W ! µn and W ! en
decays are considered, with transverse momentum requirements of pµ

T > 25 GeV and pe
T >

35 GeV for the leptons from the W-boson decay. The background predicted by the simulation
is rather small in the electron channel, but has a substantial Drell–Yan component in the muon
channel. The visible excess of data over the predictions is consistent with the observations in
the D± and D⇤±(2010) channels.
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Figure 4: Distributions of the transverse momentum of the muon inside the leading jet of the
event, after subtraction of the SS component. The channels shown correspond to muon and
electron decay channels of the W boson with pµ

T > 25 GeV (left) and pe
T > 35 GeV (right).
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Constraints on the Strange Quark PDF
๏ATLAS

• Use W+c, W+/- asymmetry, Z rapidity

• Use HERA DIS (v1.5) as baseline

- Strange PDF parameterized by one  variable

๏CMS

• Use W+c & 5fb-1 W+/- asymmetry

• Use HERA DIS (v1.0) as baseline

- Allow strange PDF shape and normalization 
to vary independently

๏ Similar CMS and ATLAS measurements 
using different methodologies!

• Small tension over strange-suppression 
between ATLAS & CMS results

9
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Figure 14. Ratio of strange-to-down sea-quark distributions rs = 0.5(s+s)/d as a function of x as
assumed in HERAPDF1.5 PDF compared to the ratio obtained from the fit including the ATLAS
Wc-jet/WD

(⇤) data and the ratio obtained from ATLAS-epWZ12. The error band on the ATLAS
Wc-jet/WD

(⇤) measurements represents the total uncertainty. The ratio rs is shown at Q2
= m

2
W .

based solely on the measurements discussed here while ignoring all previous measured or
assumed values of f

s

. The �

2 minimisation is repeated for the HERAPDF1.5 PDF set
after artificially increasing the uncertainty of the strange-quark fraction f

s

. This procedure
corresponds to a free fit of the eigenvector representing f

s

while all other eigenvectors are
constrained within the uncertainties determined in the HERAPDF1.5 fit. A value of

r

s

⌘ 0.5(s+ s)/d = f

s

/(1� f

s

) = 0.96

+0.16
�0.18

+0.21
�0.24

is determined at Q

2
= 1.9 GeV

2 and is independent of x as implemented in the HERA-
PDF1.5 PDF. The first uncertainty represents the experimental and theoretical uncertain-
ties and the second uncertainty corresponds to the scale uncertainty of the W+c calculation.
Since the scale uncertainty is the dominant uncertainty, its effect is assessed separately by
repeating the fit under the assumption of perfect knowledge of the scale. The resulting
strange-quark fraction is shown in figure 14 as a function of x at Q

2
= m

2
W

. For the
HERAPDF1.5 PDF the s-quark sea density is lower than the d-quark sea density at low
values of x and it is further suppressed at higher values of x. The ATLAS Wc-jet/WD

(⇤)

data on the other hand favour a symmetric light-quark sea over the whole x range relevant
to the presented measurement (10�3 to 10

�1).
The value of r

s

determined in this study is in good agreement with the value of r
s

=

1.00

+0.25
�0.28 obtained in the combined analysis of W and Z production at Q2

= 1.9 GeV

2 and
x = 0.023 by ATLAS [9] and supports the hypothesis of an SU(3)-symmetric light-quark
sea. Figure 14 also shows that the x-dependence of r

s

obtained from the ATLAS-epWZ12
PDF is in good agreement with this study.
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36 A Additional PDF distributions
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Figure 17: Ratio of d- and u-quark distributions, d/u, presented as functions of x at the scales
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scale Q2 = 1.9 GeV2. The full band represents the total uncertainty. The individual contri-
butions from the experimental, model, and parametrization uncertainties are represented by
the bands of different shades. For comparison, the NLO result of the ATLAS analysis [66] of
rs = 0.5(s + s)/d using inclusive W-and Z-boson production, is presented by a closed symbol.
Only the experimental uncertainty from ATLAS is available and is shown by the vertical error
bar.

New!

New!

Further discussion in Mark Sutton’s 
talk, afternoon session!
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(b) Second leading jet pT .
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Figure 3: Unfolded differential cross section as a function of pT ( ds
dpT

), up to the fourth most
energetic jet, compared with SHERPA, POWHEG-BOX and MADGRAPH predictions. Error bars
around the experimental points represent the statistical uncertainty, while crosshatched bands
represent statistical plus systematic uncertainty. The coloured bands around theory predictions
correspond to the statistical uncertainty of the generated sample and to its combination with
the theoretical uncertainty (for NLO calculations), not including PDF ones.

Z+Jets Differential Cross Sections at the LHC

10

SMP-12-017

๏ ATLAS (5 fb-1 : 7 TeV)

๏CMS (5 fb-1 : 7 TeV)

๏Study same variables as in  W+Jets 
cross sections

๏CMS result compares to:

• SHERPA2 + 0,1 jets matched @NLO

- Up to 4 jets in matrix element @LO

- First time SHERPA2 is compared to        
V+Jets sector!

• POWHEG + 0,1 jets matched @NLO

• MadGraph5, normalized to FEWZ

New!

https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsSMP12017
https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsSMP12017
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Z+Jets Differential Cross Sections at the LHC

๏Discrepancies in basic jet 
distributions observed in CMS 
result when comparing SHERPA2

11 Lindsey Gray, FNAL
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๏Tension with data is less marked in 
ATLAS result due to higher order 
calculation in SHERPA+BlackHat

JHEP07(2013)032
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Figure 5: Distributions of kinematic observables for the Z+2b-jets selection of the combined
electron and muon samples, and a comparison with the simulated samples that are normalized
to the theoretical predictions. Top left: the dijet mass of the two b-tagged jets. Top right: the
pT distribution of the dijet pair. Left bottom: the azimuthal angle f between the Z boson and
the dijet system. Right bottom: the pT distribution of the dilepton pair. The right-most bin
in the last three plots contains the overflow. Uncertainties in the predictions are shown as a
hatched band. The data/simulation ratio shows the separate contributions to this uncertainty:
the band represents the statistical uncertainty on the simulated yield, and the lines indicate the
uncertainties related to the jet energy scale (dashed) and the b-tagging scale factors (solid).

Z+b(b) Production at CMS
๏Measure Z+b(b) production exploiting 

secondary vertex ID

• Employ discriminant using secondary 
vertex decay length

- Residual lighter flavor contribution 
determined using template fit

• 2 b-jet final state recently added

- Good agreement seen with MC prediction

๏Significant improvement of agreement 
with MC in the 5 active flavor scenario
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expectations from aMC@NLO, at NLO, are also estimated using both 5F calculations and 4F cal-
culations with massive b quarks [13]. The events simulated with MADGRAPH and aMC@NLO
are interfaced with the PYTHIA parton shower simulation. The settings used for the predictions
from MADGRAPH and aMC@NLO are described in detail in [11].

The NLO prediction from MCFM is at the parton level. The MCFM calculations are estimated
with the CTEQ6mE PDF, and the renormalization and factorization scales are set to the invari-
ant mass of the dilepton pair.

Table 5: Cross sections for the production of a Z boson with exactly one b jet, with at least two
b jets, with at least one b jet, and the ratio with respect to at least one jet of any flavour, showing
the statistical and systematic uncertainties. The expectations from MADGRAPH, MCFM and
aMC@NLO include uncertainties due to scale variations.

Cross section Measured MADGRAPH aMC@NLO MCFM MADGRAPH aMC@NLO
(5F) (5F) (parton level) (4F) (4F)

sZ+1b (pb) 3.52 ± 0.02 ± 0.20 3.66 ± 0.22 3.70+0.23
�0.26 3.03+0.30

�0.36 3.11+0.47
�0.81 2.36+0.47

�0.37

sZ+2b (pb) 0.36 ± 0.01 ± 0.07 0.37 ± 0.07 0.29+0.04
�0.04 0.29+0.04

�0.04 0.38+0.06
�0.10 0.35+0.08

�0.06
sZ+b (pb) 3.88 ± 0.02 ± 0.22 4.03 ± 0.24 3.99+0.25

�0.29 3.23+0.34
�0.40 3.49+0.52

�0.91 2.71+0.52
�0.41

sZ+b/Z+j (%) 5.15 ± 0.03 ± 0.25 5.35 ± 0.11 5.38+0.34
�0.39 4.75+0.24

�0.27 4.63+0.69
�1.21 3.65+0.70

�0.55

Uncertainties in the theoretical predictions are estimated by varying the renormalization and
factorization scales by a factor two up and down. For the MADGRAPH 5F prediction, the scales
are varied in a correlated manner, whereas the scales are varied in an uncorrelated way for the
other predictions, which yields leads to a larger estimate for the uncertainty. The uncertainties
in the 4F predictions amount to 15–20%, as expected [43]. Uncertainties due to the choice of
PDF, jet matching scale, and mass of the b quark, have all been found to be smaller.

The measured cross sections are consistent, within uncertainties, with the expectations in the
5F scheme from both MADGRAPH and aMC@NLO. Compared to the predictions from MAD-
GRAPH and aMC@NLO in the 5F scheme, the predictions from MCFM are approximately 20%
lower. The predictions by MADGRAPH and aMC@NLO from calculations in the 4F scheme,
compared to the predictions in the 5F scheme, show a reduction of the Z+1b-jet production
rate, when the other b jet in the final state is produced outside of the acceptance.

A difference of approximately two standard deviations is observed when comparing to the
parton-level prediction from MCFM for the Z+b-jets cross section. Since the correction factor
from parton level to hadron level is smaller than one [8], this difference is not explained by
hadronization effects. The difference remains when measuring the cross section ratio, which
excludes an explanation based on experimental systematic effects that are shared between the
Z+jets and the Z+b-jets final states, such as luminosity, and the reconstruction of jets and lep-
tons. These results indicate that the difference observed with MCFM is specific to the modelling
of the Z+b-jets final state.

The largest discrepancy is observed when comparing the measured Z+1b-jet cross section with
the predictions in the 4F scheme. In particular, the prediction from aMC@NLO in the 4F scheme
shows a discrepancy of more than two standard deviations compared to the measurement.

9 Conclusions

The production of Z(``)+b-jets, with `` = µµ or ee, has been studied for events containing
leptons with p`T > 20 GeV, |h`| < 2.4, a dilepton invariant mass 76 < M`` < 106 GeV, jets with

http://arxiv.org/abs/1402.1521
http://arxiv.org/abs/1402.1521
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Figure 11. (a) The dijet invariant mass distribution in the control region. The simulation has
been normalised to match the number of events observed in the data. The lower panel shows
the reweighting function used to constrain the shape of the background template. (b) The dijet
invariant mass distribution in the search region. The signal and (constrained) background templates
are scaled to match the number of events obtained in the fit. The lowest panel shows the ratio of
constrained and unconstrained background templates to the data.

Table 5. The number of strong (Nbkg) and electroweak (NEW) Zjj events as predicted by the
MC simulation and obtained from a fit to the data. The number of events in data is also given.
The first and second uncertainties on the fitted yields are due to statistical uncertainties in data
and simulation, respectively. The first and second uncertainties in the MC prediction are the
experimental and theoretical systematic uncertainties, respectively.

Electron Muon Electron+muon

Data 14248 17938 32186

MC predicted N
bkg

13700± 1200+1400

�1700

18600± 1500+1900

�2300

32600± 2600+3400

�4000

MC predicted N
EW

602± 27± 18 731± 29± 22 1333± 50± 40

Fitted N
bkg

13351± 144± 29 17201± 161± 31 30530± 216± 40

Fitted N
EW

897± 92± 27 737± 98± 28 1657± 134± 40

8.2 Validation of the control region constraint procedure

The data-driven background constraint derived in the control region is an important com-

ponent of the analysis as it improves the modelling of the background m
jj

spectrum and

constrains the impact of experimental and theoretical uncertainties. Several cross-checks

are performed to validate the method.
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ATLAS : Electroweak Zjj Production

๏> 5σ observation based on 8 TeV data

• Also limits on anomalous gauge 
couplings

๏Use SHERPA used to create signal 
and background templates

• Bkg. template shape scaled and 
constrained using central-jet control 
region

• Measurement performed in 4  fiducial 
regions

• Leading systematics from jet energy 
scale, control region statistics, lepton 
corrections to particle level 

๏Good agreement with SM
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Figure 1. Representative leading-order Feynman diagrams for electroweak Zjj production at the
LHC: (a) vector boson fusion (b) Z-boson bremsstrahlung and (c) non-resonant `+`�jj production.

the additional jets arising as a result of the strong interaction. Production of Zjj events via

the t-channel exchange of an electroweak gauge boson is a purely electroweak process and is

therefore much rarer. Electroweak Zjj production in the leptonic decay channel is defined

to include all contributions to `+`�jj production for which there is a t-channel exchange

of an electroweak gauge boson [1, 2]. These contributions include Z-boson production

via vector boson fusion (VBF), Z-boson bremsstrahlung and non-resonant production, as

shown in figure 1. The VBF process is of particular interest because of the similarity to

the VBF production of a Higgs boson and the sensitivity to anomalous WWZ triple gauge

couplings.2

This paper presents two measurements of Zjj production using 20.3 fb�1 of proton-

proton collision data collected by the ATLAS experiment [3] at a centre-of-mass energy ofp
s = 8 TeV:

1. Measurements of fiducial cross sections and di↵erential distributions of inclusive Zjj

production. These measurements are performed in five fiducial regions with di↵erent

sensitivity to the electroweak component. Inclusive Zjj production is dominated by

the strong production process, an example of which is shown in figure 2(a). The data

therefore provide important constraints on the theoretical modelling of QCD-initiated

processes that produce VBF-like topologies.3

2. Observation of electroweak Zjj production and measurements of the cross section in

two fiducial regions. Limits are also placed on anomalous WWZ couplings.

These measurements are performed using a combination of the Z ! e+e� and Z ! µ+µ�

decay channels.

Using electroweak Zjj production as a probe of colour-singlet exchange and as a val-

idation of the vector boson fusion process has been discussed extensively in the litera-

ture [1, 4, 5]. A previous measurement by the CMS Collaboration showed evidence for

2The VBF process cannot be isolated due to a large destructive interference with the electroweak Z-

boson bremsstrahlung process. The contribution to the electroweak cross section from non-resonant `+`�jj

production is less than 1% after applying the selection criteria used in this analysis.
3Inclusive Zjj production contains a small (percent-level) contribution from diboson events (figure 2(b)).

– 2 –
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New!

Table 6. Systematic uncertainties, expressed in percentages, on (i) the number of fitted signal
events in the search region, NEW, and (ii) the correction factor to the particle-level, CEW. The
uncertainties are anti-correlated between NEW and CEW.

Source �N
EW

�C
EW

Electrons Muons Electrons Muons

Lepton systematics — — ±3.2 % ±2.5%

Control region statistics ±8.9 % ±11.2 % — —

JES ±5.6 % +2.7

�3.4

%

JER ±0.4 % ±0.8 %

Pileup jet modelling ±0.3 % ±0.3 %

JVF ±1.1 % +0.4

�1.0

%

Signal modelling ±8.9 % +0.6

�1.0

%

Background modelling ±7.5 % —

Signal/background interference ±6.2 % —

PDF +1.5

�3.9

% ±0.1 %

particles. This uncertainty is determined by reweighting the nominal MC simulation such

that the particle-level distributions match those of the dedicated Sherpa model variations

discussed in section 4. This is carried out for all kinematic distributions for which a cut is

made in defining the search region and the resulting uncertainties are added in quadrature.

A breakdown of the uncertainties on the correction factor is given in table 6. The JES and

lepton identification are the largest sources of uncertainty.

For each source of systematic uncertainty, the impact on N
EW

and C
EW

is found to

be anti-correlated, and the fractional uncertainty on the measured cross section is there-

fore obtained from a linear combination of the fractional uncertainties on N
EW

and C
EW

.

The total systematic uncertainty on the measured cross section is then taken to be the

quadrature sum of the individual sources of systematic uncertainty.

The fiducial cross sections in the electron and muon channels are

�ee

EW

= 67.2 ± 6.9 (stat)+12.7

�13.4

(syst) ± 1.9 (lumi) fb and

�µµ

EW

= 45.6 ± 6.1 (stat) +9.1

�9.6

(syst) ± 1.3 (lumi) fb.

These measurements are consistent at the 1.7� level, accounting for only those uncertainties

that are uncorrelated between the two channels. The channels are then combined using

a weighted average, with the weight of each channel defined as the squared inverse of the

uncorrelated uncertainties. The combined fiducial cross section is

�
EW

= 54.7 ± 4.6 (stat)+9.8

�10.4

(syst) ± 1.5 (lumi) fb.

The theoretical prediction from Powheg for the electroweak Zjj cross section is

46.1± 0.2 (stat)+0.3

�0.2

(scale) ± 0.8 (PDF) ± 0.5 (model) fb, which is in good agreement with

the data.
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Table 6. Systematic uncertainties, expressed in percentages, on (i) the number of fitted signal
events in the search region, NEW, and (ii) the correction factor to the particle-level, CEW. The
uncertainties are anti-correlated between NEW and CEW.

Source �N
EW

�C
EW

Electrons Muons Electrons Muons

Lepton systematics — — ±3.2 % ±2.5%

Control region statistics ±8.9 % ±11.2 % — —

JES ±5.6 % +2.7

�3.4

%

JER ±0.4 % ±0.8 %

Pileup jet modelling ±0.3 % ±0.3 %

JVF ±1.1 % +0.4

�1.0

%

Signal modelling ±8.9 % +0.6

�1.0

%

Background modelling ±7.5 % —

Signal/background interference ±6.2 % —

PDF +1.5

�3.9

% ±0.1 %

particles. This uncertainty is determined by reweighting the nominal MC simulation such

that the particle-level distributions match those of the dedicated Sherpa model variations

discussed in section 4. This is carried out for all kinematic distributions for which a cut is

made in defining the search region and the resulting uncertainties are added in quadrature.

A breakdown of the uncertainties on the correction factor is given in table 6. The JES and

lepton identification are the largest sources of uncertainty.

For each source of systematic uncertainty, the impact on N
EW

and C
EW

is found to

be anti-correlated, and the fractional uncertainty on the measured cross section is there-

fore obtained from a linear combination of the fractional uncertainties on N
EW

and C
EW

.

The total systematic uncertainty on the measured cross section is then taken to be the

quadrature sum of the individual sources of systematic uncertainty.

The fiducial cross sections in the electron and muon channels are

�ee

EW

= 67.2 ± 6.9 (stat)+12.7

�13.4

(syst) ± 1.9 (lumi) fb and

�µµ

EW

= 45.6 ± 6.1 (stat) +9.1

�9.6

(syst) ± 1.3 (lumi) fb.

These measurements are consistent at the 1.7� level, accounting for only those uncertainties

that are uncorrelated between the two channels. The channels are then combined using

a weighted average, with the weight of each channel defined as the squared inverse of the

uncorrelated uncertainties. The combined fiducial cross section is

�
EW

= 54.7 ± 4.6 (stat)+9.8

�10.4

(syst) ± 1.5 (lumi) fb.

The theoretical prediction from Powheg for the electroweak Zjj cross section is

46.1± 0.2 (stat)+0.3

�0.2

(scale) ± 0.8 (PDF) ± 0.5 (model) fb, which is in good agreement with

the data.
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Cross Section Prediction (POWHEG):

Fiducial Cross Section:

Further discussion in Andy Pilkington’s 
talk, later this session!
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CMS : Electroweak Zjj Production
๏Employ two methods and combine results to 

measure cross section

• BDT analysis, μ channel only

• Data-driven template for QCD from γ+2 jets
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Figure 8: Average HT of the three leading soft track jets in the pseudorapidity gap between
the tagging jets for pj1,j2

T > 50, 30 GeV as a function of the dijet invariant mass (left) and the
dijet Dhj1 j2 separation (right) for both the dielectron and dimuon channels in DY Zjj events. The
data points and the points from simulation are shown with the statistical uncertainties. At each
measured point the marker symbols have been slightly displaced along the x-axis.

a third jet with a pT above a given threshold or with soft HT above a given threshold. Besides
comparing the gap fraction measured in data with the data-driven background prediction we
also include the MC-based prediction. All are in agreement within the uncertainties.

8 Summary

We have measured the cross section for the production of same flavor dilepton pairs in associ-
ation with two jets from pure electroweak processes in proton-proton collisions at

p
s = 8 TeV.

Two different approaches have been considered and lead, after combination, to

s(EWK ``jj) = 226 ± 26stat ± 35syst fb.

The result is in agreement with the theoretical cross section at NLO which is 239 fb. Preliminary
studies of the hadronic activity of the events selected in the high purity categories have also
been presented including a measurement of the gap fractions for soft-hadronic vetoes. A good
agreement is found between data and different predictions.
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also include the MC-based prediction. All are in agreement within the uncertainties.
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studies of the hadronic activity of the events selected in the high purity categories have also
been presented including a measurement of the gap fractions for soft-hadronic vetoes. A good
agreement is found between data and different predictions.

References

[1] C. Oleari and D. Zeppenfeld, “Next-to-leading order QCD corrections to W and Z
production via vector-boson fusion”, Phys. Rev. D 69 (2004) 093004,
doi:10.1103/PhysRevD.69.093004, arXiv:hep-ph/0310156.

[2] D. L. Rainwater, R. Szalapski, and D. Zeppenfeld, “Probing color singlet exchange in Z +
two jet events at the CERN LHC”, Phys.Rev. D54 (1996) 6680–6689,
doi:10.1103/PhysRevD.54.6680, arXiv:hep-ph/9605444.

NLO Prediction : 

Lindsey Gray, FNAL

https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsFSQ12035
https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsFSQ12035


Lindsey Gray, FNAL

6 4 Background calibration regions and systematic uncertainties
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Figure 2: (a) The combined bb invariant mass distribution for all channels, compared to MC
simulation of SM contributions. (b) Same distribution as in (a), but with all backgrounds to VZ
production, except for the VH contribution, subtracted. The contributions from backgrounds
and signal are summed cumulatively. The expectations for the sum of VZ signal and back-
ground from VH production are also shown superimposed. The error bars and cross-hatched
regions reflect statistical uncertainties at 68% confidence level.

from the fits to the discriminant (affected by the finite size of the data and MC samples), and
systematic uncertainties originating from b tagging, jet energy scale, and jet energy resolution.
The numerical values of the scale factors are close to unity and their uncertainties (3–50%) are
identical to those of Ref. [17].

The systematic uncertainties considered in the measurement of the cross section using the mul-
tivariate analysis are summarized in Table 1. The two columns give the uncertainty in the “sig-
nal strength” µ for the WZ and ZZ processes, which corresponds to the ratio of the observed
yield relative to the yield expected from the SM. Each systematic uncertainty is represented by
a nuisance parameter and profiled in the combined fit. To evaluate the impact of individual
uncertainties a fit to a simulated pseudo-dataset is performed removing individual nuisance
parameters.

Theoretical uncertainties in the acceptances are evaluated using the MCFM [1] generator by
changing the QCD factorization and renormalization scales up and down by a factor of two
relative to the default scales of µR = µF = mZ. The impact of uncertainties in PDF and as
on the cross section and acceptance of the VZ signal are evaluated following the PDF4LHC
prescription [35, 36], using CT10 [37], MSTW08 [31], and NNPDF2.0 [38] sets of PDF, and the
combined uncertainty is found to be 5% for both WZ and ZZ production. Because of the large
pV

T values required in this analysis, the results are sensitive to electroweak (EW) and NNLO
QCD corrections, both of which can be significant. Since the exact corrections for the VZ pro-
cess are not available, we use the NLO EW [39–41] and next-to-next-to-leading-order (NNLO)
QCD [42] corrections to VH production, and apply these to the VZ channel, because they are
expected to be similar for the two processes. Based on the size of the correction, an additional
10% uncertainty is assigned to the inclusive cross section to account for the extrapolation to the
pV

T < 100 GeV region.

The uncertainty in CMS luminosity is estimated to be 2.6% [43]. Muon and electron triggering,

WZ and ZZ using Z   bb Decays
๏Spin-off of CMS H>bb analysis

• Scalar boson considered as background

• BDT analysis based on classification in      
V pT, events sorted by expected S/B

- 6.3 σ observation
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See Caterina Vernieri’s talk 
in YSF4 for further details!

5

-4 -3.5 -3 -2.5 -2 -1.5 -1 -0.5 0

En
tri

es
 / 

0.
25

10

210

310

410

510

610
Data

)bVZ(b
Background

)bVZ(b
Total uncert.

CMS
-1 =  8TeV, L = 18.9 fbs

b b→ VZ; Z →pp 

(a)

log(S/B)
-4 -3.5 -3 -2.5 -2 -1.5 -1 -0.5 0

M
C

(S
+B

)
D

at
a

0.5
1

1.5
2  = 1.34dof/ 

2χ (c)-4 -3.5 -3 -2.5 -2 -1.5 -1 -0.5 0

M
C

(B
)

D
at

a

0.5
1

1.5
2  = 4.56dof/ 

2χ (b)

Figure 1: (a) Combined distribution for all channels in the value of the logarithm of the ratio of
signal to background (S/B) discriminants in data and in Monte Carlo (MC) simulations, based
on the outputs of the S and B BDT discriminants for each event. The two bottom panels display
(b) the ratio of the data and of the SM expectation relative to the background-only hypothesis,
and (c) data relative to the expected sum of background and VZ signal. The error bars and the
cross-hatched regions reflect total uncertainties at 68% confidence level.

gions for the 0-lepton channel are identical in pV
T to the requirements used in the multivariate

analysis, but we define ranges of pT
bb > 110 GeV, pT

bb > 140 GeV, and pT
bb > 190 GeV,

and impose an additional threshold for the jet of highest pT of >80 GeV for the region of
pT

bb > 140 GeV. For the 2-lepton channels, the pV
T ranges are defined by 100 < pV

T < 150 GeV
and pV

T > 150 GeV, and, in addition, we require medium CSVmax and moderate CSVmin thresh-
olds, and Emiss

T < 60 GeV.

Figure 2 (a) combines events from all channels into a single mbb distribution, which is compared
to expectations from the SM. Figure 2 (b) shows the same distribution, but after subtracting all
SM contributions except for the VZ signals and VH backgrounds. The VZ signal is clearly
visible, with a yield compatible to that expected in the SM.

4 Background calibration regions and systematic uncertainties

Calibration regions in data are used to validate the simulated distributions used to build the
BDT discriminants, as well as to correct normalizations of the major background contributions
from W and Z bosons produced in association with jets (LF or b quarks) and tt production.
These calibration regions are identical to those of Ref. [17], and typically involve inversion of
b-tag selection criteria and two-jet mass sidebands around the signal region. A set of simultane-
ous fits is then performed to distributions of discriminating variables in the calibration regions,
separately for each channel, to obtain consistent scale factors that are used to adjust the yields
from simulated events. These scale factors account not only for discrepancies between pre-
dicted cross sections and data, but also for any residual differences in the selection of physical
objects. Separate scale factors are consequently applied for each of the background processes
in the different channels. For the backgrounds from V+jets, the calibration regions are enriched
in either b or LF jets. Uncertainties in the scale factors include statistical components arising

New!

• Corresponding category based analysis 
using similar event selection

- 4.3 σ observation

http://arxiv.org/abs/1403.3047
http://arxiv.org/abs/1403.3047
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Figure 2: Reduced Emiss
T distribution in `` (` = e, µ) channels, after the full selection, at 7 TeV

(left) and 8 TeV (right). DY and non-resonant backgrounds are estimated with data-driven meth-
ods. The gray error band includes statistical and systematic uncertainties on the predicted
yields. In the bottom plots, error bars and bands are relative to the total predicted yields.

This procedure properly accounts for the contribution of virtual photon decays to the charged-
lepton pair production.

Table 3: pp ! ZZ ! 2`2n cross sections at 7 and 8 TeV, measured in the ee and µµ channels
separately, and combining them.

Channel s [fb]
7 TeV 8 TeV

ee 284+101
�90 (stat) +75

�64 (syst) ± 10 (lumi) 224+48
�45 (stat) +71

�50 (syst) ± 9 (lumi)

µµ 135+69
�62 (stat) +56

�57 (syst) ± 5 (lumi) 305+43
�41 (stat) +88

�66 (syst) ± 13 (lumi)

Combined 192+57
�52 (stat) +51

�40 (syst) ± 7 (lumi) 261+32
�31 (stat) +71

�52 (syst) ± 11 (lumi)

Table 4 shows a summary of the sources of systematic uncertainty described in Section 6, with
the corresponding contributions to the total systematic uncertainty in the cross sections.

8 Anomalous couplings

The existence of neutral trilinear gauge couplings (TGC) – ZZZ, ZZg, Zgg, ggg – is forbidden
at the tree level in the SM, while it is allowed in some of its extensions. The study of these self-
interactions of the neutral gauge bosons can thus provide evidence of new phenomena. The
ZZ production process provides a way to probe the existence of such anomalous couplings at
the ZZZ and gZZ vertices.

Neutral couplings V(?)ZZ (V = Z, g) can be described using the following effective Lagrangian [30]:
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Z
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ZZ  2l2ν Cross Section Measurement
๏Measure production cross section 

using a template fit

• Use “Reduced” MET

- Use minimum MET requiring that energy 
be jet-clustered or not

• Better rejection of Drell-Yan compared 
to raw MET

๏Updated ATGC Limits (in later slide)
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(left) and 8 TeV (right). DY and non-resonant backgrounds are estimated with data-driven meth-
ods. The gray error band includes statistical and systematic uncertainties on the predicted
yields. In the bottom plots, error bars and bands are relative to the total predicted yields.

This procedure properly accounts for the contribution of virtual photon decays to the charged-
lepton pair production.
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Table 4 shows a summary of the sources of systematic uncertainty described in Section 6, with
the corresponding contributions to the total systematic uncertainty in the cross sections.

8 Anomalous couplings

The existence of neutral trilinear gauge couplings (TGC) – ZZZ, ZZg, Zgg, ggg – is forbidden
at the tree level in the SM, while it is allowed in some of its extensions. The study of these self-
interactions of the neutral gauge bosons can thus provide evidence of new phenomena. The
ZZ production process provides a way to probe the existence of such anomalous couplings at
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10 7 Measurement of the production cross section

contributions to the final systematic uncertainty in the cross section measurement.

7 Measurement of the production cross section

We extract the ZZ production cross section using a profile likelihood fit to the reduced-Emiss
T

distribution (see Fig. 2), which takes into account the expectations for the different background
processes and the ZZ signal. Each systematic uncertainty is introduced in the fit as a nuisance
parameter with log-normal prior. For the signal we consider a further multiplicative factor,
which is the ratio of the cross section to be measured in data to the expected theoretical value,
i.e. the signal strength µ = s/sth. Maximizing the profile likelihood, we obtain the ZZ produc-
tion cross section from the signal strength fit, as well as optimal fits of the background yields
from a fine adjustment of the nuisance parameters. Table 2 shows the expected signal and
background yields, and the corresponding values after the fit. The uncertainties include both
statistical and systematic components. Due to the constraints from the fit to the data, the errors
on the fitted yields are in general smaller than those on the initial predictions.

Table 2: Predicted signal and background yields at 7 and 8 TeV, and corresponding values after
the maximum-likelihood fit. The uncertainties include both statistical and systematic compo-
nents.

Dataset Process Channel Predicted yield Fitted yield

7 TeV

ZZ ! 2`2n
ee 15.1 ± 2.0 11.8 ± 4.4
µµ 23.2 ± 3.4 18.0 ± 6.5

WZ ! 3`n
ee 7.9 ± 1.3 8.0 ± 0.9
µµ 11.7 ± 2.2 11.7 ± 1.1

Z + jets ee 5.0 ± 2.7 4.8 ± 2.1
µµ 8.3 ± 4.8 4.7 ± 1.8

Non Resonant ee 7.7 ± 3.1 7.5 ± 2.4
µµ 11.2 ± 4.8 9.4 ± 2.8

8 TeV

ZZ ! 2`2n
ee 82 ± 17 68 ± 14
µµ 117 ± 25 99 ± 21

WZ ! 3`n
ee 46 ± 11 45.7 ± 4.0
µµ 66 ± 16 67.1 ± 5.4

Z + jets ee 36 ± 12 28.4 ± 8.3
µµ 63 ± 21 56 ± 14

Non Resonant ee 31 ± 9 35.5 ± 5.8
µµ 50 ± 14 60.0 ± 9.7

The cross sections are extracted from fits to the ee and µµ channels and from a simultaneous
fit to both channels. The results are reported in Table 3. The measured ZZ ! 2`2n exclusive
cross section in the 60 GeV/c2 < M(Z1,2) < 120 GeV/c2 kinematic range is obtained by rescaling
the theoretical prediction of the exclusive 2`2n (` = e, µ, t) cross section in the same range by
the fitted signal strength. These theoretical predictions are computed at NLO in QCD with
MCFM: 249+4.6%

�3.3% fb at 7 TeV and 305+4.5%
�3.0% fb at 8 TeV. The measured inclusive ZZ cross section is

obtained by rescaling the theoretical inclusive cross section from [2], computed in the 0-width
approximation:

7 TeV : s(pp ! ZZ) = 5.0+1.5
�1.4 (stat) +1.3

�1.0 (syst) ± 0.2 (lumi) pb

8 TeV : s(pp ! ZZ) = 6.8+0.8
�0.8 (stat) +1.8

�1.4 (syst) ± 0.3 (lumi) pb.
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New!

Shaded band is 
systematic uncertainty.

https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsSMP12016
https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsSMP12016
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Anomalous Gauge Coupling Searches

๏Search for effects of higher order 
operators involving SM fields

• Dimension 6

- Effects of new particles in loops

• Dimension 8

- Skipping dim. 6 operators motivated by 
massive propagator in 4 boson vertex

๏Operators generate new couplings 
that become strong as the boson 
momenta increase

๏Substantial improvement in limits from 
increasing center of mass energy
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Example ATGC effect in ZZ:

154

considered under the LEP parameterization. These channels can be combined to

gain improvement in the statistical power of the limits and to test the universality

conditions of the equal couplings scenario.
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Figure B.3: The LO ↵S diagrams for VV production, where V,V’=W,Z. TGCs occur
naturally in the SM between the massive vector bosons, except ZZ.
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Figure 2: Expected and observed two-dimensional exclusion limits at 95% CL on the anoma-
lous neutral trilinear ZZZ and ZZ� couplings. The green and yellow bands represent the one-
and two-standard-deviation variations from the expected limit. In calculating the limits, the
couplings that are not shown in the figure are set to zero.

from the expected limit. The present limits are dominated by statistical uncertainties. System-209

atic uncertainties arising from the uncertainty on the theoretical cross section, PDF, detector210

efficiencies, and luminosity are introduced in the form of nuisance parameters with log-normal211

probability density functions. One-dimensional 95% CL limits for the f Z,�
4 and f Z,�

5 anomalous212

coupling parameters are measured to be �0.012 < f Z
4 < 0.013 and �0.012 < f Z

5 < 0.013, and213

�0.014 < f �
4 < 0.014 and �0.015 < f �

5 < 0.015. In the fit all aTGC parameters except that214

under study are kept fixed to zero. These limits, obtained assuming no form factor, extend215

previous results on vector boson self-interactions and are currently the most stringent limits216

established for ZZZ and ZZ� couplings.217
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Figure B.4: The two dimensional limits for ZZ anomalous triple gauge couplings. The
observed limit is within one sigma of the observed and sets the most stringent limits
to date on ZZ aTGCs. [99]

The ZZ anomalous triple gauge couplings are treated in a similar fashion to the

Z� couplings in that they are introduced via a vertex function that contains the triple

gauge couplings. The vertex function for ZZ aTGCs is [23, 100]:
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๏Neutral anomalous triple 
gauge coupling limits 
updated

• CMS 2l2ν data

• Improvement in limits due 
to higher branching fraction

๏Further exploitation of 
data can be achieved 
through combination of 
channels

• Already done in Zγ 
channels for ννγ + llγ
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๏Charged anomalous triple gauge 
coupling limits

• LHC uniformly approaching LEP 
sensitivity

- Surpassing LEP in some cases!

๏Advances made exploiting new 
final states

• Merged-jet topologies in            
WV,  V   dijet

๏Many 8 TeV analyses still to come

• Significant improvements in 
sensitivity per channel expected
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LEP L3 limits
D0 limits

 limitsγCMS WW
 WW limits → γγCMS 

-2 TeV2Λ/W
0a

-2 TeV2Λ/W
Ca

-4 TeV4Λ /T,0f

γWW     0.20 TeV-1[- 15000, 15000]   0.43fb

 WW→ γγ     1.96 TeV-1    [- 430, 430]       9.70fb

γWW     8.0   TeV-1      [- 21, 20]       19.30fb

 WW→ γγ     7.0   TeV-1[- 4, 4]           5.05fb

γWW     0.20 TeV-1[- 48000, 26000]   0.43fb

 WW→ γγ     1.96 TeV-1  [- 1500, 1500]     9.70fb

γWW     8.0   TeV-1      [- 34, 32]       19.30fb

 WW→γγ     7.0   TeV-1      [- 15, 15]         5.05fb

γWW     8.0   TeV-1      [- 25, 24]       19.30fb

Anomalous Quartic Gauge Coupling Searches

๏Exploit unique final states to 
access pure quartic 
contributions

• Exclusive WW production

• WWγ and WZγ, with one 
massive boson decay into jets

๏New measurements in last year

• Probing charged quartic gauge 
couplings

- WWγγ, WWZγ

๏Significant improvement over 
D0 and LEP
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2 3 The CMS detector
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Figure 1: Two example Feynman diagrams exhibiting a quartic vector boson coupling vertex.
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The relations given in Eq. (2) are used below to translate the aQGC bounds between both non-
linear and linear formalisms, as shown in Figure 2.

3 The CMS detector

The CMS (Compact Muon Solenoid) apparatus at the CERN LHC is described in detail else-
where [17].

The central feature of the Compact Muon Solenoid (CMS) apparatus is a superconducting
solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the supercon-
ducting solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electro-
magnetic calorimeter (ECAL), and a brass/scintillator hadron calorimeter (HCAL). Muons are
measured in gas-ionization detectors embedded in the steel return yoke outside the solenoid.
Extensive forward calorimetry complements the coverage provided by the barrel and endcap
detectors.

2 3 Theory and simulation

2 The CMS detector

A detailed description of the CMS experiment can be found elsewhere [17]. The central feature
of the CMS apparatus is a superconducting solenoid, of 6 m internal diameter. Within the field
volume are the silicon pixel and strip tracker, the crystal electromagnetic calorimeter (ECAL),
and the brass-scintillator hadron calorimeter (HCAL). Muons are measured in gas-ionization
detectors embedded in the steel flux-return yoke of the magnet. Besides the barrel and endcap
detectors, CMS has extensive forward calorimetry.

The CMS experiment uses a right-handed coordinate system, with the origin at the nominal
collision point, the x axis pointing towards the center of the LHC ring, the y axis pointing up
(perpendicular to the plane of LHC ring), and the z axis along the anticlockwise-beam direction.
The polar angle q is measured from the positive z axis and the azimuthal angle f is measured, in
radians, in the (x, y) plane relative to the x axis. The silicon tracker covers a range of |h| < 2.4,
where h = � ln[tan(q/2)], and consists of three layers made of 66 million 100 ⇥ 150 µm2 pixels
followed by ten microstrip layers, with strips of pitch between 80 and 180 µm. Muons are
measured in the |h| < 2.4 range, with detection planes made of three technologies: drift tubes,
cathode strip chambers, and resistive-plate chambers. The 3.8 T magnetic field, and the high
granularity of the silicon tracker, allow the transverse momentum of the muons matched to
tracks in the silicon detector to be measured with a resolution better than ⇠1.5% for pT smaller
than 100 GeV. The ECAL provides coverage in a range of |h| < 1.479 in the barrel region
and 1.479 < |h| < 3.0 in the two endcap regions. The first level of the CMS trigger system,
composed of custom hardware processors, uses information from the calorimeters and muon
detectors to select (in less than 3 µs) the most interesting events. The high-level trigger (HLT)
processor farm further decreases the event rate from 100 kHz to a few hundred Hz before data
storage.

3 Theory and simulation

�

�

W�

W+

(a)

�

�

W�

W+

(b)

�

�

W�

W+

(c)
Figure 1: Quartic gauge coupling (a) and t- (b) and u-channel (c) W-boson exchange diagrams con-
tributing to the gg ! W+W� process at leading order in the SM.

The electroweak sector of the SM [18–20] predicts 3- and 4-point vertices with the gauge bosons,
which are represented in the SM Lagrangian by the following terms for the quartic WWgg and
triple WWg couplings:

LWWg = �ie
�
∂µ An � ∂n Aµ

�
W+µW�n

LWWgg = �e2
⇣

W+
µ W�µ An An � W+

µ W�
n Aµ An

⌘ (1)

where Aµ is the photon field and Wµ is the W-boson field. As a result, the diagrams that rep-
resent the WWgg interaction at lowest order in the perturbation series consist of both quartic
gauge coupling (Fig. 1(a)) and t- and u-channel W-boson exchange diagrams (Fig. 1(b,c)).
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Conclusions

๏Standard Model V+Jets measurements from the first 
LHC run are improving and testing the limits of our 
predictive capabilities

• Matching at NLO and high parton multiplicity generators 
being put to the test by both ATLAS and CMS

• New PDF constraints improve predictions and help better 
prepare us for the 13 TeV run

• Electroweak production of jets now well measured and 
confirmed by both collaborations

๏Multiboson measurements and limits rapidly improving 
in accuracy as 8 TeV data are analyzed

• New diboson channels available

• Statistical power of LHC data now rivals precision of LEP
21
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ATLAS & CMS

23

4"

Axial B: 2T!
Track pT resolution: ~ 2.5% !
lifetime resolution: ~100 fs !
"
""

Axial B: 3.8T!
Track pT resolution: ~1%!
lifetime resolution: ~70 fs!
!
 !

•  Excellent muon, e, γ id and detection capabilities!
•  The muon systems, B field and silicon trackers allow a good 

measurement of dimuons over a wide range of η and pT . !
      HF analyses generally based on muon triggers. !
•  Limited or no hadron identification!

Flexible trigger systems!

3.8 T Solenoid
Track pT resolution ~ 1%

Fully Silicon Tracker
Lead Tungstate ECAL
Brass Sampling HCAL

Extensive Muon System in Return Field

2 T Solenoid
Track pT resolution ~ 2.5%
Silicon Tracker ID + TRT

Liquid Argon ECAL
Steel HCAL with Scintillating Tiles

Extensive Muon System in Toroidal Field
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Further W+Jets Plots
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Further Z+Jets Plots
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Further Z+Jets Plots

26

 [1
/G

eV
]

T
/d

H
σ

) d - l+  l
→* γ

Z/
σ

(1
/

-610

-510

-410

-310

-210

-110

 = 7 TeV)sData 2011 (
ALPGEN
SHERPA

 + SHERPAATHLACKB

ATLAS )µ 1 jet (l=e,≥)+ -l+ l→*(γZ/
-1 L dt = 4.6 fb∫

 jets, R = 0.4tanti-k
| < 4.4jet > 30 GeV, |yjet

Tp

100 200 300 400 500 600 700 800 900 1000

NL
O

 / 
Da

ta

0.5
1

1.5  + SHERPAATHLACKB

100 200 300 400 500 600 700 800 900 1000

M
C 

/ D
at

a

0.6
0.8

1
1.2
1.4 ALPGEN

 [GeV]TH
100 200 300 400 500 600 700 800 900 1000

M
C 

/ D
at

a

0.6
0.8

1
1.2
1.4 SHERPA


