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Preface
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M Sutton - Recent constraints on the proton PDF and αS from ATLAS and CMS 

• The LHC performed extremely well during Run 1

• Both ATLAS and CMS were able to collect proton-proton 
data samples in excess of 25 fb-1 per experiment

• Most analyses still with the smaller 2011 data set

• Some analyses of 2012 data starting to become 
available

• Both collaborations have a large, and developing portfolio 
of precision measurements

• Discuss, but a subset of those which may be useful in a 
QCD fit

• inclusive jet, Dijet production

• Inclusive prompt photon production

• ttbar production

• Drell-Yan production

• Inclusive W production and W production in 
association with charm
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• Different final states provide information on different subprocesses

• Use HERA DIS to constrain partons at low-x

• At Born level, scattering off of quarks, one momentum parton fraction x

• Sensitive to the gluon distribution through              corrections
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Contributions from different physics processes
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• Electroweak boson production 
sensitive to the valence and 
sea quarks distributions
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• For LHC collisions with two momentum fractions, x1 and x2

• Dijet production, ttbar, inclusive photon … all directly sensitive to the gluon distribution 
and the strong coupling - and the valence quarks at high ET  
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Figure 2. NLO parton–parton luminosities as the ratio with respect to MSTW 2008.

distributions. The somewhat larger gg luminosity of CTEQ6.6/CT10 at large ŝ compared

to MSTW08 may be due to the inclusion of Tevatron Run I jet data, which are known

to prefer a larger high-x gluon distribution than the more reliable Run II data [37], while

the larger gg luminosity at small ŝ may be due to the positive-definite input gluon con-

straint of CTEQ6.6/CT10, which is not imposed in the MSTW08 or NNPDF2.1 fits. By

the momentum sum rule, the CTEQ6.6/CT10 gg luminosity at the intermediate ŝ values

relevant for gg → H and tt̄ production is then slightly smaller than that of MSTW08 and

NNPDF2.1. The GG luminosities in figure 2(e,f), relevant for dijet production, interpolate
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• PDF fits using only data from experiments with lower 
momentum transfer than available at the LHC have large 
uncertainties for the LHC kinematic region

• As large as ~ 5%  for the gg→Higgs (and larger) for 
top production

• HERAPDF slightly softer that CT10 at high x, but 
normalisation the similar at lower x 

• Softer ABM gluon distribution
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Incoming partons - 
inclusive jet production

• Except at the highest ET jets are produced 
predominantly by quark-gluon scattering

• More significant contribution from the gluon

• Larger phase space for initial state radiation 

• At high ET produced from partons at much higher  
x - dominated by quark-quark scattering

• Differences between PDF sets 

• Most notable at high masses and high ET 
where the data statistics are low and less 
constraining

• Softer gluon from ABM predicts smaller 
fractional contribution from qg scattering

Inclusive 
jet production

dijet jet production
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Figure 5. Dijet double-differential cross sections for anti-kt jets with radius parameter R = 0.4 and
R = 0.6, shown as a function of dijet mass in different ranges of y⇤. To aid visibility, the cross sections
are multiplied by the factors indicated in the legend. The error bars indicate the statistical uncertainty on the
measurement, and the dark shaded band indicates the sum in quadrature of the experimental systematic un-
certainties. For comparison, the NLO QCD predictions of NLOJet++ using the CT10 PDF set, corrected for
non-perturbative and electroweak effects, are included. The renormalization and factorization scale choice µ
is as described in section 6. The hatched band shows the uncertainty associated with the theory predictions.
Because of the logarithmic scale on the vertical axis, the experimental and theoretical uncertainties are only
visible at high dijet mass, where they are largest.
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Dijet production from 
2011data
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• ATLAS: Submitted to JHEP, arXiv:1312.3524

• CMS: Phys. Rev. D 87 (2013) 112002

• Mass range from 200 (300) GeV to ~5 TeV

• Electroweak and hadronisation corrections included in 
theoretical predictions 

• QCD does a reasonable job of describing the data over 
8 orders of magnitude of the cross section 
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C. Experimental uncertainties

The dominant experimental uncertainties are related to
the jet energy scale (JES), the luminosity, and the jet pT

resolution. Other sources of systematic uncertainty, such as
the jet angular resolution, are negligible. The agreement of
the results for positive and negative rapidities has also been
confirmed. Figure 5 shows the effects of the experimental
uncertainties in all rapidity bins for the cross section
measurements. For rapidities up to jyj ¼ 1:5 the total
uncertainty of both cross sections ranges from 5% at low
pT orMjj to 20% at high pT orMjj, respectively. For higher
rapidities the total uncertainty increases to 10%–30% in
both cases, with the exception of the highest dijet mass bin
in the outer rapidity region of 2:0< jyjmax < 2:5, where
the uncertainty is substantially larger. A discussion of the
individual contributions to the uncertainty follows.

1. Jet energy scale uncertainty

The jet energy scale is the dominant source of systematic
uncertainty. Because of the steep slope of the pT spectrum,
a small uncertainty in the pT scale translates into a large
uncertainty in the cross section for a given value of pT. The
jet energy scale uncertainty is dependent on pT and ! and
has been estimated to be 2.0%–2.5% [11]. The individual,
uncorrelated contributions to the JES uncertainty have
been estimated and are discussed below.

The JES uncertainty sources account for the pT and !
dependence of the JES within the total uncertainty. For the
phase space of jets considered here, 16 mutually uncorre-
lated sources contribute to the total uncertainty, where each
such source represents a signed 1" variation from a given
systematic effect for each point in ðpT;!Þ. Summing up
separately the positive or negative variations of the sources
in quadrature will reproduce the total upward and down-
ward JES uncertainties at each point. The uncertainties
from all 16 independent sources are included in the
Supplemental Material [16] and in the HEPDATA record
for this paper; the cross section measurements and other
details are also tabulated therein.

The uncertainty sources are divided into four broad
categories: pileup effects, relative calibration of jet energy
scale versus !, absolute energy scale including pT depen-
dence, and differences in quark- and gluon-initiated jets.
The first category, containing pileup effects, has relatively
little impact on the analyses presented in this paper.

The second category, containing !-dependent effects,
parametrizes the possible relative variations in JES, which
for the dijet and inclusive jet analyses lead to correlations
between rapidity bins. In principle these effects could also
have a pT dependence, but systematic studies on data and
Monte Carlo (MC) events indicate that the pT and !
dependence of the uncertainties factorize to a good
approximation.

The third category deals with the uncertainty in the
absolute energy scale and its pT dependence and is the

most relevant one for these analyses. The photonþ jet and
Zþ jet events only constrain the JES directly in a limited
jet pT range of about 30–600 GeV, and the response at
higher (and lower) pT is estimated by MC simulation. The
pT-dependent uncertainty arising from modeling of the
underlying event and jet fragmentation is obtained by
comparing predictions from PYTHIA6 and HERWIG++.
Most studies show that both generators agree with the
data with differences comparable to those seen between
data and MC. The uncertainty arising from the calorimeter
response to single hadrons is estimated by varying the
response parametrization by %3% around the central
value. The final uncertainty arises from differences in the
JES for quark- and gluon-initiated jets and is determined
from MC studies.
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Dijet production from 2011 data 

• HERAPDF, with slightly lower gluon contribution at high x than CT10, describes the data reasonably well

• ATLAS jets fit, epATLJet13 has significantly smaller uncertainties at high masses
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• Generate pseudo-experiments using different PDFs

• Include PDF and other theory uncertainties in both 
generation and 𝜒2 definition

• Calculate the 𝜒2 for each replica

• ABM11 disfavoured
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Figure 10. The �2 distribution of pseudo-experiments (black histogram) for NLO QCD using the CT10 PDF
set. The renormalization and factorization scale choice µ is as described in section 6. The full information
on the uncertainties, including their asymmetries and correlations, is used for both the pseudo-experiments
and the �2 calculation. The black vertical dashed (solid) line indicates the median (mean) of the distribution,
while the green (yellow) band indicates the ±1�(±2�) region. The blue dot-dashed vertical lines indicate
the observed �2, with the corresponding observed probability given in the legend (see text). The pink dotted
lines show the number of degrees of freedom, 21 for (a) and 61 for (b). The plots correspond to (a) the range
y⇤ < 0.5, and (b) the first three ranges of y⇤ < 1.5 combined, for jets reconstructed with radius parameter
R = 0.6.
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set. The renormalization and factorization scale choice µ is as described in section 6. The full information
on the uncertainties, including their asymmetries and correlations, is used for both the pseudo-experiments
and the �2 calculation. The black vertical dashed (solid) line indicates the median (mean) of the distribution,
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lines show the number of degrees of freedom, 21 for (a) and 61 for (b). The plots correspond to (a) the range
y⇤ < 0.5, and (b) the first three ranges of y⇤ < 1.5 combined, for jets reconstructed with radius parameter
R = 0.6.
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1.0  y⇤ < 1.5, both with observed probabilities > 15%. Disagreement is observed for jets with640

distance parameter R = 0.6 when considering the full dijet-mass region for the first three ranges of641

y⇤ < 1.5 combined, where the observed probability is 2.5%. This is due to the differences already642

noted for the range 0.5  y⇤ < 1.0, where the observed probability is 0.9%. This disagreement is643

also reflected when limiting to the high dijet-mass region and combining the first three ranges of644

y⇤ < 1.5, resulting in an observed probability of 0.7%. When considering the MSTW 2008 and645

NNPDF2.1 PDF sets, the observed probabilities are always > 12.5% in the ranges shown in table 1.646

This is particularly relevant considering these two PDF sets provide small theoretical uncertainties647

at high dijet mass. A strong disagreement, where the observed probability is generally < 0.1%, is648

observed for the ABM11 PDF set for the first three ranges of y⇤ < 1.5 and both values of the jet649

radius parameter.650

PDF set y⇤ ranges mass range P
obs

(full/high) R = 0.4 R = 0.6

y⇤ < 0.5 high 0.742 0.785

CT10 y⇤ < 1.5 high 0.080 0.066

y⇤ < 1.5 full 0.324 0.168

y⇤ < 0.5 high 0.688 0.504

HERAPDF1.5 y⇤ < 1.5 high 0.025 0.007

y⇤ < 1.5 full 0.137 0.025

y⇤ < 0.5 high 0.328 0.533

MSTW 2008 y⇤ < 1.5 high 0.167 0.183

y⇤ < 1.5 full 0.470 0.352

y⇤ < 0.5 high 0.405 0.568

NNPDF2.1 y⇤ < 1.5 high 0.151 0.125

y⇤ < 1.5 full 0.431 0.242

y⇤ < 0.5 high 0.024 < 10�3

ABM11 y⇤ < 1.5 high < 10�3 < 10�3

y⇤ < 1.5 full < 10�3 < 10�3

Table 1. Sample of observed probabilities obtained in the comparison between data and the NLO QCD
predictions using the CT10, HERAPDF1.5, MSTW 2008, NNPDF2.1 and ABM11 PDF sets, with values of
the jet radius parameter R = 0.4 and R = 0.6. Results are presented for the range y⇤ < 0.5, as well as the
combination of the first three ranges of y⇤ < 1.5, performing the test in the full dijet-mass range or restricting
it to the high dijet-mass subsample. The full information on uncertainties, including their asymmetries and
correlations, is used for both the pseudo-experiments and the �2 calculation.

It is possible to further study the poor agreement observed at high dijet mass for the range of651

0.5  y⇤ < 1.0 when using the HERAPDF1.5 PDF set by exploring the four variations described652

in section 6.2. The observed probabilities using variations 1, 2, and 4 in the NLOJet++ predictions,653

shown in table 2, are generally similar to those using the default HERAPDF1.5 PDF set. However,654

much smaller probabilities are observed for variation 3, which has a more flexible parameterization655

for the valence u-quark contribution. Including the present dijet measurement in the PDF analysis656
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• The jet data provide constraints on the gluon distribution  

• Fits are performed using DIS HERA from and either ATLAS or CMS data

• ATLAS have, previously, used inclusive jet data from 2.76 TeV and 7 TeV data form 2010 (EPJC (2013) 73 2509)

• CMS fit uses inclusive jet data from 2011 (CMS-PAS-SMP-12-028)  

• The HERAFitter package is used, with LHC cross sections reproduced using fastNLO and APPLgrid 

• Both ATLAS and CMS use the same parameterisation

• Additional constraints,                               from sum rules,                      and                                    to ensure  the same 
normalisation as                 and                  

• The strange quark distribution is constrained to be proportional to the d type sea,                       , where 

• This yields a 13 parameter fit, using a fixed strong coupling and a starting scale of Q2 = 1.9 GeV2

QCD fit

xs = xfsD
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http://link.springer.com/article/10.1140%252Fepjc%252Fs10052-013-2509-4
http://link.springer.com/article/10.1140%252Fepjc%252Fs10052-013-2509-4
https://cds.cern.ch/record/1632407?ln=en
https://cds.cern.ch/record/1632407?ln=en


22 4 Study of PDF constraints with HERAFitter

Figure 10: The gluon (top left), sea quark (top right), u quark (middle left), u valence quark
(middle right), d quark (bottom left) and the d valence quark (bottom right) PDFs as a function
of x as derived from HERA inclusive DIS data alone (cyan) and in combination with CMS
inclusive jet data from 2011 (blue hatched). The PDFs are evolved to Q2 = 104 GeV2. Only the
total uncertainty of the PDFs is shown.

4.3 Constraining PDFs with HERAFitter using the CMS inclusive jet data 21

Figure 9: The gluon (top left), sea quark (top right), u quark (middle left), u valence quark
(middle right), d quark (bottom left) and the d valence quark (bottom right) PDFs as a function
of x as derived from HERA inclusive DIS data alone (cyan) and in combination with CMS
inclusive jet data from 2011 (blue hatched). The PDFs are shown at the starting scale Q2 =
1.9 GeV2. Only the total uncertainty of the PDFs is shown.
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Fig. 21 Momentum distributions of the (a) gluon xg(x) and (b) sea quarks xS (x) together with their relative experimental uncertainty as a function
of x for Q2 = 1.9 GeV2. The filled area indicates a fit to HERA data only. The bands show fits to HERA data in combination with both ATLAS
jet datasets, and with the individual ATLAS jet datasets separately, each for jets with R = 0.6. For each fit the uncertainty in the PDF is centred on
unity.

EPJC (2013) 73 2509

x
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The gluon distribution
• ATLAS fit to data at 2.76 TeV and 7 TeV from 2010

• At the same jet ET, different beam energies sample 
gluon PDF at different x, many systematics cancel 

• CMS fit to higher statistics inclusive jet data from 2011 

• Both ATLAS and CMS data predict a harder gluon, with a 
different shape with respect to the fit using HERA alone

• Fractional uncertainty is smaller at high x, partly due to 
increased prediction  

• Measurements are systematics limited at lower jet PT, 
dominated by the Jet Energy Scale uncertainty 

10
x

https://cds.cern.ch/record/1632407?ln=en
https://cds.cern.ch/record/1632407?ln=en
http://link.springer.com/article/10.1140%252Fepjc%252Fs10052-013-2509-4
http://link.springer.com/article/10.1140%252Fepjc%252Fs10052-013-2509-4


Top pair production

• ATLAS-CONF-2013-099

• Top pair production sensitive to the gluon distribution 

• NLO calculation - potential large corrections at NNLO

• Smaller gluon contribution at high x for the HERAPDF

• Overall better agreement with the data than the harder gluons from 
other fits which may include the Tevatron jet data

• Can be used for extraction of αS 
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https://cds.cern.ch/record/1600778
https://cds.cern.ch/record/1600778


• arXiv:1307.1907

• NNLO+NLL calculation of cross section 

• Can use dependence of cross section on top 
mass or strong coupling variation

• Measure the strong coupling, assuming    
mtpole = 173.2 ± 1.4 GeV 

• First measurement of the strong coupling from top 
quark production

• Consistent with the world average
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Top pair production
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4 4 Probabilistic Approach
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Figure 1: Predicted tt cross section at NNLO+NNLL, as a function of the top-quark pole mass
(left) and of the strong coupling constant (right), using five different NNLO PDF sets, com-
pared to the cross section measured by CMS assuming mt = mpole

t . The uncertainties on the
measured stt as well as the renormalization and factorization scale and PDF uncertainties on
the prediction with NNPDF2.3 are illustrated with filled bands. The uncertainties on the stt
predictions using the other PDF sets are indicated only in the right panel at the corresponding
default aS(mZ) values. The mpole

t and aS(mZ) regions favored by the direct measurements at
the Tevatron and by the latest world average, respectively, are shown as hatched areas. In the
left panel, the inner (solid) area of the vertical band corresponds to the original uncertainty
of the direct mt average, while the outer (hatched) area additionally accounts for the possible
difference between this mass and mpole

t .

relative uncertainty of 4.1% on the measured stt is independent of mt to very good approxima-
tion.

Changes of the assumed value of aS(mZ) in the simulation used to derive the acceptance cor-
rections can alter the measured stt as well, which is discussed in this Letter for the first time.
QCD radiation effects increase at higher aS(mZ), both at the matrix-element level and at the
hadronization level. The aS(mZ)-dependence of the acceptance corrections is studied using the
NLO CTEQ6AB PDF sets [50], and the POWHEG BOX 1.4 [51, 52] NLO generator for tt produc-
tion interfaced with PYTHIA 6.4.24 [53] for the parton showering. Additionally, the impact of
aS(mZ) variations on the acceptance is studied with standalone PYTHIA as a plain leading-order
generator with parton showering and cross-checked with MCFM 6.2 [54] as an NLO prediction
without parton showering. In all cases, a relative change of the acceptance by less than 1% is
observed when varying aS(mZ) by ±0.0100 with respect to the CTEQ reference value of 0.1180.
This is accounted for by applying an aS(mZ)-dependent uncertainty to the measured stt. This
additional uncertainty is also included in the uncertainty band shown in Fig. 1. Over the rele-
vant aS(mZ) range, there is almost no increase in the total uncertainty of 4.1% on the measured
stt.

In the mt and aS(mZ) regions favored by the direct measurements at the Tevatron and by the
latest world average, respectively, the measured and the predicted cross section are compati-
ble within their uncertainties for all considered PDF sets. When using ABM11 with its default
aS(mZ), the discrepancy between measured and predicted cross section is larger than one stan-
dard deviation.

4 Probabilistic Approach

In the following, the theory prediction for stt is employed to construct a Bayesian prior to
the cross section measurement, from which a joint posterior in stt, mpole

t and aS(mZ) is derived.
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Figure 5: Results obtained for aS(mZ) from the measured tt cross section together with the
prediction at NNLO+NNLL using different NNLO PDF sets. The inner error bars include
the uncertainties on the measured cross section and on the LHC beam energy as well as the
PDF and scale uncertainties on the predicted cross section. The outer error bars additionally
account for the uncertainty on mpole

t . For comparison, the latest aS(mZ) world average with its
uncertainty is shown as a hatched band. For each PDF set, the default aS(mZ) value and its
uncertainty are indicated using a dotted line and a shaded band.
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Table 2: Results obtained for mpole
t by comparing the measured tt cross section to the

NNLO+NNLL prediction with different NNLO PDF sets. The total uncertainties account for
the full uncertainty on the measured cross section (smeas

tt ), the PDF and scale (µR,F) uncertain-
ties on the predicted cross section, the uncertainties of the aS(mZ) world average and of the
LHC beam energy (ELHC), and the ambiguity in translating the MC-generator based mass de-
pendence (mMC

t ) of the measured cross section into the pole-mass scheme.

mpole
t (GeV)

Uncertainty on mpole
t (GeV)

Total smeas
tt PDF µR,F aS ELHC mMC

t

ABM11 172.7 +3.9
�3.5

+2.8
�2.5

+2.2
�2.0

+0.7
�0.7

+1.0
�1.0

+0.8
�0.8

+0.4
�0.3

CT10 177.0 +4.3
�3.8

+3.2
�2.8

+2.4
�2.0

+0.9
�0.9

+0.8
�0.8

+0.9
�0.9

+0.5
�0.4

HERAPDF1.5 179.5 +4.3
�3.8

+3.5
�3.0

+1.7
�1.5

+0.9
�0.8

+1.2
�1.1

+1.0
�1.0

+0.6
�0.5

MSTW2008 177.9 +4.1
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�2.9

+1.6
�1.4
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+0.9
�0.9

+0.9
�0.9
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�0.5

NNPDF2.3 176.7 +3.8
�3.4

+3.1
�2.8

+1.5
�1.3
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�0.9

+0.7
�0.7
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Figure 4: Results obtained for mpole
t from the measured tt cross section together with the predic-

tion at NNLO+NNLL using different NNLO PDF sets. The filled symbols represent the results
obtained when using the aS(mZ) world average, while the open symbols indicate the results
obtained with the default aS(mZ) value of the respective PDF set. The inner error bars include
the uncertainties on the measured cross section and on the LHC beam energy as well as the
PDF and scale uncertainties on the predicted cross section. The outer error bars additionally
account for the uncertainty on the aS(mZ) value used for a specific prediction. For comparison,
the latest average of direct mt measurements is shown as vertical band, where the inner (solid)
area corresponds to the original uncertainty of the direct mt average, while the outer (hatched)
area additionally accounts for the possible difference between this mass and mpole

t .

↵S(MZ) = 0.1151+0.0033
�0.0032

4 4 Probabilistic Approach
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Figure 1: Predicted tt cross section at NNLO+NNLL, as a function of the top-quark pole mass
(left) and of the strong coupling constant (right), using five different NNLO PDF sets, com-
pared to the cross section measured by CMS assuming mt = mpole

t . The uncertainties on the
measured stt as well as the renormalization and factorization scale and PDF uncertainties on
the prediction with NNPDF2.3 are illustrated with filled bands. The uncertainties on the stt
predictions using the other PDF sets are indicated only in the right panel at the corresponding
default aS(mZ) values. The mpole

t and aS(mZ) regions favored by the direct measurements at
the Tevatron and by the latest world average, respectively, are shown as hatched areas. In the
left panel, the inner (solid) area of the vertical band corresponds to the original uncertainty
of the direct mt average, while the outer (hatched) area additionally accounts for the possible
difference between this mass and mpole

t .

relative uncertainty of 4.1% on the measured stt is independent of mt to very good approxima-
tion.

Changes of the assumed value of aS(mZ) in the simulation used to derive the acceptance cor-
rections can alter the measured stt as well, which is discussed in this Letter for the first time.
QCD radiation effects increase at higher aS(mZ), both at the matrix-element level and at the
hadronization level. The aS(mZ)-dependence of the acceptance corrections is studied using the
NLO CTEQ6AB PDF sets [50], and the POWHEG BOX 1.4 [51, 52] NLO generator for tt produc-
tion interfaced with PYTHIA 6.4.24 [53] for the parton showering. Additionally, the impact of
aS(mZ) variations on the acceptance is studied with standalone PYTHIA as a plain leading-order
generator with parton showering and cross-checked with MCFM 6.2 [54] as an NLO prediction
without parton showering. In all cases, a relative change of the acceptance by less than 1% is
observed when varying aS(mZ) by ±0.0100 with respect to the CTEQ reference value of 0.1180.
This is accounted for by applying an aS(mZ)-dependent uncertainty to the measured stt. This
additional uncertainty is also included in the uncertainty band shown in Fig. 1. Over the rele-
vant aS(mZ) range, there is almost no increase in the total uncertainty of 4.1% on the measured
stt.

In the mt and aS(mZ) regions favored by the direct measurements at the Tevatron and by the
latest world average, respectively, the measured and the predicted cross section are compati-
ble within their uncertainties for all considered PDF sets. When using ABM11 with its default
aS(mZ), the discrepancy between measured and predicted cross section is larger than one stan-
dard deviation.

4 Probabilistic Approach

In the following, the theory prediction for stt is employed to construct a Bayesian prior to
the cross section measurement, from which a joint posterior in stt, mpole

t and aS(mZ) is derived.

http://arxiv.org/abs/1307.1907
http://arxiv.org/abs/1307.1907


Strong coupling
• Use a set of predictions for the cross section using 

different CT10 PDF sets fitted using a different strong 
couplings  

• Fit to data from PRD 87 (2013) 112002

• Combined fit yields

• Also shown, fits from  

• CMS tt cross section: [arXiv:1307.1907] 

• CMS R32: [Eur.Phys.J. C73 (2013) 2604] 

• CMS 3-jet mass: [CMS-PAS-SMP-12-027] 

• Clearly see the running of the strong coupling at scales 
greeter than an order of magnitude larger than seen 
before
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The new CMS results on αs 
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   dependence predicted by the

   RGE.

CMS R32: [Eur.Phys.J. C73 (2013) 2604]

CMS tt cross section: [arXiv:1307.1907]

CMS 3-jet mass: [CMS-PAS-SMP-12-027]

CMS incl. jets: [CMS-PAS-SMP-12-028]
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from the default value of a PDF set but at the expense of losing the correlation between a
value of aS(MZ) and the fitted PDFs. Downwards or upwards deviations from the lowest resp.
highest default up to |DaS(MZ)| = 0.003 are allowed in this procedure. Applying this method
for comparisons within the available range of aS(MZ) values an additional uncertainty was
estimated and found to be negligible.

As a cross check the CT10-NNLO PDF set is used for the determination of aS(MZ). These
results are presented in Table 5 and are in agreement with those obtained using the CT10-NLO
PDF set.
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Figure 16: The c2 minimization with respect to aS(MZ) using the CT10-NLO PDF set and data
from all rapidity bins. The experimental uncertainties are obtained from the aS(MZ) values for
which c2 is increased by one with respect to the minimum value. The curve corresponds to a
second degree polynomial fit through the available c2 points.

Table 4: Determination of aS(MZ) in bins of rapidity using the CT10-NLO PDF set. The last
row presents the result of a simultaneous fit in all rapidity bins.
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The final result using all rapidity bins and the CT10-NLO PDF set is (Table 4 last row)
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the FASTNLO framework, are identical within about 1 GeV for different PDFs. To emphasize
again that theoretical uncertainties limit the achievable precision, Table 8 presents the decom-
position of the total uncertainty for the six bins in pT into the experimental, PDF, NP, and scale
components.
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Figure 17 presents the running of the strong coupling aS(Q) (solid line) and its total uncertainty
(band) as determined in this analysis using the 2-loop solution to the RGE. The extractions of
aS(Q) in six separate ranges of Q as presented in Table 7 are also shown. In the same figure
the values of aS at lower scales determined by the H1 [62, 63], ZEUS [64], and D0 [57, 58]
Collaborations are shown for comparison. Recent CMS measurements [51, 60, 61], which are in
agreement with the aS(MZ) determination of this study, are displayed as well. The results on
aS reported here are consistent with the energy dependence predicted by the RGE.

34 5 Determination of the strong coupling constant

Table 6: Determination of aS(MZ) using the CT10 and MSTW2008 PDF sets at NLO and the
CT10, NNPDF2.1, MSTW2008 PDF sets at NNLO evolution order. The results are obtained by
a simultaneous fit to all rapidity bins.

PDF set aS(MZ) c2/ndof

CT10-NLO 0.1185 ± 0.0019(exp)± 0.0028(PDF) 104.6/132
±0.0004(NP)+0.0055

�0.0022(scale)
MSTW2008-NLO 0.1157 ± 0.0012(exp)± 0.0013(PDF) 108.3/132

±0.0001(NP)+0.0029
�0.0028(scale)

CT10-NNLO 0.1170 ± 0.0012(exp)± 0.0024(PDF) 106.1/132
±0.0004(NP)+0.0046

�0.0027(scale)
NNPDF2.1-NNLO 0.1173 ± 0.0012(exp)± 0.0018(PDF) 104.1/132

±0.0001(NP)+0.0020
�0.0018(scale)

MSTW2008-NNLO 0.1133 ± 0.0010(exp)± 0.0011(PDF) 107.6/132
±0.0001(NP)+0.0020

�0.0021(scale)

the FASTNLO framework, are identical within about 1 GeV for different PDFs. To emphasize
again that theoretical uncertainties limit the achievable precision, Table 8 presents the decom-
position of the total uncertainty for the six bins in pT into the experimental, PDF, NP, and scale
components.

Table 7: Determination of aS in separate bins of jet pT.

pT range Q aS(MZ) aS(Q) No. of data c2/ndof

(GeV) (GeV) points
114–196 136 0.1170 +0.0062

�0.0045 0.1103 +0.0054
�0.0039 20 6.2/19

196–300 226 0.1179 +0.0067
�0.0049 0.1037 +0.0052

�0.0037 20 7.6/19
300–468 345 0.1194 +0.0067

�0.0049 0.0993 +0.0045
�0.0033 25 8.2/24

468–638 521 0.1188 +0.0072
�0.0051 0.0940 +0.0044

�0.0032 20 10.6/19
638–905 711 0.1193 +0.0080

�0.0056 0.0910 +0.0044
�0.0033 22 11.4/21

905–2116 1007 0.1180 +0.0104
�0.0061 0.0868 +0.0054

�0.0033 26 39.4/25

Figure 17 presents the running of the strong coupling aS(Q) (solid line) and its total uncertainty
(band) as determined in this analysis using the 2-loop solution to the RGE. The extractions of
aS(Q) in six separate ranges of Q as presented in Table 7 are also shown. In the same figure
the values of aS at lower scales determined by the H1 [62, 63], ZEUS [64], and D0 [57, 58]
Collaborations are shown for comparison. Recent CMS measurements [51, 60, 61], which are in
agreement with the aS(MZ) determination of this study, are displayed as well. The results on
aS reported here are consistent with the energy dependence predicted by the RGE.

34 5 Determination of the strong coupling constant

Table 6: Determination of aS(MZ) using the CT10 and MSTW2008 PDF sets at NLO and the
CT10, NNPDF2.1, MSTW2008 PDF sets at NNLO evolution order. The results are obtained by
a simultaneous fit to all rapidity bins.

PDF set aS(MZ) c2/ndof

CT10-NLO 0.1185 ± 0.0019(exp)± 0.0028(PDF) 104.6/132
±0.0004(NP)+0.0055

�0.0022(scale)
MSTW2008-NLO 0.1157 ± 0.0012(exp)± 0.0013(PDF) 108.3/132

±0.0001(NP)+0.0029
�0.0028(scale)

CT10-NNLO 0.1170 ± 0.0012(exp)± 0.0024(PDF) 106.1/132
±0.0004(NP)+0.0046

�0.0027(scale)
NNPDF2.1-NNLO 0.1173 ± 0.0012(exp)± 0.0018(PDF) 104.1/132

±0.0001(NP)+0.0020
�0.0018(scale)

MSTW2008-NNLO 0.1133 ± 0.0010(exp)± 0.0011(PDF) 107.6/132
±0.0001(NP)+0.0020

�0.0021(scale)

the FASTNLO framework, are identical within about 1 GeV for different PDFs. To emphasize
again that theoretical uncertainties limit the achievable precision, Table 8 presents the decom-
position of the total uncertainty for the six bins in pT into the experimental, PDF, NP, and scale
components.

Table 7: Determination of aS in separate bins of jet pT.

pT range Q aS(MZ) aS(Q) No. of data c2/ndof

(GeV) (GeV) points
114–196 136 0.1170 +0.0062

�0.0045 0.1103 +0.0054
�0.0039 20 6.2/19

196–300 226 0.1179 +0.0067
�0.0049 0.1037 +0.0052

�0.0037 20 7.6/19
300–468 345 0.1194 +0.0067

�0.0049 0.0993 +0.0045
�0.0033 25 8.2/24

468–638 521 0.1188 +0.0072
�0.0051 0.0940 +0.0044

�0.0032 20 10.6/19
638–905 711 0.1193 +0.0080

�0.0056 0.0910 +0.0044
�0.0033 22 11.4/21

905–2116 1007 0.1180 +0.0104
�0.0061 0.0868 +0.0054

�0.0033 26 39.4/25

Figure 17 presents the running of the strong coupling aS(Q) (solid line) and its total uncertainty
(band) as determined in this analysis using the 2-loop solution to the RGE. The extractions of
aS(Q) in six separate ranges of Q as presented in Table 7 are also shown. In the same figure
the values of aS at lower scales determined by the H1 [62, 63], ZEUS [64], and D0 [57, 58]
Collaborations are shown for comparison. Recent CMS measurements [51, 60, 61], which are in
agreement with the aS(MZ) determination of this study, are displayed as well. The results on
aS reported here are consistent with the energy dependence predicted by the RGE.

34 5 Determination of the strong coupling constant

Table 6: Determination of aS(MZ) using the CT10 and MSTW2008 PDF sets at NLO and the
CT10, NNPDF2.1, MSTW2008 PDF sets at NNLO evolution order. The results are obtained by
a simultaneous fit to all rapidity bins.

PDF set aS(MZ) c2/ndof

CT10-NLO 0.1185 ± 0.0019(exp)± 0.0028(PDF) 104.6/132
±0.0004(NP)+0.0055

�0.0022(scale)
MSTW2008-NLO 0.1157 ± 0.0012(exp)± 0.0013(PDF) 108.3/132

±0.0001(NP)+0.0029
�0.0028(scale)

CT10-NNLO 0.1170 ± 0.0012(exp)± 0.0024(PDF) 106.1/132
±0.0004(NP)+0.0046

�0.0027(scale)
NNPDF2.1-NNLO 0.1173 ± 0.0012(exp)± 0.0018(PDF) 104.1/132

±0.0001(NP)+0.0020
�0.0018(scale)

MSTW2008-NNLO 0.1133 ± 0.0010(exp)± 0.0011(PDF) 107.6/132
±0.0001(NP)+0.0020

�0.0021(scale)

the FASTNLO framework, are identical within about 1 GeV for different PDFs. To emphasize
again that theoretical uncertainties limit the achievable precision, Table 8 presents the decom-
position of the total uncertainty for the six bins in pT into the experimental, PDF, NP, and scale
components.

Table 7: Determination of aS in separate bins of jet pT.

pT range Q aS(MZ) aS(Q) No. of data c2/ndof

(GeV) (GeV) points
114–196 136 0.1170 +0.0062

�0.0045 0.1103 +0.0054
�0.0039 20 6.2/19

196–300 226 0.1179 +0.0067
�0.0049 0.1037 +0.0052

�0.0037 20 7.6/19
300–468 345 0.1194 +0.0067

�0.0049 0.0993 +0.0045
�0.0033 25 8.2/24

468–638 521 0.1188 +0.0072
�0.0051 0.0940 +0.0044

�0.0032 20 10.6/19
638–905 711 0.1193 +0.0080

�0.0056 0.0910 +0.0044
�0.0033 22 11.4/21

905–2116 1007 0.1180 +0.0104
�0.0061 0.0868 +0.0054

�0.0033 26 39.4/25

Figure 17 presents the running of the strong coupling aS(Q) (solid line) and its total uncertainty
(band) as determined in this analysis using the 2-loop solution to the RGE. The extractions of
aS(Q) in six separate ranges of Q as presented in Table 7 are also shown. In the same figure
the values of aS at lower scales determined by the H1 [62, 63], ZEUS [64], and D0 [57, 58]
Collaborations are shown for comparison. Recent CMS measurements [51, 60, 61], which are in
agreement with the aS(MZ) determination of this study, are displayed as well. The results on
aS reported here are consistent with the energy dependence predicted by the RGE.

34 5 Determination of the strong coupling constant

Table 6: Determination of aS(MZ) using the CT10 and MSTW2008 PDF sets at NLO and the
CT10, NNPDF2.1, MSTW2008 PDF sets at NNLO evolution order. The results are obtained by
a simultaneous fit to all rapidity bins.

PDF set aS(MZ) c2/ndof

CT10-NLO 0.1185 ± 0.0019(exp)± 0.0028(PDF) 104.6/132
±0.0004(NP)+0.0055

�0.0022(scale)
MSTW2008-NLO 0.1157 ± 0.0012(exp)± 0.0013(PDF) 108.3/132

±0.0001(NP)+0.0029
�0.0028(scale)

CT10-NNLO 0.1170 ± 0.0012(exp)± 0.0024(PDF) 106.1/132
±0.0004(NP)+0.0046

�0.0027(scale)
NNPDF2.1-NNLO 0.1173 ± 0.0012(exp)± 0.0018(PDF) 104.1/132

±0.0001(NP)+0.0020
�0.0018(scale)

MSTW2008-NNLO 0.1133 ± 0.0010(exp)± 0.0011(PDF) 107.6/132
±0.0001(NP)+0.0020

�0.0021(scale)

the FASTNLO framework, are identical within about 1 GeV for different PDFs. To emphasize
again that theoretical uncertainties limit the achievable precision, Table 8 presents the decom-
position of the total uncertainty for the six bins in pT into the experimental, PDF, NP, and scale
components.

Table 7: Determination of aS in separate bins of jet pT.

pT range Q aS(MZ) aS(Q) No. of data c2/ndof

(GeV) (GeV) points
114–196 136 0.1170 +0.0062

�0.0045 0.1103 +0.0054
�0.0039 20 6.2/19

196–300 226 0.1179 +0.0067
�0.0049 0.1037 +0.0052

�0.0037 20 7.6/19
300–468 345 0.1194 +0.0067

�0.0049 0.0993 +0.0045
�0.0033 25 8.2/24

468–638 521 0.1188 +0.0072
�0.0051 0.0940 +0.0044

�0.0032 20 10.6/19
638–905 711 0.1193 +0.0080

�0.0056 0.0910 +0.0044
�0.0033 22 11.4/21

905–2116 1007 0.1180 +0.0104
�0.0061 0.0868 +0.0054

�0.0033 26 39.4/25

Figure 17 presents the running of the strong coupling aS(Q) (solid line) and its total uncertainty
(band) as determined in this analysis using the 2-loop solution to the RGE. The extractions of
aS(Q) in six separate ranges of Q as presented in Table 7 are also shown. In the same figure
the values of aS at lower scales determined by the H1 [62, 63], ZEUS [64], and D0 [57, 58]
Collaborations are shown for comparison. Recent CMS measurements [51, 60, 61], which are in
agreement with the aS(MZ) determination of this study, are displayed as well. The results on
aS reported here are consistent with the energy dependence predicted by the RGE.

34 5 Determination of the strong coupling constant

Table 6: Determination of aS(MZ) using the CT10 and MSTW2008 PDF sets at NLO and the
CT10, NNPDF2.1, MSTW2008 PDF sets at NNLO evolution order. The results are obtained by
a simultaneous fit to all rapidity bins.

PDF set aS(MZ) c2/ndof

CT10-NLO 0.1185 ± 0.0019(exp)± 0.0028(PDF) 104.6/132
±0.0004(NP)+0.0055

�0.0022(scale)
MSTW2008-NLO 0.1157 ± 0.0012(exp)± 0.0013(PDF) 108.3/132

±0.0001(NP)+0.0029
�0.0028(scale)

CT10-NNLO 0.1170 ± 0.0012(exp)± 0.0024(PDF) 106.1/132
±0.0004(NP)+0.0046

�0.0027(scale)
NNPDF2.1-NNLO 0.1173 ± 0.0012(exp)± 0.0018(PDF) 104.1/132

±0.0001(NP)+0.0020
�0.0018(scale)

MSTW2008-NNLO 0.1133 ± 0.0010(exp)± 0.0011(PDF) 107.6/132
±0.0001(NP)+0.0020

�0.0021(scale)

the FASTNLO framework, are identical within about 1 GeV for different PDFs. To emphasize
again that theoretical uncertainties limit the achievable precision, Table 8 presents the decom-
position of the total uncertainty for the six bins in pT into the experimental, PDF, NP, and scale
components.

Table 7: Determination of aS in separate bins of jet pT.

pT range Q aS(MZ) aS(Q) No. of data c2/ndof

(GeV) (GeV) points
114–196 136 0.1170 +0.0062

�0.0045 0.1103 +0.0054
�0.0039 20 6.2/19

196–300 226 0.1179 +0.0067
�0.0049 0.1037 +0.0052

�0.0037 20 7.6/19
300–468 345 0.1194 +0.0067

�0.0049 0.0993 +0.0045
�0.0033 25 8.2/24

468–638 521 0.1188 +0.0072
�0.0051 0.0940 +0.0044

�0.0032 20 10.6/19
638–905 711 0.1193 +0.0080

�0.0056 0.0910 +0.0044
�0.0033 22 11.4/21

905–2116 1007 0.1180 +0.0104
�0.0061 0.0868 +0.0054

�0.0033 26 39.4/25

Figure 17 presents the running of the strong coupling aS(Q) (solid line) and its total uncertainty
(band) as determined in this analysis using the 2-loop solution to the RGE. The extractions of
aS(Q) in six separate ranges of Q as presented in Table 7 are also shown. In the same figure
the values of aS at lower scales determined by the H1 [62, 63], ZEUS [64], and D0 [57, 58]
Collaborations are shown for comparison. Recent CMS measurements [51, 60, 61], which are in
agreement with the aS(MZ) determination of this study, are displayed as well. The results on
aS reported here are consistent with the energy dependence predicted by the RGE.
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Figure 3: The combined LO and NLO contributions to the inclusive photon cross section from di↵erent
parton-parton initial states for u-type and d-type quarks, and gluons, as a function of E�T: (a) for central
photons and (b) for forward photons. The contributions labeled uu is the sum of combinations including
two u-type quarks, of either the same, or di↵erent flavours.
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Figure 4: (a) Comparison of the gluon PDF xg(x,Q2) at the scale Q2 = 2 GeV2 for di↵erent PDF sets,
and (b) ratio xg(x,Q2)/xg(x,Q2)ref using CT10 as the reference gluon PDF.
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• Prompt photon cross section sensitive to the gluon (and u quark) 
density at leading order 

• The ug contribution dominates due to the large u quark 
charge

• Again, softer ABM gluon contribution - ug contribution smaller 
at high ET

• Smaller differences for forward photons

• Process only recently implemented in APPLgrid using MCFM

December 9, 2013 – 18 : 13 DRAFT 4

 [GeV]γ
TE

100 200 300 400 500 600 700 800 900 1000

(M
C

FM
)

σ
(J

et
Ph

ox
) /

 
σ

0.9

0.95

1

1.05

1.1

1.15

1.2
JetPhox with fragmentation

JetPhox without fragmentation
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Figure 3: The combined LO and NLO contributions to the direct photon cross section from di↵erent
parton-parton initial states for u-type and d-type quarks, and gluons, where uu is the sum of combinations
where the two u-type quarks are either of the same, or of di↵erent flavours; as a function of E�T: (a) for
central photons and (b) for forward photons.

has a softer gluon distribution at high-x such that the contribution from processes with incident gluons in102

the initial state is smaller at high E�T than that obtained using CT10. This large contribution from gluon-103

quark-induced processes suggests that the direct photon cross section can provide significant constraints104

on the gluon distribution with respect to current predictions.105

In the kinematic region of the measurement, contributions from Electroweak corrections [19] are ex-106

pected to be below the experimental, and theoretical scale uncertainties and have not been included.107

4 Sensitivity to parton distribution functions108

The sensitivity of the data to the PDF can be assessed by comparing the measured cross sections to fixed109

order predictions based on di↵erent PDF sets. As discussed above, the dominant channel for photon110

production is ug ! u�, therefore the data are expected to be sensitive to the gluon PDF. Figure 4 shows111
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Table 1: The �2 values evaluated between the measured cross section and the NLO predictions from
MCFM using di↵erent PDF sets. Shown are the central values using the nominal scales, µr = µ f = E�T
together with the envelope of the maximum and minimum �2 values found by varying both µr and µ f
between E�T/2 and 2E�T independently. For each PDF the �2 values for the central scale, and the envelope
are shown separately for the cases both including, and excluding the PDF uncertainties. The number of
degrees of freedom is 23.

Excluding PDF uncertainties Including PDF uncertainties
µr = µ f = E�T Envelope µr = µ f = E�T Envelope

CT10 49.1 34.7 - 63.1 29.8 20.0 - 38.4
MSTW2008 39.9 27.2 - 52.7 32.0 21.3 - 42.3
ABM11 5N 16.2 9.2 - 25.5 15.7 8.9 - 24.9
HERAPDF1.5 28.7 19.0 - 38.9 23.6 15.7 - 32.0
NNPDF2.3 33.5 22.6 - 44.7 27.6 18.7 - 36.9

Table 2: The �2 values evaluated between the measured cross section and JetPhoxNLO predictions using
di↵erent PDF sets with di↵erent choices for ↵EM; fixed and 1-loop running. Shown are values using the
nominal scales, µr = µ f = E�T. The fragmentation scale was also set to E�T. The �2 values including PDF
uncertainties are shown in parentheses. The number of degrees of freedom is 23.

↵EM = 1/137 1-loop running ↵EM

CT10 52.6 (33.4) 44.9 (26.5)
MSTW2008 39.3 (32.3) 33.2 (25.9)
ABM11 5N 20.5 (20.2) 11.2 (11.1)
HERAPDF1.5 37.7 (32.6) 33.1 (27.5)
NNPDF2.3 39.5 (33.1) 37.3 (30.7)

• ATL-PHYS-PUB-2013-018

• Data from arXiv:1311.1440 

• Large variation of the predictions from 
MCFM with each PDF

• Again, ABM11 softer at high ET
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𝜒2 for 23 degrees of freedom
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Figure 7: The DY rapidity spectrum normalized to the Z-peak region (1/sZ d2s/d|y|), com-
pared to theoretical expectations using various PDF sets. The uncertainty bands in the theo-
retical predictions indicate the statistical uncertainty only. The smaller plots show the ratio of
data to theoretical expectation. The error bars include the experimental uncertainty in the data
and statistical uncertainty in the theoretical expectation, combined quadratically.
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Figure 7: The DY rapidity spectrum normalized to the Z-peak region (1/sZ d2s/d|y|), com-
pared to theoretical expectations using various PDF sets. The uncertainty bands in the theo-
retical predictions indicate the statistical uncertainty only. The smaller plots show the ratio of
data to theoretical expectation. The error bars include the experimental uncertainty in the data
and statistical uncertainty in the theoretical expectation, combined quadratically.
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Figure 7: The DY rapidity spectrum normalized to the Z-peak region (1/sZ d2s/d|y|), com-
pared to theoretical expectations using various PDF sets. The uncertainty bands in the theo-
retical predictions indicate the statistical uncertainty only. The smaller plots show the ratio of
data to theoretical expectation. The error bars include the experimental uncertainty in the data
and statistical uncertainty in the theoretical expectation, combined quadratically.
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Figure 7: The DY rapidity spectrum normalized to the Z-peak region (1/sZ d2s/d|y|), com-
pared to theoretical expectations using various PDF sets. The uncertainty bands in the theo-
retical predictions indicate the statistical uncertainty only. The smaller plots show the ratio of
data to theoretical expectation. The error bars include the experimental uncertainty in the data
and statistical uncertainty in the theoretical expectation, combined quadratically.
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Figure 7: The DY rapidity spectrum normalized to the Z-peak region (1/sZ d2s/d|y|), com-
pared to theoretical expectations using various PDF sets. The uncertainty bands in the theo-
retical predictions indicate the statistical uncertainty only. The smaller plots show the ratio of
data to theoretical expectation. The error bars include the experimental uncertainty in the data
and statistical uncertainty in the theoretical expectation, combined quadratically.
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ATLAS (W→lν) 35 pb-1

• Cross section uncertainty dominated by gluon distribution - cancels in the asymmetry, as do many systematic 
uncertainties.

• Due to the ν, cannot reconstruct the W kinematics completely, but the charged lepton asymmetry 

also sensitive to the valence quark distribution.

AW ⇡ uv � dv
u+ d
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The W charge asymmetry

• Charge asymmetry for W bosons sensitive to u and d 
valence quark distributions - if the u and d sea quark 
distributions are approximately the same,  then 

Al
W =

d�W+/d⌘l+ � d�W�/d⌘l�

d�W+/d⌘l+ + d�W�/d⌘l�
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Figure 7: Comparison of the measured muon charge asymmetries to the NLO predictions cal-
culated using the FEWZ 3.1 [39] MC tool interfaced with the NLO CT10 [3], NNPDF2.3 [43],
HERAPDF1.5 [44], MSTW2008 [2], and MSTW2008CPdeut [15] PDF sets. No EW corrections
have been considered in these predictions. Results for muon pT > 25 and >35 GeV are shown
in panels (a) and (b), respectively. The vertical error bars on data points include both statisti-
cal and systematic uncertainties. The data points are shown at the center of each |h| bin. The
theoretical predictions are calculated using the FEWZ 3.1 [39] MC tool. The PDF uncertainty for
each PDF set is shown by the shaded (or hatched) band and corresponds to 68% CL.
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Figure 8: Comparison of the measured muon charge asymmetries to the NNLO predictions for
muon pT > 25 (a) and muon pT > 35 GeV (b). The NNLO HERAPDF1.5 [44] PDF has been
used in the NNLO calculations. The calculations are performed using both the FEWZ 3.1 [39]
and DYNNLO 1.0 [45, 46] MC tools. The NLO prediction based on FEWZ 3.1 is also shown here.
The HERAPDF1.5 PDF uncertainties are shown by the shaded (NLO) and hatched (NNLO)
bands.
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W+charm production
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CMS W+charm measurement
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arXiv:1310:1138

• W + charm data is directly sensitive to the strange quark density 

• ATLAS: arXiv:1402.6263v1

• CMS: arXiv:1310.1138

• Measure fully reconstructed D(*) mesons or soft leptons within a 
jet

• Same sign lepton pair contributions subtracted from opposite 
sign lepton pair distributions to eliminate background  

• Cross section predicted at NLO using aMC@NLO (ATLAS) or 
POWHEG (CMS)

• More details on the data can be seen in presentation from 
Lindsey Gray from the session this morning

total charm-jet

http://arxiv.org/abs/1402.6263v1
http://arxiv.org/abs/1402.6263v1
http://arxiv.org/abs/1310.1138v2
http://arxiv.org/abs/1310.1138v2


• For the fits to the boson data, both ATLAS and CMS perform fits both with constrained strange density, and where  
where the A and C coefficients of the strange density are allowed to vary independently

• So a 15 parameter fit, with

• APPLgrid interfaced to MCFM used for the reproduction of the W, Z, and W+c cross section at NLO, or at NNLO using 
K-factors from FEWZ

• The ATLAS-epWZ12 NNLO fit (NLO and LO also performed): PRL 109, 012001 (2012)

• The W charge asymmetry data help to constrain the u and d valence distributions

• Z data provides some constraint on the strange distribution

• The CMS fit, uses W asymmetry data and W+c to constrain the strange quark distribution:  arXiv:1312.6283v2

• MCFM calculation at the bare charm level - fit uses data unfolded using charm fragmentation fractions for 
comparison 

• ATLAS "eigenvector" fit to the new ATLAS W+c data: arXiv:1402.6263v1

• Using combination of cross section predictions from the eigenvector sets of the HERA PDF1.5 in aMC@NLO 
including full parton shower and fragmentation

Fits to the EW Boson data
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rs = (s+ s̄)/2d̄

Rs = (s+ s̄)/(d̄+ ū)

xs(x) = As̄x
Bs(1� x)Cs

http://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&ved=0CCcQFjAA&url=http%3A%2F%2Flink.aps.org%2Fdoi%2F10.1103%2FPhysRevLett.109.012001&ei=Zk4gU96MHsTB0gXri4D4Cw&usg=AFQjCNHmhAS31Z8dzoVmLo_MKXcM22CidA&sig2=8LkRMPvmYzPt8r8PumXXmQ&bvm=bv.62788935,d.d2k
http://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&ved=0CCcQFjAA&url=http%3A%2F%2Flink.aps.org%2Fdoi%2F10.1103%2FPhysRevLett.109.012001&ei=Zk4gU96MHsTB0gXri4D4Cw&usg=AFQjCNHmhAS31Z8dzoVmLo_MKXcM22CidA&sig2=8LkRMPvmYzPt8r8PumXXmQ&bvm=bv.62788935,d.d2k
http://arxiv.org/abs/1312.6283
http://arxiv.org/abs/1312.6283
http://arxiv.org/abs/1402.6263v1
http://arxiv.org/abs/1402.6263v1


6

Fig. 4 Summary plots of valence, total sea (scaled) and gluon
(scaled)densities with their total model uncertainties at the scale of
Q2 = 10 Gev2 obatined using ACOT scheme with k� f actor method
(red) compared to the HERAPDF1.0 PDF set at NLO using RT
scheme.

Fast Grid Techniques:362

– The APPLGRID [15] package allows the fast com-363

putation of NLO cross sections for particular pro-364

cesses for arbitrary sets of proton parton distribution365

functions. The package implements calculations of366

DY production as well as jet production in pp( p̄)367

collisions and DIS processes.368

The approach is based on storing the perturbative369

coefficients of NLO QCD calculations of final-state370

observables measured in hadron colliders in look-up371

tables. The PDFs and the strong couplings are in-372

cluded during the final calculations, e.g. during PDF373

fitting. The method allows variation of factorisation374

and renormalisation scales in calculations.375

The look-up tables (grids) can be generated with mod-376

ified versions of the MCFM parton level generator377

for DY [11–13] or NLOjet++ [7, 8] code for NLO jet378

production. The model input parameters are pre-set379

as usual for MCFM, while binning and definitions380

of the cross section observables are set in the AP-381

PLGRID code. The grid parameters, Q2 binning and382

interpolation orders are also defined in the code.383

APPLGRID constructs the grid tables in two steps:384

(i) exploration of the phase space in order to opti-385

mize the memory storage and (ii) actual grid con-386

struction in the phase space corresponding to the re-387

quested observables. The NLO cross sections are re-388

stored from the grids using externally provided PDFs,389

aS, factorization and renormalization scales. For NNLO390

predictions k� f actors can be applied.391

This method was used by the ATLAS collaboration392

in determining the strange quark density of the pro-393

ton from W and Z cross sections [33]. An illustration394

of ATLAS PDFs extracted using k� f actor method395

is shown in Fig. 5 togehter with the comparison to396

global PDF sets CT10 [19] and NNPDF2.1 [20].397

Fig. 5 The strange anti-quark density versus x for the ATLAS epWZ
free sbar NNLO fit (magenta band) compared to predictions from
NNPDF2.1 (blue hatched) and CT10 (green hatched) at Q2 = 1.9
GeV2.

– The fastNLO project [16–18] uses multi-dimensional398

interpolation techniques to convert the convolutions399

of perturbative coefficients with parton distribution400

functions and the strong coupling into simple prod-401

ucts. The perturbative coefficients are calculated by402

the NLOJET++ program [7] where, in addition to the403

jet production processes available in MCFM, calcu-404

lations for jet-production in DIS [58] are available as405

well as calculations for hadron-hadron collisions [8,406

59] which include threshold-corrections at O(NNLO)407

for inclusive jet cross sections [60].408

The fastNLO libraries are included in the HERAFitter409

package. In order to include a new measurement into410

the PDF fit, the fastNLO tables have to be specified.411

These tables include all necessary information about412

the perturbative coefficients and the calculated pro-413

cess for all bins of a certain dataset. The fastNLO414

tables were originally calculated for multiple fac-415

tors of the factorization scale, and a renormaliza-416

tion scale factor could be chosen freely. More re-417

cently, some of the fastNLO tables allow for the418

free choice [18] of the renormalization and the fac-419

torization scale as a function of two pre-defined ob-420

• Original ATLAS epWZ12 fit at NNLO fitting only inclusive Z and W± 
found an enhanced strangeness contribution
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ATLAS strangeness contribution
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rs = 0.96+0.16
�0.18(th, exp)

+0.21
�0.24(scale)

ATLAS epWZ12 NNLO fit

NLO "eigenvector" fit
PRL 109, 012001 (2012)

arXiv:1402.6263v1

• New "eigenvector" fit to only W+c data supports enhanced strange 
contribution with respect to the HERA PDF1.5 fit

rs=1.00± 0.07(exp)

±0.03(mod)

+0.04
�0.06(par)± 0.02(↵S)± 0.03(th)

ATLAS epWZ12 NNLO fit

http://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&ved=0CCcQFjAA&url=http%3A%2F%2Flink.aps.org%2Fdoi%2F10.1103%2FPhysRevLett.109.012001&ei=Zk4gU96MHsTB0gXri4D4Cw&usg=AFQjCNHmhAS31Z8dzoVmLo_MKXcM22CidA&sig2=8LkRMPvmYzPt8r8PumXXmQ&bvm=bv.62788935,d.d2k
http://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&ved=0CCcQFjAA&url=http%3A%2F%2Flink.aps.org%2Fdoi%2F10.1103%2FPhysRevLett.109.012001&ei=Zk4gU96MHsTB0gXri4D4Cw&usg=AFQjCNHmhAS31Z8dzoVmLo_MKXcM22CidA&sig2=8LkRMPvmYzPt8r8PumXXmQ&bvm=bv.62788935,d.d2k
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Strangeness contribution 
from CMS NLO QCD fit

26 8 The QCD analysis of HERA and CMS results of W-boson production
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Figure 12: Parton distribution functions, shown as functions of x, obtained by using HERA DIS
data and CMS measurements of W-boson production in the free-s NLO QCD analysis. Gluon,
valence, and sea distributions are presented at the starting scale Q2

0 = 1.9 GeV2 of the PDF
evolution (left) and the mass squared of the W boson (right). The sea distribution is defined as
S = 2 · (u+ d+ s). The full band represents the total uncertainty. The individual contributions
from the experimental, model, and parametrization uncertainties are represented by the bands
of different shades. The gluon and sea distributions are scaled down by a factor of 20.
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Figure 13: Antistrange-quark distribution s(x, Q) and the ratio Rs(x, Q), obtained in the QCD
analysis of HERA and CMS data, shown as functions of x at the scale Q2 = 1.9 GeV2 (left) and
Q2 = m2

W (right). The full band represents the total uncertainty. The individual contributions
from the experimental, model, and parametrization uncertainties are represented by the bands
of different shades.
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Figure 12: Parton distribution functions, shown as functions of x, obtained by using HERA DIS
data and CMS measurements of W-boson production in the free-s NLO QCD analysis. Gluon,
valence, and sea distributions are presented at the starting scale Q2

0 = 1.9 GeV2 of the PDF
evolution (left) and the mass squared of the W boson (right). The sea distribution is defined as
S = 2 · (u+ d+ s). The full band represents the total uncertainty. The individual contributions
from the experimental, model, and parametrization uncertainties are represented by the bands
of different shades. The gluon and sea distributions are scaled down by a factor of 20.
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Figure 13: Antistrange-quark distribution s(x, Q) and the ratio Rs(x, Q), obtained in the QCD
analysis of HERA and CMS data, shown as functions of x at the scale Q2 = 1.9 GeV2 (left) and
Q2 = m2

W (right). The full band represents the total uncertainty. The individual contributions
from the experimental, model, and parametrization uncertainties are represented by the bands
of different shades.

x

r s=
 s�

 / 
d�

CMS NLO free s fit:
HERA I DIS + CMS Aµ + W+c

HERAPDF1.5 + ATLAS Wc-jet/WD data
ATLAS-epWZ12

Q2= mW
2

0.5

0.75

1

1.25

1.5

10 -3 10 -2 10 -1

  Recontres de Moriond EW 15th - 22nd March 2014  - La Thuile

M Sutton - Recent constraints on the proton PDF and αS from ATLAS and CMS 

• Rs ~ 0.7 at low-x at the starting scale

• Some tension between ATLAS and CMS result at high-x

• Promising for full combined fit to the EW boson data, including 
W charge asymmetry, W+c and Z data
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Summary
• Both ATLAS and CMS have a large, and growing portfolio of precision measurements available that all have the 

potential to help constrain the parton distributions in the proton

• Inclusive jet and dijet production

• W and Z data, including with Charm

• Prompt photon, 

• Heavy quark and top pair production

• Only a small selection of the data has been discussed here - higher luminosity is already available and being analysed 
with a view to reducing both the statistical and systematic uncertainties

• For many measurements, theoretical uncertainties are often comparable to, or larger, than those from the data  

• Already including the currently available data in the fit is seen to significantly reduce the uncertainties on both on the 
gluon and quark distributions 

• Developments in the grid technology (fastNLO and APPLgrid) mean that these data can be used in a QCD fit

• We have come a long way, and have started out on the journey towards realising the full potential of the data   

• It will be a very interesting time ahead ... 
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