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Where do cosmic rays come from? 
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Why anisotropy? (II) 
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Experimental situation 

factor	  30	  



Source stochasticity 
JCAP01(2012)011

Figure 2. Anisotropy amplitude for ten random realizations of sources in the cylindrical model,
assuming δ = 1/3 and a SN rate R = 1/100 yr−1 (R = 1/30 yr−1) on the left (right). The halo
size is H = 4 kpc. The injection spectrum is assumed to have slope (below the cutoff) such that
γ + δ = 2.67. The data points are from [20–22].

ratio between 〈JCR〉 and nCR. Both panels of figure 2 show very clearly the strong dependence
of the strength of anisotropy on the specific realization of source distribution, thereby also
disproving the naive expectation that the anisotropy should be a growing function of energy
with the same slope as the diffusion coefficient D(E). Whenever the small scale contribution
is not negligible, the observed anisotropy can in fact even be a non monotonic function of
energy, with dips and bumps, and with wide energy regions in which it is flat with energy,
quite like what the data show at energies E < 105 GeV. It is interesting however that none
of our realizations of the source distribution leads to anisotropies as low as the one suggested
by the data in the energy region 105 − 106 GeV (contributed by the EASTOP experiment).

Data in this region are in fact somewhat puzzling because they are so low as to suggest
that the Compton-Getting effect [25] leads to a level of anisotropy close to the lowest expected
limit. The Compton-Getting anisotropy is estimated to be between 3 × 10−4 and 10−3 de-
pending on the velocity with which the Earth moves with respect to the rest-frame of the CR
scattering centers. This velocity is not known and the above estimates refer to a velocity range
from a minimum of ∼ 20 km/s to a maximum of ∼ 250 km/s, corresponding to the motion of
the solar system through the Galaxy [26]. It is clear that the measured anisotropy between
105 and 106 GeV is only marginally consistent with a velocity of few tens of km/s at most.

We also checked the effects of decreasing further the source rate, which could be the
case if the bulk of CRs does not come from standard SNe but rather from rarer events, like
for example an especially energetic sub-sample of SNe or GRBs. The resulting anisotropy is
somewhat larger at low energies, on average: the data can still be easily reproduced at the
low and high energies, but the central, more problematic region is now more extended, in
general, to the left than in figure 2, approximately ranging from few ×104 to 106.

In figure 2 we adopted a diffusion coefficient scaling with E1/3. The energy dependence
of the diffusion coefficient is however the subject of an ongoing debate: given D(E) ∝ Eδ it
is controversial whether δ is 1/3, 1/2, 0.6 or even larger (see [27] and references therein).

The all-particle spectrum alone, while giving some indications that δ = 1/3 could be
preferable (see Paper I), does not allow one to really clinch the question. This is because
the all-particle spectrum only depends on the combination δ + γ. In principle the B/C ratio
would allow a direct measurement of δ, if this ratio could be measured at sufficiently high
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Conclusion I 
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Figure 3. Anisotropy amplitude for ten random realizations of sources in the cylindrical model,
assuming δ = 0.6 and a SN rate R = 1/30 yr−1. The halo size is H = 4 kpc. The injection spectrum
is assumed to have slope (below the cutoff) such that γ + δ = 2.67.

energies. Unfortunately at the present time the error bars on this quantity are still large
enough to allow for ambiguity in the best fit value (see for instance [28]).

Since the anisotropy δA is defined as the ratio between the density gradient and the
density, γ does not appear in δA while δ does (see also expressions 3.11 and 3.13 for the
simplified case of a uniform distribution of the sources). In figure 3 we plot the amplitude
of the anisotropy computed for ten different realizations of the source distribution in the
cylindrical model: a slope of the diffusion coefficient δ = 0.6 is assumed, while the other
parameters are all the same as for the plot in the right panel of figure 2.

As well as in the case δ = 1/3, also for δ = 0.6 the amplitude of the anisotropy is a
complex function of energy as a result of the cosmic rays contributed by nearby recent SNRs.
However, for δ = 0.6 the amplitude of the anisotropy appears to be systematically larger
than the observed one at all energies. In other words, fast diffusion leads to exceedingly
large anisotropy which seriously challenges the models that require large values of δ (see for
instance the discussion in ref. [27] for the cases in which a convective wind is included). It
is worth noticing that at very high energies the amplitude may exceed unity. These cases
clearly suggest that the diffusive paradigm may break down for very nearby sources of CRs,
as already discussed in Paper I.

We think that the results just showed provide clear evidence in favor of a diffusion
coefficient with a weak dependence on energy. This finding is of crucial importance in several
respects. The fact that the data suggest a value δ = 1/3 is comforting in some respects and
puzzling in some others, in relation to our understanding of CR acceleration and propagation.
On the one hand, δ = 1/3 gives the exact energy dependence of D(E) that Kolmogorov-type
turbulence would provide, so propagation follows a framework that was not unpredicted
from the theoretical point of view. On the other hand, however, as we already mentioned
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size is H = 4 kpc. The injection spectrum is assumed to have slope (below the cutoff) such that
γ + δ = 2.67. The data points are from [20–22].
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of the strength of anisotropy on the specific realization of source distribution, thereby also
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with the same slope as the diffusion coefficient D(E). Whenever the small scale contribution
is not negligible, the observed anisotropy can in fact even be a non monotonic function of
energy, with dips and bumps, and with wide energy regions in which it is flat with energy,
quite like what the data show at energies E < 105 GeV. It is interesting however that none
of our realizations of the source distribution leads to anisotropies as low as the one suggested
by the data in the energy region 105 − 106 GeV (contributed by the EASTOP experiment).

Data in this region are in fact somewhat puzzling because they are so low as to suggest
that the Compton-Getting effect [25] leads to a level of anisotropy close to the lowest expected
limit. The Compton-Getting anisotropy is estimated to be between 3 × 10−4 and 10−3 de-
pending on the velocity with which the Earth moves with respect to the rest-frame of the CR
scattering centers. This velocity is not known and the above estimates refer to a velocity range
from a minimum of ∼ 20 km/s to a maximum of ∼ 250 km/s, corresponding to the motion of
the solar system through the Galaxy [26]. It is clear that the measured anisotropy between
105 and 106 GeV is only marginally consistent with a velocity of few tens of km/s at most.

We also checked the effects of decreasing further the source rate, which could be the
case if the bulk of CRs does not come from standard SNe but rather from rarer events, like
for example an especially energetic sub-sample of SNe or GRBs. The resulting anisotropy is
somewhat larger at low energies, on average: the data can still be easily reproduced at the
low and high energies, but the central, more problematic region is now more extended, in
general, to the left than in figure 2, approximately ranging from few ×104 to 106.

In figure 2 we adopted a diffusion coefficient scaling with E1/3. The energy dependence
of the diffusion coefficient is however the subject of an ongoing debate: given D(E) ∝ Eδ it
is controversial whether δ is 1/3, 1/2, 0.6 or even larger (see [27] and references therein).

The all-particle spectrum alone, while giving some indications that δ = 1/3 could be
preferable (see Paper I), does not allow one to really clinch the question. This is because
the all-particle spectrum only depends on the combination δ + γ. In principle the B/C ratio
would allow a direct measurement of δ, if this ratio could be measured at sufficiently high
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•  can be used to constrain spectral 
index of diffusion coefficient: 

•  poor agreement for  

•  for                ,  
it’s even worse 

δ = 1/3

δ = 0.6
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•  maybe the predicted global gradient is too large 
•  also in disagreement with gamma-ray data 

•  vary diffusion coefficient with galacto-centric radius 

•                                  but 
 

•  turbulence level follows source density 

•  in the inner Galaxy escape is dominated by perpendicular diffusion 

•  simulated by  
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Conclusion II 

Evoli et al., PRL 108 (2012) 211102 

which we use to compute the contribution of CR diffusion
to the LSA starting from the CR distribution computed in
the same PDmodels as in the previous section. Remarkably,
with increasing !, hence with a smoother CR distribution,
the predicted LSA also decreases. Changing from ! ¼ 0 to
! ¼ 1 reduces the anisotropy by almost a factor of 10.
Intriguingly, we can reproduce the CR anisotropy data
[10] up to few TeV ! ¼ 0:85 (see Fig. 3). The discrepancy
between our model and the observed anisotropy above that
energy is probably due to source stochasticity which we did
not account for in thiswork. Indeed,while below 10TeV the
observed anisotropy phase (see [10], and references therein)
remains almost constant to a value compatible with expec-
tations from the global CR leakage, above that energy it
significantly fluctuates, as expected if the contribution of
stochastic sources becomes dominant.

Conclusions.—In this Letter we presented a consistent
solution to the CR gradient and anisotropy problems. Our
approach is based on the physically motivated hypothesis
that the CR diffusion coefficient is spatially correlated to
the source density: regions in which star, hence SNR,
formation is stronger are expected to show a stronger
turbulence level and therefore a larger value of the perpen-
dicular DC (oppositely to what happens for Dk). The
escape of CRs from the most active regions is therefore
faster, hence smoothing out their density through the
Galaxy. Correspondingly, the predicted CR gradient and
anisotropy are reduced. We implemented a phenomeno-
logical realization of this scenario and checked that—
while CR data are still correctly reproduced—our approach
also gives a remarkably good description of the spectrum
and longitude distribution of the diffuse "-ray emission
measured by the Fermi-LAT collaboration. Our analysis
provides for the first time a unified propagation model
which reproduces local nuclear spectra and also explains
nonlocal observables, and in particular reconciles the pre-
ferred low-reacceleration models with # ’ 0:5 hinted
at by the combined spectra of nuclei (B/C), antiprotons,

electrons, and radio data (and phenomenologically pre-
ferred by acceleration theory) with anisotropy and gradient
observations. We take these results as an encouragement to
pursue a self-consistent theory or computation of nonlinear
CR—MHD turbulence interaction in the Galaxy. We notice
that an alternative solution of the CR gradient problems in
terms of a spatially varying convective velocity was pro-
posed in [20,21]. A possible consistent solution of the CR
isotropy problem also deserves to be investigated.
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FIG. 3 (color online). The CR anisotropy measured by several
experiments is compared with our predictions for ! ¼ 0 (dashed
line) and ! ¼ 0:85 (solid line). Triangle/circle data were taken
from muon/EAS detectors as reported in [10,28].
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equation with the DRAGON numerical diffusion code [24],
which, differently from other numerical and semianalytical
programs, is designed to account for a spatially dependent
DC. The code is two dimensional (R, z) and assumes a
purely azimuthal (no arms) structure of the regular GMF.
Therefore, we can only model perpendicular diffusion and
the DC is treated as a (position dependent) scalar.
Nevertheless, as only the escape time is relevant to deter-
mine the CR density, we can account for parallel diffusion
along the spiral arms by using an effective DC: DeffðRÞ ¼
max½D?ðRÞ; ðH=RarmÞ2DkðRÞ%. We assume, therefore, the
phenomenological dependence D?ðRÞ / QðRÞ!, where
! * 0 is a free parameter to be fixed against the data
(simulations do not allow us to determine ! with sufficient
accuracy). According to QLT and numerical simulations,
we assume Dk to have an opposite dependence on the
turbulence strength; hence, DkðRÞ / QðRÞ&!. We remark
that parallel diffusion has almost no effect on the "-ray
angular distribution and the local CR anisotropy, as it
becomes relevant only in the most external regions of the
Galaxy, where the source density (hence turbulence injec-
tion) is very small. Its presence, however, naturally pre-
vents the escape time from taking unphysically large
values at large R. For the source radial distribution we
adopt QðRÞ / ðR=R'Þ1:9 expð&5ðR&R'

R'
ÞÞ, based on pulsar

catalogues [25]. Using other, observationally determined,
distributions would not change our main results. Similarly
to [3,19], we assume a vertical profile DeffðR; zÞ ¼
DeffðRÞ expðz=HÞ. We also assume D / ðv=cÞ&0:4 (v is
the particle velocity) to reproduce the low-energy B/C
data as shown in those papers. This does not affect the
results discussed here. We fix H ¼ 4 kpc and for each
value of ! we set the D normalization to match the ob-
served B/C ratio and other light nuclei ratios. We fix the D
rigidity dependence # ¼ 0:6 in the rest of our Letter. To
better highlight the effects of inhomogeneous diffusion we
consider here only PD propagation setups. Adding moder-
ate reacceleration and radially uniform convection does not
change significantly any of our results.

We find a good fit of the B/C ratio for all values of
! 2 ½0; 1%. The best fit D normalization only mildly de-
pends on !. Also the computed antiproton and midlatitude
"-ray spectra match observations within errors. We then
calculate the "-ray emissivity from the CR spatial distri-
butions in our models. As is clear from Fig. 1, the model
! ¼ 0 (uniform diffusion) does not reproduce the observed
emissivity profile. We obtain the simulated "-ray angular
distribution by performing a line-of-sight integration of the
product of the emissivity times the gas density. For con-
sistency we use the same gas distribution [26] and the same
catalogue sources [27] adopted by the Fermi-LAT collabo-
ration. We show in Fig. 2 the longitude profiles of Galactic
"-ray emission and the residuals of the models against data
for ! ¼ 0 and ! ¼ 0:85. The model ! ¼ 0 is clearly too
steep compared to the data: it overshoots the data in the

Galactic center region while it undershoots observations by
several $ in the anticenter region. Increasing ! yields a
much smoother behavior of the emissivity as a function of
R (see [15] for the possible reasons why the emissivity in
the II and III quadrants do not agree entirely). A good
match of Fermi-LAT data is achieved for ! ’ ½0:7–0:9%,
with ! ¼ 0:85 providing an optimal fit and improving the
residual distribution.
Effect on the CR anisotropy.—The CR LSA component

in the radial direction is related to the CR gradient by

anisotropy ¼ 3D?
c

!!!!!!!!
rrnCR
nCR

!!!!!!!!; (2)

FIG. 1 (color online). Integrated "-ray emissivity (number of
photons emitted per gas atom per unit time) constrained by
Fermi-LAT (orange region [15], gray region [14]) compared
with our predictions for ! ¼ 0, 0.2, 0.5, 0.7, 0.8, 0.9 (from top
to bottom).

FIG. 2 (color online). Predicted longitudinal profile of the
"-ray diffuse flux along the Galactic plane compared to
Fermi-LAT data [27], and residuals. Data are integrated over
the latitude interval jbj< 5( and in energy between 1104 and
1442 MeV. Solid line ! ¼ 0:85, dashed line ! ¼ 0.
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•  distribution function                  develops 
under in$uence of               and 

•  we predict only the ensemble average 
for ensemble averaged force term 

•  usually, this is determined from Gaussian 
random B-!eld, characterised by 

→ deviations from ensemble average 

Ensemble averaging 
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•  we	  live	  in	  one	  par(cular	  realisa(on	  	  
of	  random	  magne/c	  field!	  

δB(�x) δE(�x)
f(�x, �p, t)

�f(�x, �p, t)�

W (k)



•  decompose distribution function 

•  dipole = !rst harmonic of anisotropic part 

•  can this help decrease the dipole amplitude? 

Anisotropic diffusion 
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→ amplitude	  depends	  on	  gradient	  along	  
background	  B-‐field	  

→ orienta/on	  not	  in	  direc/on	  of	  gradient	  but	  of	  
background	  B-‐field	  

f0(�x, p, µ, t) ≡ F (�x, p, t) + g(�x, p, µ, t)

|�δ| =
� 1
−1 dµµg(µ)
� 1
−1 dµ f0

= . . . = − 1

4v

∂F/∂z

F
D||



Numerical approach 



Numerical approach 

1.  set up large scale gradient at time                   : 

2.  back-track large number of particles             for time      : 

3.  Liouville’s theorem: 

i ∈ N

{�xi(t0), �pi(t0)} → {�xi(t0 −∆t), �pi(t0 −∆t)}
∆t

(t0 −∆t)

df = 0 ⇒ f(�xobs., �pi(t0)) = f(�xi(t0 −∆t), �pi(t0 −∆t))

f(�x, �p, t0 −∆t) = . . .



check: diffusion coefficient 
•  average over large number of trajectories and B-!eld realisations 

•  isotropic diffusion coefficient in agreement with “theory” 



check: diffusion coefficient 
•  average over large number of trajectories and B-!eld realisations 

•  anisotropic diffusion coefficients in agreement with quasi-linear theory 



w/o background B-!eld 

1 PeV 
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w/o background B-!eld 
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w/ background B-!eld @ 0° 

1 PeV 



w/ background B-!eld @ 60° 

1 PeV 



w/ background B-!eld @ 90° 

1 PeV 



w/ background B-!eld @ 0° 
1 PeV 



w/ background B-!eld @ 90° 
1 PeV 



w/ background B-!eld 
1 PeV 



w/ background B-!eld 
100 TeV 



w/ background B-!eld 



Conclusion 

1.  local diffusion not in ensemble average but in particular realisation of B-!eld 
2.  relative orientation between B-!eld and gradient 

considerable variations B-!eld and gradient @ 90° !nding sources? 


