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growth of gluon densities towards small-x

Low-x studies and the CGC
•Nuclear shadowing, String fusion, percolation

Other approaches (HIC)

• Energy dependent cutoff in event generators

• Resummation of multiple scatterings
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• kt-broadening

data on charged leptons DIS with nuclear targets and Drell-Yan in proton-nucleus collisions.

Checks of the compatibility with other hard processes are also available: the inclusive particle

production at high transverse momentum from d+Au collisions at RHIC has been included in

the analysis of [25] without signs of tension among the different data sets; the compatibility with

neutrino DIS data with nuclear targets has also been checked in Ref. [29]2. Moreover, the most

recent data from Z-production at the LHC [30] also show good agreement with the factoriza-
tion assumption although errors are still moderately large. In spite of these successes, the gluon

distribution remains poorly constrained for the nucleus, as can be seen in Fig. 1 where different

sets of nPDFs are shown, together with the corresponding uncertainty bands. DGLAP evolution

is, however, very efficient in removing the nuclear effects for gluons at small-x, which quickly
disappear for increasing Q2. In this way, these uncertainties become smaller for the hardest

available probes — see Fig. 1 — except for the large-x region where substantial effects could
survive for large virtualities. This region is, however, dominated by valence quarks which in

turn are rather well constrained by DIS data with nuclei.

An alternative approach [31] computing the small-x shadowing by its connection to the
hard diffraction in electron-nucleon scattering has been used to obtain the nuclear PDF at an

initial scale Q0 which are then evolved by NLO DGLAP equations. The inputs in this calcula-

tion are the diffractive PDFs measured in DIS with protons at HERA. These distributions are

dominated by gluons, resulting in a stronger shadowing for gluons than the corresponding one

for quarks. In Fig. 1 the results from this approach for the gluon case are also plotted. The

differences at small-x become even larger at smaller virtualities (not shown) [31].
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Fig. 1: Current knowledge of nuclear PDFs, shown as the ratio of bound over free proton gluon distributions,

RPb
g (x,Q2), obtained by the NLO global fits EPS09 [25], HKN07 [26] and nDS [27] at two different virtualities,

Q2 = 1.69 GeV2 and Q2=100 GeV2. Also shown for Q2 = 100 GeV2 are the results from Ref. [31] (FGS10) in

which gluon shadowing is computed from the DIS diffraction cross section measured at HERA.

It is worth noticing that in contrast to RHIC, where there are constraints at mid-rapidity

(x >∼ 10−2) for nuclear distributions from DIS and DY data, the LHC will probe completely

unexplored regions of phase space. This complicates the interpretation of the A+Adata before

a p+Abenchmarking programme removes these uncertainties, e.g. for the suppression of high

transverse momentum particles observed in [3]. The experimental data from d+Au collisions at

RHIC have already proven to be an appropriate testing ground for nPDFs studies: as mentioned

before, data on inclusive production at high-pT has been included in global fits, providing con-
straints for gluons; nPDFs are also extensively used in phenomenological studies of hard probes

2See, however, Ref. [28] for contradicting results.
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Main limitation for small-x studies @ AFTER: Kinematic coverage 

AFTER: High-x studies, 
(n)PDF’s, intrinsic Q...
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Color Glass Condensate  quantitative phenomenology

Initial conditions for the evolution
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Color Glass Condensate  quantitative phenomenology

Initial conditions for the evolution

W[A,x0]
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Small-x non-linear evolution 

“BK-JIMWLK”

radiative + recombination processes 
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Calculate observables (single and double inclusive, multiplicities, Q-production...)

x=x0 ~ 10-2 x<x0 ~10-2
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Some problems where AFTER may help:

1. Determination of the initial conditions for the evolution

2. Centrality dependence of the initial conditions for the evolution

3. Identify the onset of non-linear corrections to the standard pQCD calculations

4. Test NLO corrections to the CGC formalism

5. Interplay between large-x and low-x effects



1. Determination of the initial conditions for the evolution

Fits to HERA and RHIC data do not constrain much the IC for proton evolution

Even worse situation for nuclei: Only p+Pb data can constrain IC for Pb evolution

Uncertainties at the level of the IC account for a large part of uncertainties in CGC predictions
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Figure 6: Left: rcBK fits to HERA data on the reduced cross section in e+p scattering at small-x
from79. Right: Comparison of the latest F

L

data80 (red dots) with the AAMQS calculation (blue
triangles).

where, ⇤ = 0.241 GeV, Q
s0N

is the proton saturation scale at the initial x
0

and � is a dimensionless
parameter that controls the steepness of the unintegrated gluon distribution for momenta above
the initial saturation scale k

t

> Q
s0N

. The AAMQS fits were updated in79 to include the much
more precise data from the combined analysis by the H1 and ZEUS collaborations78 as well as
the contributions from heavy quarks. With this set up, the AAMQS fits provide a remarkably good
description of both data on the inclusive, F

2

(Fig. 6 left) and longitudinal, F
L

(Fig. 6 right), structure
functions. Although the AAMQS fits clearly favor values � > 1, they do not uniquely determine its
optimal value (and neither does the analysis of forward RHIC data performed in ref.82). Rather,
di↵erent pairs of (Q2

s0N

, �)-values provide comparably good values of �2/d.o.f ⇠ 1, see Table 2. The
“degeneracy” is due to correlations among parameters and also because HERA data is too inclusive
to constrain exclusive features of the proton UGD. Similar to the GBW model, the AAMQS fits
consider the proton to be homogenous in the transverse plane. Equivalently the proton density profile
is taken to be a step-function T

p

(b) = ✓(b � b
0

), which allow the replacement of the integral over
impact parameter by a global normalization constant

R
d2b ! �

0

, treated as another fit parameter.
Another good fit to HERA data on inclusive structure functions has been recently presented in ref.83

There main novelty with respect the AAMQS fits is the choice of a new set of initial conditions:
the anomalous dimension, � in Eq. (37) is kept to unity in and, in turn, the constant under the
logarithm, e is taken as another free parameter. Energy conservation corrections, which slow down
further the evolution speed, were incorporated to rcBK fits in ref.,84 providing also a good description
of di↵ractive and inclusive data.

A recent comparative study of the stability of standard DGLAP and rcBK fits to small-x HERA
data under changing boundary conditions performed by systematically excluding subsets of data
from the fits showed that rcBK fits do provide more robust fits to data than DGLAP ones,85 thus
providing an additional indication for the relevance of non-linear small-x dynamics in the analysis of
HERA data.

All the approaches described above attain an excellent description of inclusive e+p data. Ar-
guably, the main advantage of the IP-Sat or b-CGC models is the explicit impact parameter depen-
dence of the amplitude which, unlike the GBW or rcBK approaches, allows the description of HERA
data on exclusive di↵ractive processes. In turn, the rcBK approach is more solidly grounded in the

22

AAMQS fits to e+p data from HERA Unintegrated gluon distribution

�(x,kt)

� 1
k2�
t

� > 1

accordingly, the BK equation equation including running coupling corrections (referred to as rcBK
in what follows) reads

∂NF (r, x)

∂ ln(x0/x)
=

∫
d2r1 K

run(r, r1, r2) [NF (r1, x) +NF (r2, x)−NF (r, x)−NF (r1, x)NF (r2, x)] (1)

where r = r1+ r2 (we use the notation v ≡ |v| for two-dimensional vectors throughout the paper)
and Krun is the evolution kernel including running coupling corrections:

Krun(r, r1, r2) =
Nc αs(r2)

2π2

[
1

r21

(
αs(r21)

αs(r22)
− 1

)
+

r2

r21 r
2
2

+
1

r22

(
αs(r22)

αs(r21)
− 1

)]
. (2)

In practical implementaions, the running coupling in Eq. (2) is regularized in the infrared by
freezing it to a constant value αfr = 0.7.

Solving the BK equation is an initial value problems, i.e. it is well defined only after initial
conditions at the initial evolution scale, x0 = 10−2 in the AAMQS fits, and for all values of the the
dipole size r have been provided. This introduces free parameters, ultimately of non-perturbative
origin, to be fitted to data. In the AAMQS rcBK fits to HERA data the initial conditions are
taken in the form

NF (r, x=x0) = 1− exp

[
−
(
r2Q2

s0,proton

)γ

4
ln

(
1

Λ r
+ e

)]
, (3)

where Λ = 0.241 GeV, Q2
s0,proton is the saturation scale at the initial scale x0 and γ is a dimen-

sionless parameter that controls the steepness of the unintegrated gluon distribution for momenta
above the saturation scale kt > Qs0. Both Q2

s0 and γ are fitted to data. Although the the AAMQS
fits clearly favor values γ > 1, they do not uniquely determine its optimal value (and neither do
so the analysis of forward RHIC data performed in [?]). Rather, different pairs of (Q2

s0,proton, γ)-
values that provide comparably good values of χ2/d.o.f ∼ 1 are found, the reason being that they
are correlated with other parameters, as the overall normalization, and also that HERA data is
too inclusive to constrain exclusive features of the proton UGD. In order to account for such un-
certainty, we shall consider two of the AAMQS sets, corresponding to (Q2

s0,proton, γ)=(0.168 GeV2,
1.119) and (0.157 GeV2, 1.101). Additionally we shall also consider the McLerran Venugopalan
(MV) model, which corresponds to Eq. (3) evaluated at γ = 1, since it provides contact with a
model well established theoretically. Besides, it should be noticed that values γ > 1 for the proton
may arise due to higher order in density corrections to the MV model, as recently demonstrated
in [?]. Such corrections are expected to the decrease with increasing atomic number. Therefore
it is conceivable that the dipole nucleus scattering amplitude may be better represented by the
MV model than by initial conditions with γ > 1, an option we shall consider later on (?). The
(Q2

s0,proton, γ)-values we shall considered are shown in Table 1.

Set Q2
s0,proton (GeV2) γ

MV 0.2 1
h 0.168 1.119
h’ 0.157 1.101

Table 1: Summary of the parameters of the three sets for the dipole-proton scattering amplitude con-
sidered in this work
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Figure 28: Left: picture of two colliding nuclei in heavy-ion collisions, and of their fluctuating small-x
gluon fields. Right: from ref.167, predictions of two CGC-motivated models for the first even and
odd eccentricity harmonics, crucial inputs to QGP evolution models.
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from peripheral to central Pb+Pb collisions by about a factor of two (see fig.21) that such a model
is far from accurate. There is also no reason to believe that the second harmonic moment of the
density distribution in the transverse plane, the so-called eccentricity " = hy2�x2i/hy2+x2i should
be well described (the same goes for higher moments). Indeed, a variety of CGC models which do
describe the centrality dependence of dN/dy predict higher eccentricity " than the “wounded nucleon
model”.92,167,216–218 This is illustrated in fig. 28, for " and high-order eccentricity harmonics.

The “wounded nucleon model” for soft particle production can be improved by adding a semi-
hard component. It has to incorporate impact parameter and Q2 dependent shadowing in order to
smoothly interpolate to p+p collisions in very peripheral collisions and to lead ⇠ N

coll

scaling at high
p

t

;131 also, the energy dependence of the low-p
t

cuto↵ required by leading-twist calculations needs to
be fixed carefully to reproduce measured multiplicities.

The initial spatial particle distribution exhibits large fluctuations. They manifest in non-zero
elliptic flow v

2

in central heavy-ion collisions219 as well as in a large “triangular flow” component
v

3

.220 One source of fluctuations is due to the locations of participant nucleons;219 these have also
been incorporated early on in Monte-Carlo implementations of the k

t

-factorization formula with KLN
UGDs.92,93

However, even for a fixed (local) number of participants there are intrinsic particle production
fluctuations. This is most evident from the wide multiplicity distribution in non-single di↵ractive
p+p collisions. A suitable extrapolation to A+A collisions has to be included both in “wounded
nucleon”226 as well as in CGC based175 Monte-Carlo models. In the CGC approach, intrinsic particle
production fluctuations are expected to occur on sub-nucleon distance scales on the order of ⇠
1/Q

s

.227 It is interesting to note that early CGC initial state models which do not incorporate
intrinsic particle production fluctuations92,93 appear to be inconsistent with the distributions of
angular flow harmonics measured by the ATLAS collaboration228 while recent approaches that include
sub-nucleonic quantum fluctuations and pre-equilibrium dynamics of the glasma fields can describe
higher eccentricity harmonics very well.222

This is shown in Fig. 29, along with the fact at the moment, this state-of-the-art combination
of Glasma initial dynamics with viscous hydrodynamics does not allow to distinguish between a
constant ⌘/s and temperature dependent one. A lot still has to be understood about the nature,
scale, magnitude and evolution of the fundamental QCD fluctuations of the initial state. This
represents a very exciting avenue for future research, in heavy-ion collisions and more even so in

52

A + A collision

2.2 Models for the nucleus wave function

Here we briefly review how the models for e+p collisions described above are geometrically ex-
tended to build models for the nuclear wave function. We also indicate their relation to some of the
most popular models to describe multi particle production in heavy ion collisions discussed later.

homogenous nucleus

mean field approach

Monte-Carlo fluctuations

PROTON NUCLEUS

B
b

Figure 8: Geometric extension of
proton models to the nuclear case.

With the exception of the b-CGC model, in CGC approaches
one normally relates the b-dependence of the nuclear saturation
scale to the proton saturation scale and the local nuclear den-
sity: Q2

sA

(B, x)=T
A

(B) Q2

s,N

(x). This can be done at di↵erent
levels of refinement: assuming a homogeneous nucleus, a nu-
cleus with a Woods-Saxon density distribution T

A

(B) without
fluctuations, or, finally, also accounting for geometry fluctua-
tions, as illustrated in Fig. 2.2. One popular phenomenological
approach, first proposed in ref.88 and recently used in ref.,83

consists in the use of the optical Glauber model to generalize
our dipole-proton amplitude (or cross-section) to dipole-nucleus
scattering:

NA(x, r,B) = 1� exp


�1

2
AT

A

(B) �e+p

dip

(x, r)

�
(38)

This form is an average of the dipole cross section over the
fluctuating positions of the nucleons in the nucleus. In models that explictely accounting for geometry
fluctuations, the position of nucleons in the transverse plane is sampled stochastically through Monte
Carlo methods in strict analogy with the Monte Carlo Glauber model. The longitudinal position of
the nucleons are integrated out and, in some cases a hard-core nucleon-nucleon repulsive potential
to avoid full overlap between nucleons is assumed. Then, for each transverse configuration of the
nucleons the local saturation scale of the nucleus is taken to be proportional to the number of
overlapping nucleons in that transverse location B. Below we provide some more details on how
some popular models for multi particle production in nuclear reactions

• KLN and MC-KLN:89–91 The works of Kharzeev, Levin and Nardi pioneered the saturation
based modelling of heavy ion collisions. The KLN model assumes a homogeneous nucleus
of constant density in the transverse plane. The relation between the nucleon and nuclear
saturation scale is taken to be Q

sA

(x)2 ⇠ N
part

Q2

sN

(x), with the proton saturation scale given
by the GBW parametrization Eq. (32) and N

part

the number of participants in a nucleus-nucleus
collision. In a pA collision N

part

⇠ A1/3 but, in general it is not an intrinsic property of the
nuclear wave function. Rather, it depends on the colliding object, i.e the other nucleus. In turn,
the functional form of the nuclear UGD (equivalently, the dipole-nucleus cross section) is not
taken from the GBW model but rather inspired in the expected generic features of saturation
e↵ects:

�
KLN

(x, k?) ⇠ 1

Q2

sA

(x)

Q2

sA

(x)

max {Q2

sA

(x), k2

?}
(39)

The KLN model was then updated in92,93 in order to include geometrical fluctuations, leading
to the NC-KLN model.

• rcBK and MC-rcBK: The MC-rcBK85,94 was built as an upgrade of the original MC-KLN model
in order to replace the KLN UGD’s by the rcBK ones. Thus, the geometric set up runs exactly
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The single largest source of uncertainty in the extraction of 
medium transport parameters (viscosity) in A+A collisions is 
still the initial transverse energy density profile  



Forward RHIC supression: CGC or large-xF energy loss?
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but where the nuclear geometry is treated in a mean field approach, hence neglecting fluctuations. Resummation
of small-x quantum fluctuations removes the enhancement at intermediate kT .
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FIG. 8: Comparison of the rcBK-MC results obtained with only the elastic term of the hybrid formalism, Eq. (19), to
the RHIC forward data on single inclusive charged hadron (BRAHMS data [51]) and neutral pion yields in p+p (left) and
d+Au collisions (right). Solid lines correspond to the γ = 1.119 i.c., dashed-dotted to also γ = 1.119 i.c but using the
prescription in Eq. (10) for the initial saturation scale. Dotted lines correspond to MV i.c.

In Fig. 8 we compare our results for single inclusive charged hadron (BRAHMS data [51]) and neutral pion
(STAR data [52]) distributions measured in p+p and d+Au collisions at RHIC. In this figure we include only the
elastic component of the hybrid formalism. In what follows we adopt the DSS-NLO fragmentation functions as the
default ones for all the calculations performed within the hybrid formalism. Our results show a good agreement
with data. However, the figure also illustrates that RHIC forward data does not constrain well the initial conditions
for the evolution of nuclear wave functions: both the UGD MV and g1119 sets (using either the natural, Eq. (9),
or the modified, Eq. (10), ansatz for the initial saturation scale at every point in the transverse plane) yield a
comparably good description of data. This is due to the fact that transverse momentum distributions in the
forward region do not probe the kT ! Qs tails of the UGDs.
Similar to previous phenomenological works, we found that no K-factors are needed to describe data at rapidities

η = 2.2 and 3. However, STAR data at more forward rapidities can only be well described if a K-factor ≈ 0.4
is introduced. This may be an indication that large-x phenomena non included in the CGC may be relevant in
the region close to the kinematic limit of phase space. Note, however, that the value of the K-factor depends
significantly both on the UGD and on the FF.
In Fig. 9 we show the comparison to the same RHIC forward data, now also including the inelastic term in

the hybrid formalism. We explore both fixed αs = 0.1 as well as one-loop running coupling at the scale Q. We
observe that the effect of this additional term can be very large, especially at large transverse momentum. We
note that, despite the fact that the coupling decreases with increasing transverse momentum, the running coupling
prescription causes a larger effect than the fixed coupling one.
We observe that the inelastic term exhibits a harder pT -dependence than the elastic contribution, and at some

transverse momentum it overwhelms the elastic contribution. The crossing point depends on the particular choice
of UGD. The effects from the inelastic corrections are stronger for the steeper g1119 initial conditions than for
the MV ones over the entire range of transverse momentum shown in Fig. 9. Also, the importance of the inelastic
term depends on the collision system or, equivalently, on the target saturation scale: it is stronger for p+p than
for d+Au collisions. For p+p collisions in particular it appears that the present formalism does not provide a
stable result as the inelastic correction overwhelms the leading elastic contribution already at moderate values
of transverse momentum. This not a completely unexpected result since, parametrically, the inelastic term is
proportional to ln(pt/Qst), with Qst the target saturation scale, while the elastic term scales as ln(pt/ΛQCD) (see
discussion in [31]). Given the importance and magnitude of the inelastic term, our findings call for a complete
phenomenological analysis of the full NLO corrections.
We now proceed to p+Pb collisions at LHC energy,

√
s = 5 TeV. In Figs. 10 and 11 we show our results for the

single inclusive charged hadrons yields in p+p and minimum bias p+Pb collisions and the nuclear modification
factor Rp+Pb for minimum bias collisions respectively. We compare also to Rp+Pb from collinear factorization
using EPS09 nPDFs [53, 54] as well as to results from the “IP-sat” model and from an independent rcBK imple-
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Forward di-hadron angular correlations in RHIC dAu data
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Figure 15: Left: central-forward preliminary I
dAu

data as a function of centrality148. In central
collisions, the integral of the coincidence probabilty is about half that in p+p collisions, reflecting
the depletion of the away-side peak. Right: the nuclear suppression factor J

dA

in dAu collisions as
function of x

A

. The experimental data are from PHENIX122 and the theory calculations are from
ref.140, with pedestal contributions subtracted.

Figure 16: Associated yield per trigger particle as a function of �� averaged over |�⌘| < 1.8 for pairs
of charged particles with 2 < p

T,trig

< 4 GeV and 1 < p
T,asso

< 2 GeV in p+Pb collisions at
p

s = 5.02
TeV for di↵erent event classes, compared to p+p collisions at

p
s = 2.76 and 7 TeV. For the event

classes 0–20%, 20–40% and 40–60% the long-range contribution on the near-side 1.2 < |�⌘| < 1.8
and |��| < ⇡/2 has been subtracted from both the near side and the away side.

The conclusions are the same than for light hadrons (see Fig. 11): both calculations are consistent
with the data, the amount of non-linear e↵ects is small, as expected at mid-rapidity.

38

ALICE data in p+Pb collisions |Δη| < 1.8



Role of NLO corrections: enhanced at moderate-x

Leading parameter in CGC resummations: 

Higher order corrections: running coupling, kinematic corrections. Expected to dominate at high-x
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FIG. 9: Same as Fig. 8 but including the inelastic term in the hybrid formalism. Solid lines are the same as in Fig. 8.
Dotted and dashed lines correspond to αs = 0.1 and αs = αs(Q = pt) in Eq. (20), respectively.

mentation9 [47].
Before discussing the results let us first explain the meaning of the rcBK-MC bands shown in Figs. 11-13:

They comprise the results for RpPb calculated according to Eq. (21) using the three UGD sets (g1119, g1101 and
MV), the three kind of fragmentation functions (KKP-LO, DSS-LO and DSS-NLO) and the two possibilities to
determine the initial saturation scale (natural, Eq. (9), or modified, Eq. (10)) considered throughout this work,
always using the same configuration in the numerator –p+Pb-spectrum– and denominator –p+p-spectrum–. The
upper limit of the bands correspond in all cases to RpPb calculated with UGD set g1.119 together with the
natural prescription for the initial saturation scale. The black solid line in the plots for η = 0 and 2 in Fig. 11
represents the upper limit of the band if only modified initial conditions are used (such distinction is not necessary
for Figs. 12 and 13 since both cases are treated separately). For the results obtained within the kt-factorization
formalism the upper limit correspond to KKP-LO fragmentation functions, while for the results obtained within
the hybrid formalism (both for only elastic and elastic +inelastic curves) the upper limit of the bands corresponds
to DSS-NLO fragmentation functions. In turn, the lower limits of the bands correspond in all cases to UGD set
MV and DSS-NLO fragmentation functions. The results for all other possible configurations – i.e. other UGDs
and fragmentation functions and choice of natural or modified initial conditions– fall within the plotted bands;
individual curves are not shown for clarity of the presentation.

9 To mention two differences to our work: ref. [47] uses a different fragmentation function and does not treat fluctuations of the
nucleon configurations in the target. The predictions are not far apart but the difference illustrates the sensitivity of RpA to such
“details”.

Example 1: NLO corrections to single inclusive production overwhelm LO contribution at high-pt  

x1(2) ⇥
mt⇤

s
exp(± yh)



Role of NLO corrections: enhanced at moderate-x

Leading parameter in CGC resummations: 

Higher order corrections: running coupling, kinematic corrections. Expected to dominate at high-x
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More in general, pinning down the precise scale at which saturation effects kick in and the matching 
with standard collinear factorization requires data in the intermediate-x region  
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Figure 1. Sketch of the kinematic plane with cuts for DGLAP and rcBK fits. The arrows indicate backwards evolution in either
formalism to the unfitted test region. This method provides a direct test of fit stability under changes in the boundary conditions.

densities and to the need of non-linear recombination terms in order to stabilize the di↵usion towards the infrared
characteristic of BFKL evolution. Both the resummation of small-x logarithms and the inclusion of non-linear density
dependent corrections are consistently accounted for by the B-JIMWLK [3] equations. Its large-Nc limit, the BK
equation, including running coupling corrections (henceforth referred to as rcBK)

@N(r, x)
@ ln(x0/x)

=

Z
d2r1K(r, r1, r2) [N(r1, x)+N(r2, x)�N(r, x)�N(r1, x)N(r2, x)] , (2)

was shown in [4] to be compatible with experimental data from di↵erent collision systems (confirmed in [5]).
Based on theoretical arguments alone, one can only strictly establish the applicability of either DGLAP or rcBK

in their asymptotic limits of very large Q2 or very small x respectively. On the phenomenological side, where inter-
mediate (x,Q2) kinematics is probed, the situation remains unclear. Thus, one needs to define some suitable strategy
to identify the regimes of validity of each formalism and quantify the potential deviation from these [6], and this is
precisely what we intend to do in the work presented in this proceedings.

The strategy to search for statistically significant deviations from DGLAP evolution was laid down in [7], where
subsets of data on the reduced DIS cross section �r(x,Q2) measured at HERA [8], were excluded from the fitted data
set below some given kinematic cuts Q2  Q2

cut ⌘ Acut x��, with � ⇠ 0.3 and di↵erent values of Acut, inspired by the
generic expectation that possible deviations from fixed order DGLAP are larger at small-x and Q2. The PDFs were
fitted only in the safe kinematical region of the approach, and then backwards DGLAP evolution was used to compare
with the excluded, potentialy troublesome, data. The analysis of [7] found a systematic discrepancy, albeit with not
large enough statistical significance for a decisive statement to be made, indicating that additional dynamics may play
a role in the parton evolution in the unfitted region.

Following an analogous procedure, we perform fits to data based on the rcBK non-linear evolution equations,
limiting the data sets fitted to the safe region of the approach (low-x and Q2), and then study the stability of the fits
with respect to the choice of datasets. We systematically reduce the largest experimental value of x included in the fit,
xcut, and then use the resulting parametrization for the dipole scattering amplitude1 to predict the value of �r(x,Q2) in
the unfitted region xcut < x < x0. Fig. 1 summarizes the fitting strategy for the analyses with kinematical cuts.

2. Results: rcBK (AAMQS) and NNLO DGLAP (NNPDF)

We now show the results with various kinematical cuts obtained with rcBK and DGLAP evolution equations.
Fig. 2-left shows the comparison of the theoretical results stemming from rcBK fits to data with di↵erent x-cuts from

1See [9] for a detailed explanation of the AAMQS implementation of the rcBK evolution, and [6] for details on the method.
2

/ Nuclear Physics A 00 (2012) 1–4 3

0

0.2

0.4

0.6

0.8

1

1.2

1.4

σ
re

d

Q2=2.7 GeV2

exp data
xcut=1 10-2

xcut=3 10-3

xcut=1 10-3

xcut=3 10-4

xcut=1 10-4

0.6

0.8

1

1.2

1.4

10-4 10-3 10-2

σ
re

d

x

Q2=15.0 GeV2

Q2=8.5 GeV2

10-4 10-3 10-2

x

Q2=35.0 GeV2

-4

-2

0

2

4

σ
re

d

Q2=3.5 GeV2

exp
rcBK xcut=10-4

DGLAP Acut=1.5

0

0.5

1

1.5

2

10-4 10-3 10-2

σ
re

d

x

Q2=12.0 GeV2

Q2=8.5 GeV2

10-4 10-3 10-2

x

Q2=18.0 GeV2
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Figure 3. The relative distance, drel(x,Q2), for DGLAP (left) and rcBK (right) cut fits.

xcut = 10�2 to 10�4. The quality of the fits is comparably good independently of the cut, despite the decreasing number
of points with decreasing xcut. Also the extrapolations of the results for �r from fits with cuts to the unfitted region , i.e
to x > xcut, yield a good description of the data. Fig. 2-right shows the results corresponding to the rcBK fit with the
most stringent cut, xcut = 10�4, together with experimental data and the analogous results from the NNLO DGLAP fit
with cut Acut = 1.5. While the DGLAP extrapolations to the unfitted, test region are compatible with data within the
uncertainty bands, the central values of the predictions show significant deviations from data in the region of small-x.

We quantify these deviations by calculating the relative distance between the theoretical results and experimental
data, drel(x,Q2) = �r,th��r,exp

(�r,th+�r,exp)/2 , both for the rcBK and DGLAP cut fits, with cut values xcut = 10�4 and Acut = 1.5
respectively. As shown in Fig. 3, drel is on average much smaller for the rcBK fits than it is for the DGLAP one, the
latter also showing a systematic trend to underestimate data at small-x and to overshoot them at larger x. In turn, the
rcBK values for drel alternate in sign in all the unfitted region.

In order to explore the predictive power of the rcBK approach and the sensitivity to boundary e↵ects encoded in
the di↵erent initial conditions for the evolution under the inclusion/exclusion of subsets of data we extrapolate our
results for the total F2(x,Q2) and longitudinal FL(x,Q2) structure functions to values of x smaller than those currently
available experimentally. The results, Fig. 4, show that the predictions stemming from di↵erent fits converge, within
approximately one percent accuracy, at values of x ⇠ 10�4. These predictions could be verified in planned facilities as
the LHeC [10] or the EIC [11], where a much extended kinematic reach in x would be available

To conclude, we need to explore the impact that potential deviations from DGLAP evolution may have on LHC
phenomenology. We compute benchmark LHC cross sections with the PDF sets both with and without the small-x
kinematical cuts using the NNPDF2.1 NNLO set. The results are shown in Fig. 5. While the impact of cutting the
small-x and small-Q2 HERA data from the fit is rather moderate at LHC 7 TeV, at LHC 14 TeV the e↵ect is much

3
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Preliminary studies of HERA data indicate inconsistency of DGLAP fits at intermediate-x



Funny data on RpA (intermediate-x):Initial state - Jet probes -�
  Jets are reconstructed in d+Au up to 40 GeV/c 
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Preliminary PHENIX data on RdAu for pions and jets at η=0 feature a stronger nuclear
effect in peripheral vs central collisions. 
If confirmed, this challenges most of initial state models (nPDF’s etc).



ALICE and ATLAS data on  RpPb for charged 
particles may indicate the presence of 
“antishadowing” at small-x (?). 
This may be naturally explained in the CGC as a 
consequence of non trivial initial conditions + 
geometry fluctuations
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Fig. 3. Left: ALICE preliminary data74 for the charged hadron nuclear modification factor at
mid-rapidity as a function of pT . The theoretical results correspond to the CGC calculations
of,28, 64, 75 the nuclear PDF approach EPS09,48 the cold-nuclear matter predictions of,76 and the
HIJING Monte Carlo.77 Right: LO EPS0948 and rcBK-MC28 forward-rapidity predictions.

4.3. Double inclusive particle production and azimuthal

correlations

We conclude this section on p+A collisions with a discussion of forward di-hadron
correlations measured at RHIC (ridge-like correlations of rapidity separated di-
hadrons measured at the LHC are discussed later in section 5.4). In the case of
double-inclusive hadron production pA→h1h2X , denoting p1⊥, p2⊥ and y1, y2 the
transverse momenta and rapidities of the final-state particles, the Feynman variables
are xi = |pi⊥|eyi/

√
sNN and xp and xA read

xp = x1 + x2 , xA = x1 e−2y1 + x2 e−2y2 . (11)

We shall only consider here the production of two forward particles, since this is the
only case which is sensitive to values of x as small as in the single-inclusive case: xp!

1 and xA # 1. The central-forward measurement does not probe such kinematics:
moving one particle forward increases significantly the value of xp compared to
the central-central case (for which xp = xA = |p⊥|/

√
sNN ), but decreases xA only

marginally. In addition, we will focus on the ∆φ dependence of the double-inclusive
hadron spectrum, where ∆φ is the difference between the azimuthal angles of the
measured particles h1 and h2.

Funny data on RpA (intermediate-x):
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Figure 17: Left: ALICE preliminary data150 for the D meson nuclear modification factor at mid-
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. Right: ALICE data151 for the nuclear modification factor for J/ 
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t

-integrated yields as a function of rapidity.

Quarkonia are special, since already in p+p collisions, the production mechanism is not fully
understood. Therefore is it di�cult to precisely quantify how much their production is a↵ected by
non-linear e↵ects. Nevertheless, they are particularly interesting since there exists forward-rapidity
measurements, for which one expects such e↵ects to be appreciable. In practice, saturation e↵ects
have a di↵erent impact depending on the production mechanism assumed, therefore at this point,
no strong conclusions about non linear e↵ects can be drawn from quarkonia data comparisons with
CGC calculations.

As an example, Fig. 17 (right) shows a comparison of experimental data for the J/ R
pPb

as a
function of rapidity, with a CGC calculation in the color evaporation model (CEM).153 The data are
also compared with a CEM calculation that does not include saturation e↵ects, and with calculations
which take into account cold-matter-induced energy loss.154,155 This e↵ect could indeed be very
relevant, and so far is absent from CGC calculations, including the most recent ones performed in
the context of the color-singlet and color-octet models.156,157

Photons and photon-hadron correlations

From the theory perspective, photons are the best probe of non-linear e↵ects: the calculations are
relatively simple,160,161 fragmentation photons and direct photons can be separated,162 and they do
not su↵er from cold matter final-state e↵ects such as energy loss. In addition they are massless
and therefore can probe smaller values of x, even more so with direct photons which do not come
from hadron fragmentation. Finally at the LHC (p+Pb vs p+p), isospin e↵ects will not alter the
interpretation of the data, as was the case at RHIC (d+Au vs p+p).

Experimentally though, photons are not easy to measure. Fig. 18 (left) shows the large di↵erences
expected between calculations in the collinear factorization and CGC approaches, for the nuclear
modification factor R

pPb

in the case of forward direct photons. Such a measurement could be carried
out with the future FoCal upgrade to ALICE, and could provide the cleanest evidence for parton
saturation at the LHC.
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Interpretation of low-x effects obscured by uncertainties in the production mechanism

pt-dependence of open charm well described by nPDF and CGC calculations

CGC calculation integrated J/Psi pt-yields affected by normalization uncertainties (maybe 
data too)



Conclusions 

 ✔  AFTER would have access only to a limited kinematic range relevant for low-x 
      studies

 ✔ The intermediate-x region is also rich in physical phenomena, as it lies in the  
     border between theoretically well stablished formalisms: Coll. Factorization vs CGC

✔  Information at moderate-x potentially very relevant to constrain i.c for small-x 
     evolution. Potential strong impact in heavy ion physics 
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the phase factors exp (−ib ·∆) and exp (i(1− z)r ·∆) effectively takes into account the size of vector mesons
in impact-parameter and dipole transverse-size space, respectively. Even with these significant improvements,
there is considerable room for further improvement in the study of off-forward gluon distributions at small x,
especially in the region where higher twist effects are important.

IV. IMPACT-PARAMETER DEPENDENT SATURATION DIPOLE MODEL: IP-SAT MODEL

The common ingredient of the cross-sections in DIS, exclusive diffractive vector meson production and DVCS
is the universal qq̄ dipole-target amplitude. As seen in Eqs. (6,7), the impact-parameter dependence of the
dipole amplitude is crucial for describing exclusive diffractive processes. For the total cross-section, the effect
of the impact-parameter dependence of the dipole amplitude is not especially important and the b-dependence
can be effectively incorporated by treating it as a step function and adjusting the overall normalization. In this
way, one can still find a good fit for the structure functions and total DIS cross-section. However, a consequence
of a trivial b-dependence leads to a pronounced dip in the t-distribution of vector meson production at large |t|.
This is not observed in data and can therefore be ruled out [9]. The choice of the impact-parameter profile of
the dipole amplitude entails non-perturbative effects coming into play that are beyond the perturbative non-
linear BK or JIMWLK equation. Both of these small x evolution equations generate a power law Coulomb tail,
which is not confining at large distances [30–32]. A simple b-dependence for the dipole amplitude is obtained
by combining the Glauber-Mueller form [8, 9, 25] of the amplitude

N (x, r, b) =

(

1− exp

(

−π
2r2

2Nc
αs

(

µ2
)

xg
(

x, µ2
)

TG(b)

))

, (14)

with a Gaussian impact parameter profile

TG(b) =
1

2πBG
exp

(

−b2/2BG

)

, (15)

where BG is a dimensionful scale which, in some models, corresponds to the spatial string tension in QCD. In
Eq. (14), xg

(

x, µ2
0

)

is the gluon density evolved up to the scale µ with LO DGLAP gluon evolution (neglecting
its coupling to quarks). Note that in the original IP-Sat fit, the number of flavors was taken to be 3 [8, 9].
However, since the parameter BG will be fixed with experimental data for exclusive J/Ψ production and because
we also want to describe the charm structure function, we take Nf = 4. We then take the corresponding one
loop running-coupling value of αs with ΛQCD = 0.156 GeV fixed by the experimentally measured value of αs

at the Z0 mass. The contribution from bottom quarks is neglected. As in the original IP-Sat model, the scale
µ2 is related to the dipole transverse size by

µ2 = C/r2 + µ2
0, (16)

and the initial gluon distribution at the scale µ2
0 is taken to be

xg
(

x, µ2
0

)

= Ag x
−λg (1− x)5.6. (17)

Following Refs. [8, 9], the parameter C is set fixed4 to C = 4. Thus the parameters Ag,λg, µ2
0 and BG are the

only free parameters of our model which will be fixed by a fit to the reduced cross-section. At large values
of M2

V + Q2, we are in the color transparency regime and the main contribution to Eq. (6) comes from small
dipole sizes. Therefore the t-distribution at small dipole sizes can be approximately determined by the Fourier
transform of TG(b),

dσγ∗p→Ep
T,L

dt
≈ e−BG|t|, (18)

which is fully supported by the experimental data (see Sec. V). We will extract the values of BG from the
t-distribution of exclusive vector meson and DVCS data.

4 The parameter C is correlated with other parameters of the model and its value cannot be uniquely determined via a fit.

• IP-Sat 

- Eikonalization of 2-gluon scattering in coll, factorization + Quark-less LO DGLAP evolution

• rcBK @N (x, r, b)
@ ln(1/x)

= ✓(b� b0)
Z

dr1Kr.c [N (x, r1) +N (x, r2)�N (x, r)�N (x, r1)N (x, r2)]

- Running coupling non-linear BK equation

Kowalski-Teany;
Venugopalan et al

JLA, Armesto, Milhano, Quiroga, 
Salgado

CGC approaches

Information on the “average proton radius” can be obtained from t-dependence of exclusive processes
p

B

TG(b) ⇠ exp


� b2

2Bg

�
; B ⇠ 4÷ 6 GeV

�2
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FIG. 5: Results for the structure function F2(x,Q
2) as a function of x for various values of Q2. In order to separate data

for each Q2 from the others, the data and model results represented by the lines are multiplied by a factor 2i, with i
given on plot. We used the parameters set of the IP-Sat model given in table I with mc = 1.27 GeV. The experimental
data are from combined H1 and ZEUS collaborations [16].

mainly due to the fact that we used LO DGLAP evolution without including quark degrees of freedom, while
quark evolution contributions were included in the perturbative leading twist results shown in Fig. 3. At low
virtualities and low x, we are in the saturation regime and we observe our gluon distributions to be significantly
different from those obtained from the leading twist perturbative computations and significantly more stable
than these, especially the MSTW fits. One may conclude that the higher twist contributions significantly
influence the extraction of the gluon distribution in this regime. In Fig. 3 (right panel), we show the gluon
structure function xg

(

x, µ2(r)
)

in the IP-Sat model as a function of dipole transverse-size r for various fixed
values of x. Note that large dipole transverse-size corresponds to low virtuality via Eq. (16); consequently, the
gluon distribution is reduced.

Following Refs. [8, 9], we define the saturation scale Q2
s = 2/r2s , with rs being the saturation radius, as a

scale where the dipole scattering amplitude has a value N (x, rs, b) = (1− exp(−1/2)) = 0.4. In Fig. 4 (left),
we compare the saturation scale extracted from the IP-Sat model with old parametrization of Ref. [9] and the
parametrization obtained in this paper as a function of 1/x at various impact-parameter b. It is seen that the
saturation scale extracted from old and the new combined data from HERA are consistent with each other. In
Fig. 4 (right), we show the saturation scale as a function of the impact-parameter b for different fixed values of x
obtained with parameter sets given in table I. The band in Fig. 4 shows the theoretical uncertainties associated
with our freedom to choose different values for the charm quark mass within 1.27 ÷ 1.4 GeV. It is generally
seen that the saturation scale plotted as a function of 1/x grows faster for more central collisions (b ≈ 0).

• rcBK fit
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• IP-Sat  fit

- Precision tests show that rcBK evolution is more stable than DGLAP JLA Milhano Quiroga Rojo;
- Both models are then extrapolated to the nuclear case, Qs(A, b):

              rcBK -> rcBK-MC    (kt-factorization)  ;     IP-Sat -> IP-Glasma (CYM)

- Both model yields comparably good fits to small-x HERA data

JLA, Dumitru, Fujii, Nara Schenke, Tribedy, Venugopalan



• Bulk features of HIC (energy, centrality and rapidity dependence) of total multiplicities well described within the 
CGC (and others) models:

6

multiplicity is found to be very similar for
⇤

sNN = 2.76 TeV and
⇤

sNN = 0.2 TeV.

Fig. 3: Comparison of (dNch/d�)/
�
�Npart⇥/2

⇥
with model calculations for Pb–Pb at

⇤
sNN = 2.76 TeV. Uncer-

tainties in the data are shown as in Fig. 2.

Theoretical descriptions of particle production in nuclear collisions fall into two broad categories: two-
component models combining perturbative QCD processes (e.g. jets and mini-jets) with soft interactions,
and saturation models with various parametrizations for the energy and centrality dependence of the
saturation scale. In Fig. 3 we compare the measured (dNch/d�)/

�
�Npart⇥/2

⇥
with model predictions. A

calculation based on the two-component Dual Parton Model (DPMJET [10], with string fusion) exhibits
a stronger rise with centrality than observed. The two-component Hijing 2.0 model [25], which has been
tuned [11]1 to high-energy pp [19, 23] and central Pb–Pb data [2], reasonably describes the data. This
model includes a strong impact parameter dependent gluon shadowing which limits the rise of particle
production with centrality. The remaining models show a weak dependence of multiplicity on centrality.
They are all different implementations of the saturation picture, where the number of soft gluons available
for scattering and particle production is reduced by nonlinear interactions and parton recombination. A
geometrical scaling model with a strong dependence of the saturation scale on nuclear mass and collision
energy [12] predicts a rather weak variation with centrality. The centrality dependence is well reproduced
by saturation models [13] and [14]1, although the former overpredicts the magnitude.

In summary, the measurement of the centrality dependence of the charged-particle multiplicity density at
mid-rapidity in Pb–Pb collisions at

⇤
sNN = 2.76 TeV has been presented. The charged-particle density

normalized per participating nucleon pair increases by about a factor 2 from peripheral (70–80%) to
central (0–5%) collisions. The dependence of the multiplicity on centrality is strikingly similar for the
data at

⇤
sNN = 2.76 TeV and

⇤
sNN = 0.2 TeV. Theoretical descriptions that include a taming of the

multiplicity evolution with centrality are favoured by the data.
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hurdles remain, not the least of which is, of course, hadronization. All CGC based
phenomenological computations of dN/dy assume that the pT -integrated hadron
yield is proportional to that of gluons. The number of hadrons per produced gluon
could depend on energy, though.62 Furthermore, it is clear that the distribution of
hadrons in rapidity need not be identical to that of gluons, especially when their
density per unit of rapidity is high. More to the point: pseudo-rapidity distributions
dN/dη of unidentified charged hadrons involve a transformation from y → η which
depends on the mass and pT of a hadron; 〈pT 〉 increases with energy, with the mass
numbers of projectile and target, and is affected by soft final-state interactions (at
least in case of A+A collisions).

It is clear that computing dN/dη distributions from first principles is a
formidable problem. That said, with some level of optimism one may hope that
the main dependence of dN/dη on energy and system size is through the saturation
scale Qs. Indeed, one very important outcome of the p+A and A+A programs at
RHIC and LHC, in terms of “soft” hadron multiplicities, is that this assumption
works to a large degree. Thus, the main features of inclusive particle production can

be understood within weakly-coupled, semi-hard (albeit non-linear) QCD although
genuine non-perturbative effects such as hadronization physics or soft final-state
interactions are obviously not entirely irrelevant.
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Fig. 2. Left: charged particle rapidity distribution for minimum-bias p+Pb collisions at 5 TeV
from the KLN gluon saturation model.63 Center: rcBK UGD.28 Right: IP-Sat UGD.64 ALICE
data from ref.65

We now proceed to show some of the most recent computations, within various
implementations of the CGC formalism, of multiplicities in p+Pb collisions at LHC
energies. We stress that all of these had been made public before the p+Pb pilot run
at the LHC occured in fall 2012c. Fig. 2 shows the prediction of the KLN model63 for
5 TeV. The original prediction depicted by open squares employed the exact same
y → η transformation, specifically the same rapidity independent ratio of hadron

cAlbeit, in most cases the initial predictions assumed a collision energy of
√
s = 4.4 TeV which

was later updated to 5 TeV; also, initial predictions did not account for the rapidity shift by
∆y = 1

2
log(82/208) " −0.465 of the experimental detectors towards the Pb beam and were

updated later.

• p+p and d+Au multiplicities and single inclusive spectra are also well described by these models



Fluctuations

t<0 t=0 t>0
hydroEXTRACTING SHEAR VISCOSITY RECENT RESULTS

SUMMARY

Flow in central heavy-ion collisions are less sensitive to early-time
dynamics
=) Focusing on ultra-central collisions reduces systematic
uncertainty in viscosity extraction
First extraction of ⌘/s with comprehensive study of systematics,
reliable error bar:
0.07  ⌘/s  0.43 (preliminary!!)
Largest single source of uncertainty still initial conditions
Many less significant sources of error are more important in
aggregate; almost all have clear potential for improvement

MATT LUZUM (SACLAY) VISCOSITY OF THE QGP 8/14//2012 20 / 20

Matt Luzum, QM2012 talk, 
in the conclusions:

 

vn = F [✏n; ⌘]

!Shengquan!Tuo!(Vanderbilt)!! 10 pA2013, ECT, Trento, May 6-10,2013 

Fourier harmonic decomposition 

  

€ 

dNpair

dΔφ
~ 1+ 2 VnΔ cos(nΔφ)
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∑

Fourier!decomposiYon:!
vn{2,  Δη > 2}(pT ) =  VnΔ (pT,pT

ref )
VnΔ (pT

ref ,pT
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EPJC!72!(2012)!2012!

Take!low!reference!pT!bin!(0.3T3!GeV/c)!

Assuming!factorizaYon:!

VnΔ = vn (pT
trig )×vn (pT

assoc )

An!example!using!PbPb!data!

• Geometrical: Position of the nucleons fluctuate in the transverse plane
• Sub-nucleon level: Multiplicity distributions well described by a negative binomial distribution 
  with k ~ min{TA(b),TB(b)} in p+p, p+A and A+A collisions

Figs from B. Schenke et al 1202.6646

  This is crucial input for the hydro evolution and 
  to extract QGP transport properties (viscosity).



Multiplicities and energy density fluctuations and flow in p+Pb
• First p+Pb measurements show strong v2 and v3 in p+Pb collisions. Similar observation from PHENIX in d+Au

!Shengquan!Tuo!(Vanderbilt)!! 19 pA2013, ECT, Trento, May 6-10,2013 

v2 in PbPb and pPb 
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Figure 36: The differential v2{2} and v3{2} values (open markers) as a function of pT obtained
for |h| < 2.4 from long-range two-particle correlations with |Dh| > 2 for 1 < passoc

T < 2 GeV/c
is shown, together with the differential v2{4} values (solid markers) as a function of pT for
|h| < 2.4 obtained with three reference particles in the pT range of 0.3-3 GeV/c. The results refer
to 2.76 TeV PbPb collisions (left) and to 5.02 TeV pPb collisions (right).

(v2{2, |Dh| > 2}) for 1 < passoc
T < 2 GeV/c, are shown in Fig. 36 in open markers. At a given pT509

value, v2 is observed to be 3–4 times bigger than v3. While the requirement of |Dh| > 2 com-510

pletely removes the near-side jet-like correlations, additional non-hydrodynamical correlations511

from back-to-back jets, as well as effects of energy-momentum conservation on the away side512

of two-particle correlation function could still contaminate the v2 and v3 values obtained from513

two-particle correlations.514

In order to further restrict the residual non-flow effect on the away side, the technique of four-515

particle cumulant is used to extract the v2 value (v2{4}). See section. 6.2 for more details about516

this method. Note that no Dh gap is applied here (as well as in the two-particle correlation517

method) since, upon correlating four particles at the same time the non-flow correlations are518

naturally suppressed, especially for high multiplicity events (in fact, it is suppressed by an519

additional factor of 1/N as compared to two-particle correlation method). The measured v2{4}520

values as a function of pT are also shown in Fig. 36 in solid markers. As one can see, v2{4} is521

below v2{2} over the whole pT range, with similar behavior in pPb and PbPb collisions. This is522

expected because the event-by-event v2 fluctuation contribute to v2{4} and v2{2} in opposite523

ways, approximately following the relations:524

v2{2} =
q
< v2 >2 +s2

v2
, v2{4} =

q
< v2 >2 �s2

v2
, (30)

which always results in a larger value for v2{2} than v2{4}.525

Fig. 37 shows the multiplicity dependence of v2{2}, v2{4} and v3{2} for 1 < pT < 2 GeV/c526

in PbPb and pPb collisions. For Noffline
trk & 40, v2{2} and v3{2} show moderate increase with527

Noffline
trk in PbPb collisions, while they are approximately constant in pPb collisions. On the other528

hand, the v2{4} results show a very intriguing behavior, rapidly turning on at Noffline
trk ⇠ 40� 60529

in both pPb and PbPb , and then remaining approximately constant in Noffline
trk up to the highest530

multiplicity ranges explored in this analysis. Furthermore, the amount of event-by-event v2531
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Figure 36: The differential v2{2} and v3{2} values (open markers) as a function of pT obtained
for |h| < 2.4 from long-range two-particle correlations with |Dh| > 2 for 1 < passoc

T < 2 GeV/c
is shown, together with the differential v2{4} values (solid markers) as a function of pT for
|h| < 2.4 obtained with three reference particles in the pT range of 0.3-3 GeV/c. The results refer
to 2.76 TeV PbPb collisions (left) and to 5.02 TeV pPb collisions (right).

(v2{2, |Dh| > 2}) for 1 < passoc
T < 2 GeV/c, are shown in Fig. 36 in open markers. At a given pT509

value, v2 is observed to be 3–4 times bigger than v3. While the requirement of |Dh| > 2 com-510

pletely removes the near-side jet-like correlations, additional non-hydrodynamical correlations511

from back-to-back jets, as well as effects of energy-momentum conservation on the away side512

of two-particle correlation function could still contaminate the v2 and v3 values obtained from513

two-particle correlations.514

In order to further restrict the residual non-flow effect on the away side, the technique of four-515

particle cumulant is used to extract the v2 value (v2{4}). See section. 6.2 for more details about516

this method. Note that no Dh gap is applied here (as well as in the two-particle correlation517

method) since, upon correlating four particles at the same time the non-flow correlations are518

naturally suppressed, especially for high multiplicity events (in fact, it is suppressed by an519

additional factor of 1/N as compared to two-particle correlation method). The measured v2{4}520

values as a function of pT are also shown in Fig. 36 in solid markers. As one can see, v2{4} is521

below v2{2} over the whole pT range, with similar behavior in pPb and PbPb collisions. This is522

expected because the event-by-event v2 fluctuation contribute to v2{4} and v2{2} in opposite523

ways, approximately following the relations:524

v2{2} =
q
< v2 >2 +s2

v2
, v2{4} =

q
< v2 >2 �s2

v2
, (30)

which always results in a larger value for v2{2} than v2{4}.525

Fig. 37 shows the multiplicity dependence of v2{2}, v2{4} and v3{2} for 1 < pT < 2 GeV/c526

in PbPb and pPb collisions. For Noffline
trk & 40, v2{2} and v3{2} show moderate increase with527

Noffline
trk in PbPb collisions, while they are approximately constant in pPb collisions. On the other528

hand, the v2{4} results show a very intriguing behavior, rapidly turning on at Noffline
trk ⇠ 40� 60529

in both pPb and PbPb , and then remaining approximately constant in Noffline
trk up to the highest530

multiplicity ranges explored in this analysis. Furthermore, the amount of event-by-event v2531
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fluctuations could be estimated from Eq. 30, if one assumes that hydrodynamic flow would be532

the only source of correlations in v2{2} and v2{4}. Considering that this could be the case, then533

sv2

v2
=

s
v2

2{2}� v2
2{4}

v2
2{2}+ v2

2{4}
. (31)

The results for pPb and PbPb collisions are shown in the bottom panel of Fig. 37, indicating534

about 45–55% v2 fluctuations in PbPb collisions, as compared to ⇠ 60% in pPb collisions. Con-535

sidering the expected non-flow effects in v2{2}, these data serve as an estimate of an upper536

limit on v2 fluctuations in pPb and PbPb collisions.537
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• How to built an analogous geometric picture in proton collision? 
• We need to look at the geometrical distribution of fluctuations at the sub-nucleon level
• This problem has a much smaller relevance in nucleus-nucleus collisions

Flow?? (Good qualitative description of data by 3+1 D viscous hydro, e.g. Bozek et al 1304.3044)



Multiplicities and energy density fluctuations and flow in p+Pb

2

(nearly) boost invariant configurations are argued to pro-
vide the dominant mechanism for multi-particle produc-
tion, and factorization theorems (to leading logarithmic
accuracy in x) have been derived [9–11].
Though the bulk of multi-particle production is nearly

azimuthally isotropic, it is not exactly so. As first noted
in [12], based on the formalism in [11, 13], Glasma graphs
produce contributions that are collimated at relative az-
imuthal separations of ∆Φ ≈ 0 and ∆Φ ≈ π. It has
been shown recently that these initial state contributions
provide a quantitative description of the measured colli-
mated yield in both proton-proton and proton-nucleus
collisions [14–17].
However, as observed previously [18, 19], long range

rapidity correlations from the initial state can also be
collimated by the radial flow of a fluid. Indeed, within
the Glasma flux tube framework itself, the radial flow of
Glasma flux tubes correlated over distance scales 1/Qs

was shown to generate a sizable ridge for large radial
flow velocities [7, 20]. In nucleus-nucleus collisions, where
large radial flow is generated, several groups have shown
that hydrodynamical flow provides a very good explana-
tion of the data on two-particle correlations in the ∆η-
∆Φ plane [21–24]. There have also been attempts to ex-
tend this description of the ridge in nucleus-nucleus col-
lisions to the ridges observed in high multiplicity proton-
proton [25, 26] and p+Pb [27–30] collisions. In the latter
case, it is claimed that features of LHC high multiplicity
data on proton-nucleus collisions [31] and corresponding
data in deuteron-gold collisions at RHIC [5] are quan-
titatively explained in the Monte-Carlo (MC) Glauber
hydrodynamic model of [27–29].
We will argue here that the applicability of hydrody-

namics to the smaller size systems of proton-proton and
proton/deuteron-nucleus collisions is strongly dependent
on assumptions about the nature of the initial multi-
particle dynamics, much more so than in collisions of
heavy nuclei. We will illustrate this by comparing results
obtained in MC-Glauber models with particular dynam-
ical assumptions about the initial state geometry with
those obtained in the framework of the IP-Glasma ini-
tial state model [32, 33] of hadrons and nuclei. Very
noticeable differences are seen between the two models
(with the same initial state configurations) for the com-
puted eccentricities and corresponding flow coefficients.
In contrast, both initial state models, when combined
with event-by-event hydrodynamical simulations, as in
[34–38], give similarly good descriptions2 of bulk mul-
tiplicity and flow observables in heavy-ion collisions at
both RHIC and the LHC.

2 The IP-Glasma+music model of [38] also reproduces the event-
by-event vn fluctuations measured by the ATLAS collabora-
tion [39]; at present, it appears to be the only model that suc-
cessfully reproduces these flow fluctuations.

The paper is organized as follows. In the next sec-
tion, we will outline the different methods employed to
compute the initial spatial sizes and eccentricities and
some of the consequences thereof. We will review the
IP-Glasma model, and show its predictions for the initial
spatial sizes in proton-proton and proton-nucleus colli-
sions. We will compare the eccentricities obtained in this
model to those in various implementations of the MC-
Glauber model for proton-nucleus. The generated flow
in proton-proton and proton/deuteron-nucleus collisions
is considered next and contrasted between the two mod-
els. The final section discusses the magnitude of viscous
effects in different implementations of viscous hydrody-
namics in proton-nucleus and nucleus-nucleus collisions.
We end with a brief summary and outlook.

MODELS OF THE INITIAL STATE GEOMETRY

Modeling the initial state in p+A, d+A and especially
p+p collisions is a lot more challenging than in A+A col-
lisions. In the latter, the system’s geometry is primarily
characterized by the overall shape of the interaction re-
gion. The dominant component in shape fluctuations are
due to geometrical fluctuations of nucleon positions in-
side the nuclei from event-to-event. The large number of
participants allows one, to first approximation, to neglect
the dynamical details of how energy is deposited in A+A
interactions. In p+A and d+A collisions, the system’s
geometry is very sensitive to the proton (or deuteron)
size, and the detailed nature of multi-particle production
and the spatial distribution of the produced energy den-
sity become important. In particular, sub-nucleon size
fluctuations (with characteristic length scales less than
1 fm) contribute significantly to the initial geometry of
matter produced in the collision.

FIG. 1. (Color online) Various models of the energy density
deposition (denoted by red dots) in nucleon-nucleon collisions.
In the left plot the energy density is produced at the center of
the colliding nucleons even for grazing collisions. The center
and right plots correspond to different eccentricities depend-
ing on the matter distribution in the nucleon overlap region.
For the configuration depicted on the left eccentricity ε2 = 1,
whereas for the configuration in the center ε2 = 0.

The spatial eccentricities that characterize the geome-

 • Energy deposition in elementary N-N collisions in different MC-implementations (Glauber, KLN, rcBK, IP-
   GLASMA...)
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Fig. 1. Comparison of the centrality dependence of higher order harmonic moments for Au+Au
collisions at

√

sNN = 200 GeV.

On the other hand, one observes that the third and fifth harmonics are similar
between the MC-Glauber (hard disc) and the MCrcBK models except for small value
of Gaussian width B. in our model as pointed out in Refs.12), 13)

We should mention that the prediction of ε3 from a newly developed event gen-
erator DIPSY based on a dipole model is larger than that of the MC-KLN model,14)

while DIPSY prediction for ε2 is the same as MC-KLN result. This may due to the
additional fluctuations from BFKL cascade in DIPSY which is not included in our
models in this work.

Figs. 2 show the harmonic moments for Au+Au collisions at
√
sNN = 200 GeV

and Pb+Pb collisions at
√
sNN = 2.76 TeV from the MCrcBK model. One ob-

serves that as Gaussian width decreases, higher order harmonic moments increase.
Therefore, it is important to check the sensitivity of higher flow harmonics to the
length scale introduced by valence parton distribution in order to extract detailed
information on the properties of quark-gluon plasma.

§4. Summary

We have presented results for higher order harmonic moments from the Monte
Carlo version of kt factorization formula with rcBK small-x evolution (MCrcBK).

Y. Nara 1110.2847
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FIG. 4. (Color online) Eccentricities ε2 and ε3 as a func-
tion of the number of wounded nucleons Npart. In the MC-
Glauber (participant centers) model the energy density is de-
posited in the centers of wounded nucleons (without smear-
ing). Smearing energy densities with the Gaussian distribu-
tion (σ0 = 0.4 fm) results in the MC-Glauber 1 model. In the
MC-Glauber 2 model the energy density is smeared about the
midpoint between colliding nucleons.

MC-Glauber 1 model and in the bottom plot, the corre-
sponding IP-Glasma model results. These are seen to be
quite different. In the latter, it is observed that the peaks
in the contour are closely associated with the centers of
the deuteron nucleon positions and vary strongly depend-
ing on the number of gold nucleon positions in their im-
mediate vicinity. In the former MC-Glauber case, signif-
icant energy densities are seen even in regions where nu-
cleons of the gold nucleus are widely separated in trans-
verse spatial position from the deuteron nucleons. Nucle-
ons that have been marginally grazed produce as much
energy density as those that have suffered a head on colli-
sion. In the IP-Glasma model, because the mean distance
in the projection onto the transverse plane between the
two nucleons in a deuteron is 2.52 fm, the majority of

events have widely separated interaction regions. This is
quite different in the MC-Glauber model.

Whether eccentricity is a relevant measure in deuteron-
gold collisions depends sensitively on the radial separa-
tion of the regions where energy density is deposited. If
they are too far apart for hydrodynamic flow to bring
them into contact over the system’s lifetime, the eccen-
tricity will be a poor measure of flow. If they are close
enough at the same eccentricity to influence subsequent
flow, the eccentricity will track flow better. Thus eccen-
tricity in deuteron-gold collisions, in contrast to nucleus-
nucleus collisions, is at best a qualitative measure of
anisotropic flow.

MC-Glauber
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FIG. 5. (Color online) Initial energy density distribution (ar-
bitrary units, increasing from blue to red) in the transverse
plane in a d+Au collision in the MC-Glauber model (upper
panel) and the IP-Glasma approach (lower panel). The nu-
cleon positions (open circles for the deuteron, solid circles for
gold) are exactly the same in the two cases.
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pPb

PbPb

 • Radius of the gaussian spread of deposited energy: 

 Different prescriptions lead to very different initial eccentricities En, up to factors 3~4. 

! 2 =1 

! 3 =0 
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! 2 ~ 1/2 
! 3 ~ ? 
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Nuclear modification factors in pPb

 JLA-Dumitru-Fujii-Nara

First ALICE results at η=0 compatible with 
CGC and nPDF approaches, but:

  - Moderate suppression for pt < 2 GeV
  - No Cronin enhancement
  - Data compatible with unity for pt>4-6 GeV

February 27, 2013
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Fig. 3. Left: ALICE preliminary data74 for the charged hadron nuclear modification factor at
mid-rapidity as a function of pT . The theoretical results correspond to the CGC calculations
of,28, 64, 75 the nuclear PDF approach EPS09,48 the cold-nuclear matter predictions of,76 and the
HIJING Monte Carlo.77 Right: LO EPS0948 and rcBK-MC28 forward-rapidity predictions.

4.3. Double inclusive particle production and azimuthal

correlations

We conclude this section on p+A collisions with a discussion of forward di-hadron
correlations measured at RHIC (ridge-like correlations of rapidity separated di-
hadrons measured at the LHC are discussed later in section 5.4). In the case of
double-inclusive hadron production pA→h1h2X , denoting p1⊥, p2⊥ and y1, y2 the
transverse momenta and rapidities of the final-state particles, the Feynman variables
are xi = |pi⊥|eyi/

√
sNN and xp and xA read

xp = x1 + x2 , xA = x1 e−2y1 + x2 e−2y2 . (11)

We shall only consider here the production of two forward particles, since this is the
only case which is sensitive to values of x as small as in the single-inclusive case: xp!

1 and xA # 1. The central-forward measurement does not probe such kinematics:
moving one particle forward increases significantly the value of xp compared to
the central-central case (for which xp = xA = |p⊥|/

√
sNN ), but decreases xA only

marginally. In addition, we will focus on the ∆φ dependence of the double-inclusive
hadron spectrum, where ∆φ is the difference between the azimuthal angles of the
measured particles h1 and h2.

ALICE data from pilot p+Pb run 2012
                  1210.4520

CGC

Coll. factorization

HIJING

- If the physics governing wave function evolution 
  is non-linear, then the hard and soft sector are 
  interconnected (at least up to the scale of 
  nonlinearities ~ Qs)



Nuclear modification factors in dAu. Room for surprises?
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FIG. 6: Predicted pseudo-rapidity distribution of charged particles in minimum-bias p+Pb collisions at
√
s = 5 TeV for

two different UGDs.

We shall also show the “nuclear modification factor” Rp+Pb defined as

Rp+Pb(p⊥) ≡
1

〈Ncoll〉
dNp+Pb

ch /dη d2p⊥

dNp+p
ch /dη d2p⊥

, (21)

where 〈Ncoll〉 denotes the mean number of binary nucleon-nucleon collisions in a given centrality class; it is obtained
from a standard MC Glauber model using an inelastic cross section of σin(

√
s = 5TeV) = 67 mb. For minimum

bias collisions this leads to 〈Ncoll〉 ≈ 7.
To facilitate interpretation of the numerical results we shall not restrict to the AAMQS-like UGDs with γ > 1

initial condition but also show some curves obtained with the UGD with γ = 1 MV-model initial condition. We
stress that although this UGD does not provide a good description of neither DIS data on protons nor of semi-hard
pt spectra in p+p collisions, it has not been directly tested against nuclear data yet and, therefore, remains a viable
candidate for the initial condition for the evolution of nuclear wave functions.
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FIG. 7: Average of the gluon densities of a single nucleon and a nine nucleon target divided by the gluon density of a five
nucleon target, for Y = 0 (MV i.c.) and Y = 3 (MV + rcBK), respectively.

We first illustrate the effects of quantum evolution and of fluctuations in the thickness of the target. Fig. 7
compares the average UGD of a 1-nucleon and 9-nucleon target to that of a 5-nucleon target. The MV initial
condition at Y = 0 shows a strong suppression of this ratio at low intrinsic transverse momentum followed by a
“Cronin-like” peak and an asymptotic approach to 1 from above (the leading higher-twist correction in the MV
model is positive, ∼ +Q4

s/k
6
T ; appendix B in ref. [50]). Neglecting fluctuations in the number of target nucleons

could clearly distort the resulting RpA ratio significantly. Actually, this could be origin of the slight differences
between our predictions for RpPb and those presented in [47] (shown in Fig. 11 below) with similar dynamical input

φ[9]+ φ[1] ≠ 2φ[5]
- Unintegrated gluon distributions are a strongly non-linear function of the # of nucleons.
- Fluctuations (mostly geometrical) can strongly distort the RpPb wrt to a mean field approach 
- High-kt behavior of ugd



Moving forward: Testing the evolution (pt, yh>>0)
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FIG. 11: The nuclear modification factor Rp+Pb for single inclusive charged hadrons in minimum-bias p+Pb collisions at
5 TeV collision energy at rapidities 0, 2, 4 and 6. The grey bands at y=0 and 2 correspond to the rcBK-MC results using
kt-factorization, Eq. (13). In turn, the yellow bands at η = 2, 4 and 6 have been obtained using the LO hybrid formalism,
Eq. (19), in minimum bias collisions. The blue bands between the dotted lines also correspond to LO hybrid results for
collisions with a centrality cut Npart > 10. Finally the dashed dotted curves at η = 2, 4 and 6 correspond to minimum bias
collisions calculated within the hybrid formalism incl. the inelastic term from Eq. (20) with αs = 0.1.

most forward rapidities.
In Fig. 12 we show Rp+Pb for two different centrality classes selected according to the number of participant

nucleons12. At pt = 1 GeV we observe the expected pattern of stronger suppression (smaller Rp+Pb) for more
central collisions. In the Npart > 10 centrality class suppression now persists up to pt = 2− 3 GeV.
For the UGD with γ = 1 MV-model initial condition (lower end of the bands in Fig. 12) one observes, generically,

the expected pattern: i) at y = 0 there is suppression at low pt while Rp+Pb → 1 with increasing pt as the rapidity
evolution window shrinks; ii) there is slightly stronger suppression at low pt for Npart > 10 central collisions while
the centrality cut has very little effect at high pt; iii) the suppression increases with rapidity and Rp+Pb < 1 for
all pt <∼ 10 GeV at y = 2.
The behavior of Rp+Pb with AAMQS UGDs (γ = 1.119 initial condition, upper end of the bands in Fig. 12) in

central collisions is more intricate. At pt = 1 GeV we still find the expected decrease of Rp+Pb both with centrality
and rapidity. However, for pt >∼ 4 GeV we find that Rp+Pb is very similar at y = 0 and y = 2. This UGD exhibits
rather non-linear (in the valence charge density) anti-shadowing at high intrinsic kt and so particle production at
high pt in p+Pb collisions is dominated by fluctuations corresponding to a high valence charge density in the Pb
target (high Npart). This can be seen from the fact that at y = 2 and high pt there is little difference between the
minimum bias and Npart > 10 centrality classes.

12 In p+A collisions it is not straightforward experimentally to perform centrality selection via impact parameter cuts. Also, because
of large fluctuations impact parameter bins correspond to rather broad distributions of Npart.

 JLA-Dumitru-Fujii-Nara

Forward measurements (LHCb, LHCf) could disentangle between different approaches
Non-linear QCD evolution predicts a stronger suppression that nPDF approaches
Fluctuations also affect the expectations for RpPb compared to mean field approaches



Moving forward: Testing the evolution (pt, yh>>0)

However, partial NLO corrections (“inelastic term”, c.f Altinoluk-Kovner)  overwhelm the LO 
contribution at high-pt, making the cross section negative...
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FIG. 9: Same as Fig. 8 but including the inelastic term in the hybrid formalism. Solid lines are the same as in Fig. 8.
Dotted and dashed lines correspond to αs = 0.1 and αs = αs(Q = pt) in Eq. (20), respectively.

mentation9 [47].
Before discussing the results let us first explain the meaning of the rcBK-MC bands shown in Figs. 11-13:

They comprise the results for RpPb calculated according to Eq. (21) using the three UGD sets (g1119, g1101 and
MV), the three kind of fragmentation functions (KKP-LO, DSS-LO and DSS-NLO) and the two possibilities to
determine the initial saturation scale (natural, Eq. (9), or modified, Eq. (10)) considered throughout this work,
always using the same configuration in the numerator –p+Pb-spectrum– and denominator –p+p-spectrum–. The
upper limit of the bands correspond in all cases to RpPb calculated with UGD set g1.119 together with the
natural prescription for the initial saturation scale. The black solid line in the plots for η = 0 and 2 in Fig. 11
represents the upper limit of the band if only modified initial conditions are used (such distinction is not necessary
for Figs. 12 and 13 since both cases are treated separately). For the results obtained within the kt-factorization
formalism the upper limit correspond to KKP-LO fragmentation functions, while for the results obtained within
the hybrid formalism (both for only elastic and elastic +inelastic curves) the upper limit of the bands corresponds
to DSS-NLO fragmentation functions. In turn, the lower limits of the bands correspond in all cases to UGD set
MV and DSS-NLO fragmentation functions. The results for all other possible configurations – i.e. other UGDs
and fragmentation functions and choice of natural or modified initial conditions– fall within the plotted bands;
individual curves are not shown for clarity of the presentation.

9 To mention two differences to our work: ref. [47] uses a different fragmentation function and does not treat fluctuations of the
nucleon configurations in the target. The predictions are not far apart but the difference illustrates the sensitivity of RpA to such
“details”.

 JLA-Dumitru-Fujii-Nara

Full CGC analysis at NLO needed!



Conclusions 

 ✔  p+Pb data pose strong constraints to A+A models both in the soft and hard sector

Thanks!!

 ✔  First data on RpPb at moderate momentum do not allow a clear 
     distinction between “orthogonal approaches” (collinear factorization vs CGC) to 
     describe particle production

✔  Surprising (?) indications of flow in p+Pb collisions offer additional opportunity to 
     improve technical details concerning geometry dependence of fluctuations of AA  
     event generators (provided the flow part o the story is properly understood)

 ✔  Exploring more forward rapidities will allow to discriminate different approaches 
      to small-x evolution. NLO analyses on the CGC side needed!  

 ✔  A detailed study of many other observables (ridge, di-hadron correlations, photon 
      production, quarkonia etc) will most likely elucidate which is the most appropriate   
      framework to describe initial state effects in HIC, both in the hard and soft sector. 



v2 in different collision systems 6

side is small compared with the statistical uncertainties
on the points. In the current analysis, both particles are
near midrapidity, while the analysis in Ref [18] includes
one of the particles very forward (3.0 < η < 3.8) in the
d-going direction. Thus, with the current results we can-
not determine whether the signal observed here persists
for η >3.
A measure of the single-particle anisotropy, v2, can be

obtained under the assumption of factorization [26–28],
which gives the relation c2 (ptT , p

a
T ) = v2 (ptT ) × v2 (paT ).

We have varied ptT and recomputed v2 (pT ) and find no
significant deviation from this factorization hypothesis.
The calculated single particle v2 is shown in Fig. 4, and
also compared with the ATLAS [9] results, again reveal-
ing qualitatively similar pT dependence with a signifi-
cantly larger magnitude. We also compare the v2 re-
sults to a hydrodynamic calculation [14, 25] and find
good agreement between the data and the calculation,
which predicts larger anisotropy in d+Au than p+Pb col-
lisions (the calculation for p+Pb is for 0–4% centrality at
4.4 TeV, not 0–2% central at 5.02 TeV as in the data).
The systematic uncertainties as shown in Figs. 3 and

4 are estimated as the root-mean-squared variation of
the same-sign and opposite-sign cn measurements about
the combined value to reflect the influence of possible re-
maining jet correlations. This systematic uncertainty is
applied symmetrically, since the influence of the jet con-
tribution is not known. As a test, the ∆η interval was
varied from the nominal value of 0.48 to 0.36 and 0.60.
The cn values remained unchanged within statistical un-
certainties, with the qualification that the |∆η| > 0.6
sample lacks sufficient statistics for a precise comparison
at higher pT . We also produced v2 values with different
trigger particle momentum selections and found no sig-
nificant change in the extracted values. Other sources
of uncertainty, such as occupancy and acceptance correc-
tions, were also found to have negligible effect on these
results.
In order to further investigate the origin of this effect

in Fig. 5 we plot the RHIC and LHC results scaled by
ε2 as calculated in a Glauber Monte Carlo as a func-
tion of the charged particle multiplicity at midrapidity.
The 0–5% d+Au collisions at

√
s
NN

= 200 GeV have a
dNch/dη similar to those of midcentral p+Pb collisions
at the LHC, while the ε2 values for d+Au collisions are
about 50% larger than those calculated for the midcen-
tral p+Pb collisions. The key observation is that the ratio
v2/ε2 is consistent between RHIC and the LHC, despite
the factor of 25 difference in collision center of mass en-
ergy. A continuation of this same trend is seen by also
comparing to v2/ε2 as measured in Au+Au [30–32] and
Pb+Pb [33, 34] collisions.
In summary, a two-particle anisotropy at midra-

pidity in the 5% most central d+Au collisions at√
s
NN

= 200 GeV is observed. The excess yield in cen-
tral compared to peripheral events is well described by

FIG. 5: (color online) The eccentricity-scaled anisotropy,
v2/ε2, vs charged-particle multiplicity (dNch/dη) for p(d)+A
collisions measured by PHENIX, ATLAS [9], and ALICE [8].
Also shown are Au+Au data at

√
s
NN

= 200 GeV [30–32]
and Pb+Pb data at

√
s
NN

= 2.76 TeV [33, 34]. The v2 are
for similar pT selections. Due to the lack of available multi-
plicity data in p+Pb and d+Au collisions the dNch/dη values
for those systems are calculated from HIJING [29].

a quadrupole shape. The signal is qualitatively similar
to that observed in long range correlations observed in
p+Pb collisions at much higher energies, but with a sig-
nificantly larger amplitude than that observed in 0–2%
central p+Pb collisions at ATLAS. While our acceptance
does not allow us to exclude the possibility of centrality
dependent modifications to the jet correlations, the sub-
traction of the peripheral jet like correlations has been
checked both by varying the ∆η cuts and exploiting the
charge sign dependence of jet-induced correlations. The
observed results are in agreement with a hydrodynamic
calculation for d+Au collisions at

√
s
NN

= 200 GeV.
We find that scaling the results from RHIC and the

LHC by the initial second order participant eccentricity
brings the RHIC and LHC results to a common curve as
a function of dNch/dη also shared by elliptic flow coeffi-
cients from Au+Au and Pb+Pb collisions. This finding
suggests that these phenomena are sensitive to the initial
state geometry and that the same underlying mechanism
is responsible in both p+Pb collisions at the LHC and
d+Au collisions at RHIC. It also suggests a relationship
to the hydrodynamic understanding of v2 in heavy ion
collisions. The observation of these correlations at both
RHIC and the LHC provides important new information
for understanding these phenomena. Models which seek
to describe these features must be capable of also ex-
plaining their persistence as the center of mass energy is
varied by a factor of 25.
We thank the staff of the Collider-Accelerator and

Physics Departments at Brookhaven National Labora-

From PHENIX paper 1303.1794



The baseline: e+proton collisions
1. Global fits to e+p data at small-x 
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accordingly, the BK equation equation including running coupling corrections (referred to as rcBK
in what follows) reads

∂NF (r, x)

∂ ln(x0/x)
=

∫
d2r1 K

run(r, r1, r2) [NF (r1, x) +NF (r2, x)−NF (r, x)−NF (r1, x)NF (r2, x)] (1)

where r = r1+ r2 (we use the notation v ≡ |v| for two-dimensional vectors throughout the paper)
and Krun is the evolution kernel including running coupling corrections:

Krun(r, r1, r2) =
Nc αs(r2)

2π2

[
1

r21

(
αs(r21)

αs(r22)
− 1

)
+

r2

r21 r
2
2

+
1

r22

(
αs(r22)

αs(r21)
− 1

)]
. (2)

In practical implementaions, the running coupling in Eq. (2) is regularized in the infrared by
freezing it to a constant value αfr = 0.7.

Solving the BK equation is an initial value problems, i.e. it is well defined only after initial
conditions at the initial evolution scale, x0 = 10−2 in the AAMQS fits, and for all values of the the
dipole size r have been provided. This introduces free parameters, ultimately of non-perturbative
origin, to be fitted to data. In the AAMQS rcBK fits to HERA data the initial conditions are
taken in the form

NF (r, x=x0) = 1− exp

[
−
(
r2Q2

s0,proton

)γ

4
ln

(
1

Λ r
+ e

)]
, (3)

where Λ = 0.241 GeV, Q2
s0,proton is the saturation scale at the initial scale x0 and γ is a dimen-

sionless parameter that controls the steepness of the unintegrated gluon distribution for momenta
above the saturation scale kt > Qs0. Both Q2

s0 and γ are fitted to data. Although the the AAMQS
fits clearly favor values γ > 1, they do not uniquely determine its optimal value (and neither do
so the analysis of forward RHIC data performed in [?]). Rather, different pairs of (Q2

s0,proton, γ)-
values that provide comparably good values of χ2/d.o.f ∼ 1 are found, the reason being that they
are correlated with other parameters, as the overall normalization, and also that HERA data is
too inclusive to constrain exclusive features of the proton UGD. In order to account for such un-
certainty, we shall consider two of the AAMQS sets, corresponding to (Q2

s0,proton, γ)=(0.168 GeV2,
1.119) and (0.157 GeV2, 1.101). Additionally we shall also consider the McLerran Venugopalan
(MV) model, which corresponds to Eq. (3) evaluated at γ = 1, since it provides contact with a
model well established theoretically. Besides, it should be noticed that values γ > 1 for the proton
may arise due to higher order in density corrections to the MV model, as recently demonstrated
in [?]. Such corrections are expected to the decrease with increasing atomic number. Therefore
it is conceivable that the dipole nucleus scattering amplitude may be better represented by the
MV model than by initial conditions with γ > 1, an option we shall consider later on (?). The
(Q2

s0,proton, γ)-values we shall considered are shown in Table 1.

Set Q2
s0,proton (GeV2) γ

MV 0.2 1
h 0.168 1.119
h’ 0.157 1.101

Table 1: Summary of the parameters of the three sets for the dipole-proton scattering amplitude con-
sidered in this work
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The baseline: proton collisions
1. Global fits to e+p data at small-x 

5 3

0.5

1

1.5 Data
Theory

rm

2=0.85 GeV2Q

0.5

1

1.5

rm

2=4.5 GeV2Q

0.5

1

1.5

rm

2=10.0 GeV2Q

5 3

0.5

1

1.5

rm

2=15.0 GeV2Q

−510 −410 −310 −210

0.5

1

1.5

rm

2=35 GeV2Q

x

5 3

2=2.0 GeV2Q

2=8.5 GeV2Q

2=12.0 GeV2Q

5 3

2=28.0 GeV2Q

−410 −310 −210

2=45 GeV2Q

x

Fit including heavy quarks
�(x,kt)

� 1
k2�
t

� > 1

accordingly, the BK equation equation including running coupling corrections (referred to as rcBK
in what follows) reads

∂NF (r, x)

∂ ln(x0/x)
=

∫
d2r1 K

run(r, r1, r2) [NF (r1, x) +NF (r2, x)−NF (r, x)−NF (r1, x)NF (r2, x)] (1)

where r = r1+ r2 (we use the notation v ≡ |v| for two-dimensional vectors throughout the paper)
and Krun is the evolution kernel including running coupling corrections:

Krun(r, r1, r2) =
Nc αs(r2)

2π2

[
1

r21

(
αs(r21)

αs(r22)
− 1

)
+

r2

r21 r
2
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+
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(
αs(r22)

αs(r21)
− 1

)]
. (2)

In practical implementaions, the running coupling in Eq. (2) is regularized in the infrared by
freezing it to a constant value αfr = 0.7.

Solving the BK equation is an initial value problems, i.e. it is well defined only after initial
conditions at the initial evolution scale, x0 = 10−2 in the AAMQS fits, and for all values of the the
dipole size r have been provided. This introduces free parameters, ultimately of non-perturbative
origin, to be fitted to data. In the AAMQS rcBK fits to HERA data the initial conditions are
taken in the form

NF (r, x=x0) = 1− exp

[
−
(
r2Q2

s0,proton

)γ

4
ln

(
1

Λ r
+ e

)]
, (3)

where Λ = 0.241 GeV, Q2
s0,proton is the saturation scale at the initial scale x0 and γ is a dimen-

sionless parameter that controls the steepness of the unintegrated gluon distribution for momenta
above the saturation scale kt > Qs0. Both Q2

s0 and γ are fitted to data. Although the the AAMQS
fits clearly favor values γ > 1, they do not uniquely determine its optimal value (and neither do
so the analysis of forward RHIC data performed in [?]). Rather, different pairs of (Q2

s0,proton, γ)-
values that provide comparably good values of χ2/d.o.f ∼ 1 are found, the reason being that they
are correlated with other parameters, as the overall normalization, and also that HERA data is
too inclusive to constrain exclusive features of the proton UGD. In order to account for such un-
certainty, we shall consider two of the AAMQS sets, corresponding to (Q2

s0,proton, γ)=(0.168 GeV2,
1.119) and (0.157 GeV2, 1.101). Additionally we shall also consider the McLerran Venugopalan
(MV) model, which corresponds to Eq. (3) evaluated at γ = 1, since it provides contact with a
model well established theoretically. Besides, it should be noticed that values γ > 1 for the proton
may arise due to higher order in density corrections to the MV model, as recently demonstrated
in [?]. Such corrections are expected to the decrease with increasing atomic number. Therefore
it is conceivable that the dipole nucleus scattering amplitude may be better represented by the
MV model than by initial conditions with γ > 1, an option we shall consider later on (?). The
(Q2

s0,proton, γ)-values we shall considered are shown in Table 1.

Set Q2
s0,proton (GeV2) γ

MV 0.2 1
h 0.168 1.119
h’ 0.157 1.101

Table 1: Summary of the parameters of the three sets for the dipole-proton scattering amplitude con-
sidered in this work
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2. Extract NP fit parameters

4. Apply gained knowledge in the study of other systems (theory driven extrapolation)

LO kt-factorization: dNg

d⇥d2pt
⇤ K�s(Q2

r )⇤(x1,kt)⇥ ⇤(x2,kt � pt)⇥ FF(Q2
f )

10-5

10-4

10-3

10-2

10-1

 1  2  3  4  5  6  7  8

dN
ch

/d
d

d2 p T
 (1

/G
eV

2 )

pT (GeV)

MV model a=1
e+p data  a>1

10-5

10-4

10-3

10-2

10-1

 1  2  3  4  5  6  7  8

dN
ch

/d
d

d2 p T
 (1

/G
eV

2 )

pT (GeV)

MV model a=1
e+p data  a>1

10-5

10-4

10-3

10-2

10-1

 1  2  3  4  5  6  7  8

dN
ch

/d
d

d2 p T
 (1

/G
eV

2 )

pT (GeV)

MV model a=1
e+p data  a>1

10-5

10-4

10-3

10-2

10-1

 1  2  3  4  5  6  7  8

dN
ch

/d
d

d2 p T
 (1

/G
eV

2 )

pT (GeV)

MV model a=1
e+p data  a>1

10-5

10-4

10-3

10-2

10-1

 1  2  3  4  5  6  7  8

dN
ch

/d
d

d2 p T
 (1

/G
eV

2 )

pT (GeV)

MV model a=1
e+p data  a>1

CDF |d|<1, 1.96 TeV

10-5

10-4

10-3

10-2

10-1

 1  2  3  4  5  6  7  8

dN
ch

/d
d

d2 p T
 (1

/G
eV

2 )

pT (GeV)

MV model a=1
e+p data  a>1

10-5

10-4

10-3

10-2

10-1

100

 1  2  3  4  5  6  7  8

dN
ch

/d
d

d2 p T
 (1

/G
eV

2 )

pT (GeV)

MV model a=1
e+p data  a>1

10-5

10-4

10-3

10-2

10-1

100

 1  2  3  4  5  6  7  8

dN
ch

/d
d

d2 p T
 (1

/G
eV

2 )

pT (GeV)

MV model a=1
e+p data  a>1

10-5

10-4

10-3

10-2

10-1

100

 1  2  3  4  5  6  7  8

dN
ch

/d
d

d2 p T
 (1

/G
eV

2 )

pT (GeV)

MV model a=1
e+p data  a>1

10-5

10-4

10-3

10-2

10-1

100

 1  2  3  4  5  6  7  8

dN
ch

/d
d

d2 p T
 (1

/G
eV

2 )

pT (GeV)

MV model a=1
e+p data  a>1

10-5

10-4

10-3

10-2

10-1

100

 1  2  3  4  5  6  7  8

dN
ch

/d
d

d2 p T
 (1

/G
eV

2 )

pT (GeV)

MV model a=1
e+p data  a>1

10-5

10-4

10-3

10-2

10-1

100

 1  2  3  4  5  6  7  8

dN
ch

/d
d

d2 p T
 (1

/G
eV

2 )

pT (GeV)

MV model a=1
e+p data  a>1

CMS |d|<2.4, 7 TeV

proton-proton proton-proton



Forward di-hadron angular correlations in RHIC dAu data
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Central dAu collisions

pt  < 2 GeV/c <ηt> = 3.2    

pt > pa > 1 GeV/c <ηa>=3.2

"non-CGC" calculations

Kang et al

Uncertainties in current CGC phenomenological works:
  • Need for a better description of n-point functions: [D. Triantafyllopoulos’s and T. Lappi’s talk]
  • Better determination of the pedestal: K-factors in single inclusive production? 
    Role of double parton scattering? 

[Heikki Mäntysaari’s talk]

  • Alternative descriptions including resummation of multiple scatterings, nuclear shadowing and 
    cold nuclear matter energy loss seem possible...

correlated uncorrelated

Double parton scattering

Background (pedestal) contribution to coincidence probability: two
hadrons are produced independently
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⇥Pb(x0,kt,B) = ⇥p(x0,kt; {Q2
s0,p � Q2

s0,Pb(B)); �}

Q2
s0,Pb(B) = TA(B)Q2

s0,p

Q2
s0,Pb(B) = TA(B)1/� Q2

s0,p

Setting up the evolution

�Pb = �p(> 1)

�Pb(x,kt,B) = rcBK[�Pb(x0,kt,B)]

A) Most “natural” option:

�B

PROBLEM: yields RpPB > 1 at high transverse momentum

2 4 6 8 10
0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

   IPSat
   rcBK

RpPb(y=0) rcBK-MC

EPS09 nPDF

pt (GeV)

B) Possible solution and/or

2 4 6 8 10
0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

   rcBK
   IPSat

RpPb(y=0) rcBK-MC

EPS09 nPDF

pt (GeV)

Nuclear ugd’s and nuclear modification factors

A) B)

Preliminary results. JLA-Dumitru-Fujii-Nara

nPDF EPS09 results by P Quiroga

�Pb = 1(MV) +
#

A2/3


