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E. Lançon : prospectives ATLAS
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A. Filipcic : use of HPC for ATLAS
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The Computing Challenge

● Computing sites are part of institutes which collaborate in ATLAS 
experiment

– Some sites (10 Tier-1 centers) are big and provide additional 
services, tape storage

● ATLAS uses many additional resources, many of them are 
external

– National computing centers
– Cloud providers (Amazon, Google, academic clouds)
– Supercomputer centers (US, France, Germany, Norway, Sweden)

● Opportunistic resources enabled the big success in 2012 – the 
Higgs discovery
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Job properties

● High I/O jobs (20GB input, few GB output), 
relatively fast (up to few h), high memory (2-4GB)

– Monte-Carlo and real-data reconstruction
– User analysis

● Low I/O (<100MB), very long jobs (>1 day), low 
memory (<1GB)

– Event generation
– Monte-Carlo simulation (10 min /event)
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Problems of trivially-parallel jobs

● Long running times of some job classes
● Inefficient memory usage (shared memory)
● So, ATLAS is developing some new ways:

– AthenaMP – fork after initialization to share ½ of job memory among the processes
– Event distribution: Master job + slave event processing jobs (good for opportunistic usage 

due to frequent commits)
– Multi-threaded jobs on single event level (parallel tracking, algorithm parallelization)

● The complication is not artificial: The LHC operation at higher energies in 2015 will 
require much more demanding jobs which cannot be done in the current way 
efficiently.

● HPC modus operandi is becoming a necessity for ATLAS, but for further development 
not many ATLAS computing sites can provide the required capabilities
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What does a site need to run ATLAS jobs

● Many complex scenarios, but the simplest one is:
● Provide one dedicated server with external connectivity and ARC grid middleware

– Input file transfer to local shared file-system

– Submission of batch jobs

– Uploading of output files to ATLAS remote storage

● Provide node access to ATLAS software
– Server with installed CVMFS which NFS-exports to computing nodes (/cvmfs mountpoint on the 

nodes)

● Provide access to ATLAS “detector calibration” databases through a local squid server
● Provide some system libraries on the nodes (depending on the OS)

– libxml2, gcc libs, …

● Although a regular ATLAS grid site is fairly complex with custom node operating system and 
software, a “minimal” site can be configured with one grid server.   
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