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% Project Organization )|

E"ERKELEY LAB

ALICE LA

* Goal: high-performance, cost-efficient ALICE computing facility
— Fulfills MoU-based ALICE USA obligations for computing & storage resources to ALICE
— ALICE USA participation is about 7-8% of ALICE

® %8s

e 2009 Project Proposal R ’ ek 3
— Operate facilities at two DOE labs -

s'e '., ...
()
* NERSC/PDSF at LBNL
* Livermore Computing (LC) at LLNL

— In operation since Summer 2010

* Project personnel on steering/operations committee
— Jeff Porter — project manager & ALICE Grid Manager for NERSC
— Ron Soltz - Former Computing Coordinator & LLNL ALICE Rep.
— Jeff Cunningham — LLNL System Admin and ALICE Grid Manager for LC-glcc
— Iwona Sakrejda — PDSF project lead
— Bjorn Nilsen — ALICE-USA contributor
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% Facility Snapshot: LLNL/LC d'

ALICE RKELEY LAB

* Livermore Computing
— Large & diverse institutional-based High Performance Computing Center
— Supports Lab Science and Engineering activities

e Cost effective procurement and operations model

— Able to buy into routine very large purchases of scalable units
— In-house managed OS (CHAOS) & other software (e.g. SLURM)

* ALICE Deployment model @ LLNL/LC

— Separate single-use facility
* 100% ALICE
* Grid only use = no user logins

— Large HW purchase, refreshed every 3-4 years
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% Facility Snapshot: NERSC d"

ALICE

 NERSC: US Department of Energy (DOE) Office of Science Flagship High
Performance Scientific Computing Center

— Available to all DOE Office of Science sponsored research

 Computing for Scientific Research
— Large HPC Systems (~200k cores)
— Special Clusters: PDSF, Visualization,...
— Large archival storage (HPSS)
— Data Transfer, Gateway & OSG/Grid Services
— Evaluation Systems: GPU & Cloud Services

* Extensive user support services W Physics M Math+CS M Astrophysics
Chemistry B Climate B Combustion
¥ Fusion I Lattice Gauge ™ Life Sciences

B Materials Other

e ALICE Deployment Model @ NERSC

— Project resources deployed on PDSF for ALICE Grid (see next slide)
— Users can have login access with ALICE client tools available
— Annual HW purchases to adjust to changing ALICE requirements
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ALICE

Facility Snapshot: PDSF

N
: A
fFrreererer i

Multi-group facility for Nuclear & High Energy Physics experiments

— Allocations as “share” of resources

— Fair share done in SGE (UGE)

Share calculation includes
— HW investment
— FTE contribution

Nuclear Science shares
— ALICE 40%
— STAR 30%

Physics Div. shares
— ATLAS T3 15%

6/3/13

2 Year Jobs by Group
2012

Generated 05/21/2013 00:26:06

O tumi 11 (avg 91) M admin

2 (avg 1) M@ alice 1277
(avg 763) [ astrogfs 111 (avg 111) [@ atlas 293 (avg 63)
O cdf 1 (avg 1) [ dayabay 44 (avg 121) [0 e896 2
(avg 1) [Oicecube 4(avg 95) [ kamland 1(avg 30)
E majorana 604 (avg 58) [ other 420 (avg 258) M star 41
(avg 520) [Oalicernc -nan (avg -nan) [ cuore 2(ava  2)

Running jobs
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% ALICE-USA & Open Science Grid K'

ALICE —

* ALICE-USA project leverages OSG capabilities
— OSG Registration Authority

OSG Reports

24000 DOEGrids CA expired S|te infrastructure
22000 Sues

2 Ly Vil I aliael] o
— OSG central repository 5 40000

— Resource reports sent to WLCG | I“I I
\M l‘ |||||| ||||| ||| il ||||.||| |||||| |||||h||||||

o ﬂll“ww‘l|“““uw| I.HNIIIIWI Wl 2
- Plsposttion of unused cpu GLINL W'!lﬂ ”!I ﬂ'|“"ﬂ'||\| \|||Mﬂ\l“HI\IINWI“W\“WNM|“|\|M|\|W\ \WN“
Hll

3 12000
10000

- . = 3000
— Critical services scans P
2000

* Accounting Reports 0

60000
55000

 Availability and Reliability Rep. S oooo
— G@ratia site service

* OSG CE for DOE/NP funded groups 0

mmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmm
QQQQQQQQQQQQQ

i'u'n

January 1 — March 31, 2013
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% Site Configurations

ALICE

N
: A
fFrreererer

BERKELEY LAB

rkeley National Laborat

LLNL/LC VOBox

CREAM-CE-PBS

e Submits directly to [

* OSG-CE:

ind dent
independen External OSG CE

external interface non-ALICE jobs grid job

* OSG Gracia site Monitoring

PBS Cluster

~

v

service reports all
jobs as grid jobs

Report all Jobs
to OSG = WLCG

NERSC/PDSF VOBox

e Submits to Condor- *
G service on VO box

e Condor-G submits
jto 0SG-CE at PDSF External /

non-ALICE jobs

* OSG Gracia service
reports OSG jobs

SGE Cluster

Report OSG Jobs
to 0SG 2> WLCG

Both LLNL/LC and NERSC/PDSF Site & VO Box services are managed IocaIIy
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Job & core count —
over project history

BERKELEY LAB

| Avg S68.6, min. 0, max 46

» LLNL/LC

Installed
i .
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Job levels - 2012 RRB Year L

ALICE .
¢ Wa ” CIOCk Utilization: ! undetermined site & infrastructure issues
— LLNL/LC

¢ <Jobs>=590 = AN

* 9.2kHS ~ 80% pledge  tZsfll.
— PDSF =R

e <Jobs>=2890

e 13 kHS ~ 110% pledge

Active jobs in LBL
elastic expansion
at NERSC

* |ssues shown

— Unaccounted usage gaps
e Site services control?

— cpu deployment delay

— logissue suppressed use - | A A N[\
e AliEn vs Condor-G - /007 | ‘

— Zombie grass on PDSF : \c\
 V.Mem as a consumable
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NERSC/PDSF

Fixed log file
problem
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< cpu purchase delay _—>l
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Efficiency as cpu/wall g

Lawrence Berkeley National Laboratory

ALICE

OSG Reports

366 Days from Week 14 of 2012 to Week 13 of 2013
v v v v v v v

1.0

Monalisa Reports

0.8
Jobs efficiency (cpu time / wall time)

Efficiency
o o
- o

M LLNL/LC = 71%

0.0
Apr 201May 2012un 2012 Jul 2012Aug 2015ep 201Dct 201Nov 201Dec 2012jan 2013Feb 201Blar 2013Apr 2013

Efficiency [%]

Jlee Y (BRI RNk |

Maximum: 0.98 , Minimum: 0.00 , Average: 0.71, Current: 0.91

Lo 366 Days from Week 14 of 2012 to Week 13 of 2013 -k '

0.8

Hay. o i v se oz T Hov Dec Jan

E
yE
o

[ cotenia ~ KSTL65DC 18l = LLNL ~ Substech — Torino]

?"6' Efficiency = cpu/wall
“ Payload over RRB 2012

NERSC/PDSF = 70%

0.0 Jobs efficiency (cpu time / wall time)
Apr 201May 2012un 2012Jul 2012Aug 2015ep 201Dct 201Nov 201Dec 2012jan 2013Feb 201Blar 2013Apr 2013

Series Last value Min Avg Max

iC-PDSF 1. WL 76.94 0 65.74 100
Maximum: 0.97 , Minimum: 0.00 , Average: 0.70 , Current: 0.62 2. HLLNL 88.71 0 6534 100
Efficiency = cpu/wall B s

Pilot + Payload over RRB 2012 LLNL/LC = NERSC/PDSF ~ 70%
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) CPU Utilization 2012 RRB Year  [EBN

ALICE BERKELEY LAB

 Wall Clock Utilization EGI Portal Country T2
— LLNL/LC > 80% of pledge

— NERSC/PDSF > 110% of pledge 300m

* Purchase delay offset by extra resources 250m

— Fluctuations < slow to diagnose / resolve %ggm USA = 144.5 MHS-hrs

\

. CPU Utilization e _ I. ,
— LLNL/LC & NERSC/PDSF ~ 70% efficiency 0}-—0 0 =l N e . all

e Similar to other ALICE T2

-50m -
e Utilization relative to pledges o

— LLNL/LC

* Pledge : 11,500 HS x 24 x 365 x 0.7 (allowed eff.) = 70.5 MHS-hrs

* Delivered: 15.6 HS/core x 5.3 Mcore-hrs x 0.7 (measured) = 57.9 MHS-hrs } 82%
— NERSC/PDSF

* Pledge: 12,000 HS x 24 x 365 x 0.7 =73.6 MHS-hrs

* Delivered: (13.3 HS/c x 2.7Mcore-hrs + 15.5 HS/c x 4.7 Mcore-hrs)x0.7 = 86.9 MHS-hrs } 118%
— Combined

* Pledge = 144.1 MHS-hrs , Delivered = 144.5 MHS-hrs - 100%

» Biggest concern seems to be fluctuations in wall clock utilization
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% Storage Element Deployments K'

ALICE

* Pledged Obligations
— LLNL/LC
« 650 TB, 2011 -2013
— NERSC/PDSF

e 740TB in 2011
* 1,020 TBin 2012
* 1,200TBin 2013

* Installed Capacity
— LLNL/LC =685 TB since Aug ‘10
— PDSF =720 TB since Oct ‘11
* 1447B June 2010 % used

» 288TB Apr 2011
» 288TB Oct 2011

716.1 T8 396BTE 319378

LBL::SE

LLNL::SE | 687878 340375 347578
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% SE Performance

ALICE

 Reasonable bandwidth at sites
— Average ~50MB/s writes
— Average ~300MB/s read . \

1025
100{o0 preet  sepeaspereasessopsopseseen AT Pt T 418 00 wal gt o (e vt |
975 \ | / ) W[ ..,\‘ |4 0 St NI\
951y \[ \ | - | W

CERN DNS / FW problem to LLNL

Vod |} dond B besst/ f WY f
¥ | .\A RIVRY L [
| | 4 I |
| \ L 10

. ST LT UMM
* Bandwidth tests CERN: : = RIS AR S
— 100 Mbps (=i NiiR! |
— 200 ms RTT

* Test history: :
— LBL::SE @ 96% / | -

5
LLNL..SE 86cy 2: ‘
oo 0 0 ) .
Apr May Jun ul Aug
2012
SE -+ LLNL - SE ~ Subatech - SE

[+ Catania - SE -+ KIST|_GSDC - SE - LBL - |

SE Test history
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% SE Utilization Summary )

ALICE RKELEY LAB

 Both LLNL:SE and LBL:SE have generally shown stable operations

— LLNL:SE Add Test failures:
* Difficult to ID & located at the tester
* Likely reduced utilization for that period

e Overall utilization has been low relative to capacity
— Bandwidth & rtt is about 2x worse for US relative to sites in Europe

— Actual traffic at Storage Elements is comparable to other sites
* dominated by local I/O

e Overall utilization per cpu-core doesn’t appear low
— US T2 have installed ~ 0.75 TB/core
— My survey of other sites suggest 0.5 TB/core as a better target
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% Additional US Sites & Activities K"

ALICE LA

* Ohio Super Computing Center (OSC)
— Different funding agency (NSF)
— Stable resource
* Not pledged
* University grant allocation
— No compatible storage

e University of Houston

— An early important grid site in ALICE
— out of service as DOE funded LBNL & LLNL

@ MonALISA Repository

— Possible solution for additional resources E1-C Global Views
\_‘] Alice-USA Regional View
. . . -3 Sites
* Regional Monitor via our own ML collector B LBNL

— Allows for targeted monitoring & site specific data -] LLNL
— Prototype is deployed B osc

. . . -»1:| Statistics
* Documentation on our local twiki --- will share B Services

----- ) Sites status
6/4/13 R Jeff Porter LBNL 16



% Upcoming Hardware Tasks o)

ALICE

 Hardware installation plans

— Installed CPU is sufficient for 2013 pledges, perhaps 2014 as well
— Will install 260TB of disk on NERSC/PDSF as needed

e Disk and CPU start to go out of warranty this summer
— Will operate CPU on a DNR model—> small but steady drop in capacity
— Storage Elements:

* Will purchase individual replacement disks (~5%) and swap in as needed
* Will replace an individual server node if isolated problem, case by case basis
* DNR for more significant problems
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% Upcoming Operational Tasks i

ALICE

 Upgrade resources to SL6.x
— Upgrade underway at LLNL, path set for NERSC/PDSF ~ June/July

* New OSG CE software
— Major change in installation model (rpms instead of pacman)
— Upgrade underway at LLNL, awaiting UGE patch for NERSC/PDSF

 Upgrade XRootD at LBL::SE
— Consider waiting until xrootd 4.x is released?

— Will include SL6.x plus a change to our redirector identity at PDSF
* LLNL::SE has been upgraded to 3.2.6 and RHEL6 (SL6)

— Develop XRootD/HPSS interface
* perhaps at next AliEn developers workshop

* LHCONE
— Talks with ESNet & NERSC are underway, LLNL/LC to follow
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% Longer Term Plans g

ALICE ERKELEY LAB

* Original Project plan called for LBNL to host an ALICE Tier 1 center
— NERSC maintains a large HPSS tape storage facility

* Project directed to first establish & demonstrate T2 operations
— While working on XROOTD/HPSS interface software

* Project External review in late 2011
— Project was given a very favorable review, but
— Recommended we consider T1 transition only beginning after LS1

* T1 option to be re-evaluated in Spring 2014 > We’'ll see
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