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Disclaimer

This presentation can spotlight only
a subset of many interesting topics and details.
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DSS Group

Alberto Pace

Dirk Ddllmann Massimo Lamanna
approx. 2- 2.5 FTE approx. 1.3-1.5 FTE
Lukasz Elvin Geoffrey  Andreas Massimo Luca Xavier Belinda
Ops
N
amespace DSI/gridFTP Ops Puppetizer Ops
XRootD Release hy
XRootD Client XrdCl Instr. Mutex Lemon/SLS Ops
LevelDB DBmap Dev Mentoring Puppetizer
XrdCl Integration .
RAIN Project Leader Ops
FUSE Core Cockpit
FAX Ops
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Service Today

Raw Space 44.8 PB Harddisks 20.7k
l ATLAS [ CMS |l ALICE B ATLAS @ CMS B ALICE
B LHCB B LHCB
CHs ALICE
Used Space 32.1 PB Stored Files (Replica) 136 (279) Mio.
B ATLAS W cMs H ALICE AT'(—:AS B CMS [ ALICE
== LHCB
HACE 40 PB 150 Mio.
30 PB | 1125 Mio.
20 PB 75 Mio.
@m -y I0PB o) | [ 37.5 Mio.
8.28 Ny
AT s /ﬁ = 0P8 ATUAS GMS o ewmm |03 O Mio

LHCB
*EOSPUBLIC stated 4.6.2013
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IO dominated by LAN batch job access

Network utilization on eos_storage virtual cluster summary
40 G
o ALIG B Average M Max
30 6
w0
- 10 GB/S
""" o 20 G
1= Lol SO e Sre s Rl e e e e e i | i L
=)
10 G 48
------ 0 ! »
16: 00 17: 00 18: 00 19: 00 20: 00 21: 00
_S m ethO in aver .00  max:9 76 in: CPU utilization
g ® ethO out | aver:29.96 max:38.36$ m
e 75 .. ®m ethl in @ver:0.0 max:.0.0 n:
@ ethl out aver:0.0 max: 0.0 min
i eth2 in aver:0.0 max:0.0 min:
* eth2 out aver:0.0 max:0.0 min B0 30 M6 D0 J &
37.5 -] _ 689 MB/s on single
~ 44
= 0 pomenol S disk server
O 8 Network utilization
0 i —— 05 oon] |
Q1 Q2 Q3 Q4 $ toon] READ  WRITE
=
100 M |
* main increase due to migration of disk-only P T hw ww ew  ww woe 2o 1SAJE
pools from CASTOR 2 fim it ridh ] ot B wiia o CureTe
ethl out aver:nan max:nan min:nan curr:nan
. S R S d 26 GB/s read

< 10% traffic volume is remote 10
EOSALICE served 40% of ALICE IO in Dec./Jan.
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B File Loss Probability Comparison

Files lost per million

o EOS (RAIN)
o CASTOR ( RAID-1 only )

0.01
Q12011 Q22011 Q32011 Q42011 Q12012 Q22012 Q32012 Q42012 Q12013

File loss in EOS is mainly due to bugs and human errors - HW failures rarely lead to a file loss
File loss probability with 2 replica is not significantly higher than on tape media
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AMBER v.0.2.0 - 0.2.33

Summer 2012 - today
20 releases

(X X XX BN E] [

G OmeEE

"o s Ha®G e e

7 " «0:4’.9.
we are gem stones”, £.:28%-.-2%e
tRe-20 FNa®

so plenty releases left ... e€%se8- %%
[d LX XX NWNN X ]
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Software Releases

FOR Your CompuTeRr
( ) ( V\.
p e G /“\ 4
Loy - ey L =

IS AVAILABLE i

BERYL v.0.3.0 - ..

June 2013 - ...
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Some core features ...

hierarchical in-memory namespace

POSIX-like file acces

«  XRootD protocol

« grd-TP protocol gateway

«  FUSE single-/multi-user mount
authentication

« strong (Kerberosb, X609) external
clients

« shared secret (sss) internal clients

quota system

Multi-us rFusw

® 00 A apeters — root@Ixbrf39c01:~ — ssh
F R ———

E0S_IN Quota

EOS_SERw. Node 0S_SERVER_RELEASE=1

¥20 EOS_CLIENT_RELEASE=1
//localhost] |/> ns

EOS Console [r
#

|
#-Nam pa Ct. bicts
#
ALL —— FITEs 77591190 10600
ALL Directories 88788
T e
ALL File Changelog Size 28.49 GB Namespgoe uges 28.5
ALL Dir Changelog Size 25.67 MB i
2 I T N GB|on digk
ALL avg. File Entry Size 367.00 B
ALL avg. Dir Entry Size 289.00 B
# S
ALL memory virtual 87.38 GB Nameppace|uses
ALL memory resident 82.60 GB 7 GB in memor
ALL memory share 7.46 MB 87G gmory
ALL memory growths 7.18 GB
ALL threads 115
#

EOS Console [root://localhost] |/> [

EO2 Courore | AL

« user & group quota for file inodes &

volume
« quota administrator

« quota definitions on quota nodes
(hamespace sub-trees)

Wednesday, June 5, 13
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Some core features

- directory user+system attributes * ACLs on directories

- read, write, write-once, browse, quota, chown,
chmod, deletion rights

« define file layout

+ define file checksum algorithm ,
+ defined by user, group, egroup

+  define block checksum algorithm o .
« automatic disk/node draining

+ define placement space

+ define minimum, maximum filesize * automatic disk balancmg

. define default file pre-allocation size « active namespace redirection & rate limiter
- define co-ownership by user credential + real-time filesystem check
* define ACL - periodic direct-10 file checksum scan

[Zl r grant read permission

[Zl w grant write permissions

£l x grant browsing permission

6 (') O [El m grant change mode permission l kz;]
- - [E] 'd forbid deletion of files and directories
EOS Console [rOOt [E] +d overwrite a '!d' rule and allow deletion of files and directories

sys.forced.blockcl [El g grant 'set quota' permissions on a quota node
sys.forced.blocks...

sys.forced.checksum="adler"

sys.forced. layout="replica"

sys.forced.nstripes="2"

user.acl="u:atlas@03:rw,egroup:atlas- comp cern- storage- support rw"|
'EOS Console [root://tocathost] [/> 1
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New in EOS BERYL

New XRootD client
Namespace improvements

Master/Slave namespaces BERYL v0. 30 -
Online Compacting -

Recycle Bin

Archive Layouts RAIN++
Layout Conversions
Inter-Group Balancing
MGM node HA

Geo Replication/Scheduling (Wigner/Cern-CC) Spring 2013 - ...
‘Localhost’ Scheduling (client on disk server/PROOF)

HTTP/S3 Interface
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* File deletion

 deleted files
disappear
immediately
(seconds)

« implemented
time & volume
based recycle bin
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Namespace Benchmark

+ MGM are equipped with 256GB memory (2x6core with Hyper Threading 2.0 GHz)

Namespace Benchmark

rate in Hz

Creation Boot
B 1 M Dirs I 10 M Dirs . 100 M Files I 520 M Files

Read - Lock

File stat inside MGM
Read + Lock

rate in Hz

1 1000 1000000

d stat " File stat from remote
xrd sta : : : . process - one-shot auth.
API stat * File stat from remote

s . process - sessions

0 12500 25000 37500 50000

rate in Hz
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RAIN replaces RAID configurations

« Each file can have an individual striping layout

Files are striped inside a placement group over
N+M nodes

EOS supports

* Replica
N replica of files (1 <= N <= 16)

- RAID-DP
4+2 Dual Parity Layout

N+2 RAID 6 Reed Solomon Layout (you can loose 2 disks without file loss)

» Archive
N+3 RAID 6 Reed Solomon Layout (you can loose 3 disks without file loss)

« Every stripe is written with a configurable blocksize and 4k block checksums
(hw accelerated CRC32C) which allow error detection and correction on the fly

Wednesday, June 5, 13 18
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Single Client Performance against 8 standard disk server
I ————————————————————— B HTTP download
. B xrdcp download
2 Replica (cached) ; eoscp download
— , : , : . m HTTP upload :
""""""" .erCpUp'IOHU
_— . M eoscp upload :
RAID-DP (cached) ! : ; :
. = :
: 5 f
— e
——— : :
ReedSolomon 6+2 (cached) s s : :
I : :
——————] : :
.............
emameec———— : ;
2 Replica (uncached) : : :
"""""""
]
RAID-DP (uncached) : : : :
.............
]
ReedSolomon 6+2 (uncached) : . : .
0 MB/s 200 MB/s 400 MB/s 600 MB/s 800 MB/s
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’ RAIN Files for Analysis?

Not yet perfect ...

« As of today RAIN adds additional LAN latency
(RT between disk server) to analysis (rcadV)

- Two options for high performance analysis support

« XRootD 4.0 exposes readV call in OFS plugin
the gateway server can read asynchronous from several
remote disks boosting performance involving more disk

spindles
‘ in approx. 2 months

« The new XrdCl will offer plugin interface with EOS 10: readV
calls are asynchronously fetched from several remote server

‘<§ timescale undefined
®
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HA Features

“How can we avoid/reduce downtime?”

Master/Slave Setup @

Master // \\ Slave

MGMH1 MGM2

?l
(6

L

Alias
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Is it web scale?

.. o |
Is EOS free of limitations” J}”

Is it really organic?

Orﬁmuo

Wednesday, June 5, 13
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The performance indicators ...

tested
15k clients

RN

avg. < 1 ops in 30s
from Ixbatch

STORAGE

690 MB/s read

6M Files

-

#files (MD inmemory)

35 disk

300 nodes
10k disks
1.8 billion replicas

Scalability

“How big can one instance be based on what we have today?”

CERNIT

Department

#sockets

64k

#tcp msg

70k

#auth krb5/gsi

n.n.

VD & Management

memory
500M files

)

kHz-MHz ops

* 300 nodes

0-70k

* 10k disks
* 15k active clients

* 40 PB raw capacity
(assuming 4TB/disk) 2.8x today

MQ

* 200 GB/s read 10
(10% for background scan 3w)
* 500 M files
(>40 MB avg size) 6x today

CC scale-up in 2015 x2 vl

Wednesday, June 5, 13
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BERYL Release Plan

- next week target BERYL release 0.3.1

- new XrdCl, full RAIN support, Namespace HA,
Recycle Bin

- following weeks of June/July

* agile fixes + refactoring 0.3.X ...

- enable Layout Conversion interface & ext. balancing
- enable HTTP(S)/WebDAV/partial S3 interface

Wednesday, June 5, 13 24
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EOS as ALICE
T1/2 Storage
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- ompare EOS to an XRootD native
installation ...

EOS is optimized to deal with unreliable storage hardware (RAIN)

EOS has management functionality for very large (inhomogeneous) installations and lifecycle
management

EOS tracks storage contents, reports unavailable or missing files and can repair errors
EOS is a multi-user storage platform
EOS supports XRootD 3.3 TPC (third party copy mechanism)

EOS allows remote administration via EOS shell

If you don’t need any of the PRO’s, it simpler to run/install XRootD =>
XRootD has no stateful meta-data server (redirector)

EOS can not be combined with FRM configurations
EOS provides more functionality than the baseline needed by an ALICE SE
EOS does not support the ‘old’ xrd3cp as a source SE

Wednesday, June 5, 13 26
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EOS Support Model

« EOS is an OpenSource project -
usage is free at own risk

* CERN offers best-effort support for EOS@QCERN

« we give support to FNAL in an informal way

- EOS does not differ from in the support model

- we have ~5 experts at CERN able to help with
operational questions
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How to move to EOS ...

* You can move from a native XRootD SE to EOS using the same hardware
« use EOS AVIBER release with single replica layouts on RAID arrays

allows to serve part or all available space to ALICE GRID with alice authentication enforced

additional option to have local user space with user quota with kioo/x509 authentication

« should have 1-2 nodes with decent memory as namespace
machines (1 GB RAM = 2 Mio. files)

- Migration

- deploy EOS on top of existing XRootD infrastructure
EOS uses port 1094 on MGM and default’s to 1095 on storage server

set ENOENT redirection from EOS to XRootD and change URL in ALICE SE configuration
to point to EOS
migrate the XRootD SE to EOS using EOS transfer queue systemn or xrdcp scripts

if a file is migrated it is served by EOS

if a file is not migrated EOS redirects to the XRootD redirector

new files are written to EOS

good opportunity to clean-up the SE (get a central DB dump)
« CERN did lve-migration of CASTOR/ALICEDISK to EOSALICE without service downtime

Wednesday, June 5, 13
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How to move to EOS ...

* You can move from a native XRootD SE to EOS using different hardware

+ today: use EOS AMBER release with two replica layouts on top of JBOD disk server
100% space overhead

+ from mid June: use EOS BERYL with RAIN layouts on top of JBOD disk server
<50% space overhead (configurable)

it is no problem to upgrade from AMBER to BERYL and to convert files from 2 replica to RAIN layouts
+ Migration procedure identical

+ Standard XRootD monitoring works on EOS
+  EOS ApMon RPM available

* You can easily deploy a new SE with EOS on empty server
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How do you install EOS ...

For SLC5, SLC6 or Fedora you can use existing repositories

There is no packaging (service script support) available for
Ubuntu

one can convert RPMs with cpio or compile EOS from sources;
still the service scripts are RedHat specific

contributions welcome

You can compile EOS from sources

Find the HowTo for a basic ALICE EOS-SE
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http://eos.cern.ch

Welcome to EOS !!!

e 06
<> ][] O eoscern.ch

c =] (O]
EOS - CERN Disk STORAGE

EXPLORATION OF STORAGE!

@\ —
W) uropean Organization for Nuclear Research
Ve P B A L

EOS V 0.2 released!

Overview
License
FAQ

The News

l,’, The EOS Project

e http://xrootd.org

PresentationsMaterial

Home Page | XRootD
Benchmarks The EOS project was started in April 2010 in the IT DSS group. The main goal of the projectis to provide fast and reliable disk only storage technology for CERN LHC use cases. P3 Reader
Coding Style The first release version 0.1 has been put into production in June 2010 In the following further extensions. Since release version 0.1.1 is now based on a GPL v3 license. We run
currently four EOS instances at CERN and one at FERMILAB based on the 0.2 amber release.

Architecture

Used Space 15878
e e B o e XRootD |
H-tHes Wes

Redundancy iy wn docs || development || collaboration | contact
Hamespace o » DOm
Operations R Qﬂ - = o R e XRootD webpage
o
Permission System ns at giving high performance, scalable fault tolerant access to data repositories of many kinds. The typical usage is to give
Drain System Harddsks 171K Stored Replicas  260.6 Mio.

:s. It is based on a scalable architecture, a communication protocol, and a set of plugins and tools based on those. The freedom to
Balancing System

& it scale (for size and performance) allows the deployment of data access clusters of virtually any size, which can include
300 Mio. like ization, with other systems, WAN data distribution, etc.

W CMs W AUCE

AuCE
Transfer System

Master/Slave HA+OC

T
=

Aen— EE;

work is a fully generic suite for fast, low latency and scalable data access, which can serve natively any kind of data, organized
tem-like namespace, based on the concept of directory. As a general rule, particular emphasis has been put in the quality of the

core software parts.

Quick Links

savannah - report and track bugs

Scalla-Intro.pdf - an overview of the xrootd system
xrootd-3.2.7.tar.qz - the latest version of the software

Release Notes - a list of significant changes between the releases
cait - repository browser

News
[RSS]

[18 Dec 2012] Release candidate announcement - 3.3.0-rc2
[11 Dec 2012] Release announcement - 3.2.7

[08 Nov 2012] Release candidate ar - 3.3.0-rc1
[05 Nov 2012] Release announcement - 3.2.6

[24 Oct 2012] Collaboration Meeting Minutes (24-October-2012)
[04 Oct 2012] Release announcement - 3.2.5

[10 Sep 2012] Release announcement - 3.2.4
[04 Sep 2012] Release announcement - 3.2.3
[18 Jun 2012] Release announcement - 3
[15 Jun 2012] Release Meeting Minutes (15-June-2012)
[12 May 2012] Release announcement - 3.2.1

[11 May 2012] Warning for sites upgrading to 3.2.x
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EOS Hot Storage for Cool Heads

« important storage development project in DSS

has become largest disk storage system at CERN during the last year

- available as Tier-1/2 (disk) storage system
with full XRootD compatibility

a site has to evaluate if it fits its needs
installation,operation and configuration is simple
room for contributions

you can get in touch with EOS experts via email
eos-admins@cern.ch

Thank You For Your Attention!
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Appendix
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pick your favorite one here ...
http://www.acronymattic.com/EOS.html

“lement of Surprise
—conomy of scale
—motion of Storage
=xpiration of Senvice
—Nd of Saturation
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