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LHCb detector

• Forward spectrometer with unique pseudorapidity coverage 2 < η < 5
• Two RICH detectors vital for K-π separation
• Silicon Vertex Locator allows precise reconstruction of primary and secondary vertices
• Excellent momentum resolution
• 1.0 fb-1 of 7TeV data recorded in 2011, 2 fb-1 of 8TeV data recorded in 2012

2



T R Hampson Rencontres de Moriond EW 2013 2-9 March

0
/4!

/2!
/4!3

!

0
/4!

/2!

/4!3
!  [rad]1"

 [rad]2"

1"

2"

b

b

z

LHCb MC
 = 7 TeVs

Charm at LHCb
• Optimised for heavy flavour physics, taking advantage of 

highly correlated bb and cc trajectories, predominantly at 
low angles to the beam line.

• Copious b quark production

• ~20x larger c quark production

• Produce ~1012 c quark pairs per fb-1 within acceptance.

• Flexible trigger with ~ 1/3 trigger bandwidth allocated to 
prompt charm decays.
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Figure 5: σ(pp → HbX) as a function of η for the microbias (×) and triggered (•) samples,
shown displaced from the bin center and the average (+). The data are shown as points with
error bars, the MCFM prediction as a dashed line, and the FONLL prediction as a thick solid line.
The thin upper and lower lines indicate the theoretical uncertainties on the FONLL prediction.
The systematic uncertainties in the data are not included.

provides internal consistency to our results as B(b → D0Xµ−ν) was also measured at
LEP. The measured value changes if the b-hadron fractions differ. Fractions have also
been measured at the Tevatron, albeit with large uncertainties [9]. The largest change
with respect to LEP is that the b-baryon percentage rises from (9.1±1.5)% to (21.4±6.8)%.
If the Tevatron fractions are used, our result changes to (89.6±6.4±15.5) µb.

6 Conclusions

The cross-section to produce b-flavoured hadrons is measured to be

σ(pp → HbX) = (75.3± 5.4± 13.0) µb (3)

in the pseudorapidity interval 2 < η < 6 over the entire range of pT assuming the LEP
fractions for fragmentation into b-flavoured hadrons. For extrapolation to the full η region,
theories predict factors of 3.73 (MCFM), and 3.61 (FONLL), while PYTHIA 6.4 gives
3.77. Using a factor of 3.77 for our extrapolation, we find a total bb cross-section of

σ(pp → bbX) = (284± 20± 49) µb (4)

based on the LEP fragmentation results; using the Tevatron fragmentation fractions the
result increases by 19%. The quoted systematic uncertainty does not include any contri-
bution relating to the extrapolation over the η range where LHCb has no sensitivity.

The production of b-flavoured hadrons has been measured in pp collisions in 1.8 and
1.96 TeV collisions at the Tevatron. The earlier measurements at 1.8 TeV appeared to be
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tematics. To test the consistency of the four values, a combined average is determined by
a least-squares fit to a constant, taking into account the correlations between the errors.
The result is

σ(cc̄) = 1234 ± 189 µb with χ2/ndf = 2.28/3 .

Within errors, all four independent measurements are perfectly consistent.
It is interesting to compare these results with measurements of the bb̄-production

cross-section published in [14]. For this, our cc̄-production cross-section measurements
have to be extrapolated to the phase space covered in that analysis. The bb̄-production
analysis reports cross-sections covering two ranges of phase space: one including the
pseudorapidity range 2 < η < 6 and the full pT range, σ(bb̄)η, and the other covering the
full 4π solid angle and full pT range, σ(bb̄)4π. Using PYTHIA, the extrapolation factors
from our phase space range 0 < pT < 8 GeV/c and 2 < y < 4.5, σ(cc̄)y, to the two phase
spaces reported in [14] have been determined to be σ(cc̄)η/σ(cc̄)y = 1.412 ± 0.002 and
σ(cc̄)4π/σ(cc̄)y = 4.943 ± 0.014. Applying these extrapolation factors to the combined
average σ(cc̄) above and comparing the results to the measurements reported in [14] gives
the following:

σ(cc̄)y = 1234 ± 189 µb, σ(cc̄)η = 1742 ± 267 µb, σ(cc̄)4π = 6100 ± 934 µb,

σ(bb̄)η = 75.3 ± 14 µb [14], σ(bb̄)4π = 284 ± 53 µb [14].

Here the the statistical and systematic errors have been combined in quadrature for the
numbers taken from [14]. The cross-sections are the average cross-sections to produce a
c(b)- or c̄(b̄)-flavoured hadron within the defined kinematic range. The results show that
the charm cross-section at a centre-of-mass energy

√
s = 7 TeV is about 20 times larger

than the bb̄ production cross-section.

6 Summary

A first measurement of charm production in pp-collisions at a centre-of-mass energy of
7TeV has been performed with the the LHCb detector, based on an integrated luminosity
of Lint = 1.81 nb−1. Cross-section measurements with total uncertainties below 20% have
been achieved. The shape and absolute normalisation of the differential cross-sections
for D0/D

0
, D∗±, D±, and D±

s mesons is found to be in good agreement with theory
predictions and the expectations from the LHCb tune of PYTHIA.

A direct comparison of D±
s and D± production yields a determination of the cross-

section ratio R = σ(D+)/σ(D+
s ) integrated over 2.0 < y < 4.5 as a function of pT. Within

errors the ratio is independent of pT. To leading order, the average R = 2.32±0.27(stat)±
0.26(syst) is a measurement of the ratio of the transition probabilities f(c → D+)/f(c →
D+

s ).
The cc̄ cross-section for producing a c-flavoured hadron in the range 0 < pT < 8GeV/c

and 2 < y < 4.5 is found to be 1.23 ± 0.19 mb. Using PYTHIA to extrapolate the
measurement to full phase space, we find a total cross-section σ(pp → cc̄X) = 6.10 ±
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Table 4: Cross-section ratios for open charm production in the kinematic range 0 < pT < 8GeV/c
and 2.0 < y < 4.5. The numbers in the table are the ratios of the respective row/column.

σ(D0) σ(D+) σ(D∗+) σ(D+
s )

σ(D+) 0.389± 0.029
σ(D∗+) 0.407± 0.033 1.049± 0.092
σ(D+

s ) 0.119± 0.016 0.305± 0.042 0.291± 0.041
σ(Λ+

c ) 0.140± 0.045 0.361± 0.116 0.344± 0.111 1.183± 0.402

in the denominator because we have defined σ(Hc) to be the cross-section to produce either
Hc or its charge conjugate. A combination of all five measurements taking correlations
into account gives

σ(cc)pT<8GeV/c, 2.0<y<4.5 = 1419± 12 (stat)± 116 (syst)± 65 (frag)µb,

The final uncertainty is that due to the fragmentation functions.

6 Summary

A measurement of charm production in pp collisions at a centre-of-mass energy of 7TeV
has been performed with the LHCb detector, based on an integrated luminosity of
Lint = 15nb−1. Cross-section measurements with total uncertainties below 20% have been
achieved. The shape and absolute normalisation of the differential cross-sections for D0/D0,
D

±, D∗±, D±
s , and Λ±

c hadrons are found to be in agreement with theoretical predictions.
The ratios of the production cross-sections for the five species under study have been mea-
sured. The cc cross-section for producing a charmed hadron in the range 0 < pT < 8GeV/c
and 2.0 < y < 4.5 is found to be 1419± 12 (stat)± 116 (syst)± 65 (frag)µb.
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Charm mixing
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Charm mixing
• Two D mass eigenstates can be written in terms of flavour eigenstates

• CPV if q/p differs from 1

• Define dimensionless mixing parameters

5
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D0–D0 MIXING

Revised March 2012 by D. Asner (Pacific Northwest National
Laboratory)

The detailed formalism for D0 − D0 mixing is presented in

the note on “CP Violation in Meson Decays” in this Review. For

completeness, we present an overview here. The time evolution

of the D0–D0 system is described by the Schrödinger equation

i
∂

∂t

(

D0(t)

D0(t)

)

=
(

M− i
2
Γ

)

(

D0(t)

D0(t)

)

, (1)

where the M and Γ matrices are Hermitian, and CPT invari-

ance requires that M11 = M22 ≡ M and Γ11 = Γ22 ≡ Γ. The

off-diagonal elements of these matrices describe the dispersive

and absorptive parts of the mixing.

Because CP violation is expected to be quite small here, it

is convenient to label the mass eigenstates by the CP quantum

number in the limit of CP conservation. Thus, we write

|D1,2〉 = p|D0〉± q|D0〉 , (2)

where
(

q

p

)2

=
M∗

12 −
i
2
Γ∗

12

M12 − i
2
Γ12

. (3)

The normalization condition is |p|2 + |q|2 = 1. Our phase con-

vention is CP |D0〉 = +|D0〉, and the sign is chosen so that D1

has CP even, or nearly so.

The corresponding eigenvalues are

ω1,2 ≡ m1,2 − i
2
Γ1,2 =

(

M − i
2
Γ
)

±
q

p

(

M12 − i
2
Γ12

)

, (4)

where m1,2 and Γ1,2 are the masses and widths of the D1,2.

We define dimensionless mixing parameters x and y by

x ≡ (m1 − m2)/Γ = ∆m/Γ (5)

and

y ≡ (Γ1 − Γ2)/2Γ = ∆Γ/2Γ , (6)

where Γ ≡ (Γ1 + Γ2)/2. If CP is conserved, then M12 and Γ12

are real, ∆m = 2M12, ∆Γ = 2Γ12, and p = q = 1/
√

2. The

signs of ∆m and ∆Γ are to be determined experimentally.

CITATION: J. Beringer et al. (Particle Data Group), PR D86, 010001 (2012) (URL: http://pdg.lbl.gov)
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Chapter 2

Mixing and CP violation in the

standard model

2.1 Introduction

Introduction

2.2 Mixing and CP violation in D decays

Neglecting CP violation, the D mass eigenstates are given by

|D1,2� = |D0�± |D0� (2.1)

and the time evolution of these states by

|D1,2 (t)� = e−iM1,2− 1
2Γ1,2t |D1,2 (t = 0)� (2.2)

where M1,2 and Γ1,2 are the masses and widths of the mass eigenstates.

Introduce mixing parameters x and y

x ≡ M2 −M1

(Γ1 + Γ2) /2
and y ≡ Γ2 − Γ1

Γ1 + Γ2
(2.3)

Here is the two body mixing formula

2

• Before LHCb: mixing well established 
but no single 5σ observation.
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Time dependent WS/RS ratio

• D0→K+π- (“wrong sign”) decays can occur via two routes.

• D0→K-π+ (“right sign”) decays completely dominated by CF 
amplitude.

• Time dependent WS/RS ratio given by

• Measure number of WS/RS decays in different decay time bins: 
deviation from horizontal line is clear indication of oscillations.

• Initial flavour is “tagged” using the strong decay D*+→D0π+.

6

Meson-antimeson oscillations are a manifestation of flavor changing neutral currents
that occur because the flavor eigenstates differ from the physical mass eigenstates of
the meson-antimeson system. Short-range quark-level transitions as well as long-range
processes contribute to this phenomenon. The former are governed by loops in which
virtual heavy particles are exchanged making the study of flavor oscillations an attractive
area to search for physics beyond the standard model (SM). Oscillations have been observed
in the K0 −K0 [1], B0 −B0 [2] and B0

s −B0
s [3] systems, all with rates in agreement with

SM expectations. Evidence of D0−D0 oscillations has been reported by three experiments
using different D0 decay channels [4–7]. Only the combination of these measurements
provides confirmation of D0 −D0 oscillations, also referred to as charm mixing, with more
than 5σ significance [8]. While it is accepted that charm mixing occurs, a clear observation
of the phenomenon from a single measurement is needed to establish it conclusively.

Charm mixing is characterized by two parameters: the mass and decay width differences,
∆m and ∆Γ, between the two mass eigenstates expressed in terms of the dimensionless
quantities x = ∆m/Γ and y = ∆Γ/2Γ, where Γ is the average D0 decay width. The charm
mixing rate is expected to be small, with predicted values of |x|, |y| � O(10−2), including
significant contributions from non-perturbative long-range processes that compete with
the short-range electroweak loops [9–12]. This makes the mixing parameters difficult to
calculate and complicates the unambiguous identification of potential non-SM contributions
in the experimental measurements [13–15]. Current measurements give values towards the
upper end of the range of theoretical predictions [8,13]. Together with the recent evidence
of CP violation in charm decays [16, 17], this can be interpreted as a hint for the presence
of non-SM physics.

In the analysis described in this Letter, D0 −D0 oscillations are observed by studying
the time-dependent ratio of D0 → K+π− to D0 → K−π+ decay rates.1 The D0 flavor at
production time is determined using the charge of the soft (low-momentum) pion, π+

s , in
the strong D∗+ → D0π+

s decay. The D∗+ → D0(→ K−π+)π+
s process is referred to as

right-sign (RS), whereas the D∗+ → D0(→ K+π−)π+
s is designated as wrong-sign (WS).

The RS process is dominated by a Cabibbo-favored (CF) decay amplitude, whereas the
WS amplitude includes contributions from both the doubly-Cabibbo-suppressed (DCS)
D0 → K+π− decay, as well as D0 − D0 mixing followed by the favored D0 → K+π−

decay. In the limit of small mixing (|x|, |y| � 1), and assuming negligible CP violation,
the time-dependent ratio, R, of WS to RS decay rates is approximated by [9]

R(t) ≈ RD +
�
RD y�

t

τ
+

x�2 + y�2

4

�
t

τ

�2

, (1)

where t/τ is the decay time expressed in units of the average D0 lifetime τ , RD is the ratio
of DCS to CF decay rates, x� = x cos δ + y sin δ, y� = y cos δ − x sin δ, and δ is the strong
phase difference between the DCS and CF amplitudes.

The analysis is based on a data sample corresponding to 1.0 fb−1 of
√
s = 7 TeV pp

collisions recorded by LHCb during 2011. The LHCb detector [18] is a single-arm forward

1The inclusion of charge-conjugated modes is implied throughout this Letter.
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fraction for CF decays gives the branching fraction of D0 → K+π−π+π−
via DCS1327

decays:1328

B
�
D0 → K+π−π+π−�

via DCS = (2.75± 0.16)× 10
−4. (5.21)

To measure the D0
-D0

mixing significance, the WS/RS distribution is fit with two1329

different functions (shown in Figure 5.11(b)). Each fit minimises the same χ2
as in1330

Equation 5.18, but with the removal of the penalty terms for the mixing parameters x1331

and y, and with different forms of R (ti). For the no-mixing hypothesis, the form is1332

R (ti) = A (5.22)

while for the the mixing hypothesis, it takes the form1333

R (ti) = A+Bt+ Ct2. (5.23)

The χ2/Ndof is 6.9/9 for the mixing hypothesis and 17.5/7 for the no-mixing hypothesis.1334

This corresponds to a p-value of 0.0052 for the no-mixing hypothesis, which means that1335

it is excluded at 2.8 standard deviations.1336

5.8 Conclusions1337

To summarise, with 1.0 fb−1
of data collected by the LHCb detector in 2011, we measure1338

the ratio of DCS/CF decay rates as1339

r2D = (0.341± 0.018)% (5.24)

and when combining with the world average value of B(D0 → K−π+π−π+
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8.07+0.21

−0.19
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%1340
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CFmix

wrong sign

– 5–

In general, λf and λ−1
f are independent complex numbers.

More detail on CP violation in meson decays can be found in

Ref. 13. To leading order, for AD and AM ! 1,

r(t)=e−t
[

RD(1 + AD) +
√

RD(1 + AM )(1 + AD) y′−t

+
1

2
(1 + AM )RM t2

]

(18)

and

r(t) = e−t
[

RD(1 − AD) +
√

RD(1 − AM )(1 − AD) y′+t

+
1

2
(1 − AM )RM t2

]

(19)

Here

y′± ≡ y′ cos φ ± x′ sin φ

= y cos(δKπ ∓ φ) − x sin(δKπ ∓ φ) , (20)

where

x′ ≡ x cos δKπ + y sin δKπ,

y′ ≡ y cos δKπ − x sin δKπ , (21)

and RM =
(

x2 + y2
)

/2 =
(

x′2 + y′2
)

/2 is the mixing rate

relative to the time-integrated Cabibbo-favored rate.

The three terms in Eq. (18) and Eq. (19) probe the three

fundamental types of CP violation. In the limit of CP conser-

vation, AM , AD, and φ are all zero. Then

r(t) = r(t) = e−t
(

RD +
√

RD y′t +
1

2
RM t2

)

, (22)

and the time-integrated wrong-sign rate relative to the inte-

grated right-sign rate is

R =

∫ ∞

0
r(t) dt = RD +

√

RD y′ + RM . (23)

The ratio R is the most readily accessible experimental

quantity. In Table 2 are reported the measurements of R, RD

and AD in D0 → K+π−, and their HFAG average [20] from

a general fit; all allow for both mixing and CP violation.

Typically, the fit parameters are RD, x′2, and y′. Table 3

summarizes the results for x′2 and y′. Allowing for CP violation,

the separate contributions to R can be extracted by fitting the

D0→K+π− and D0→K−π+ decay rates.

October 22, 2012 12:27

assuming no CPV, i.e. q/p =1
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Event yields

• Above: fit to reconstructed D* mass with 1.0 fb-1 over entire lifetime 
range.

• Analysis performed by fitting data in 13 bins of D0 measured lifetime
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Figure 1: Time-integrated D0π+
s mass distributions for the selected RS D0 → K−π+ (left)

and WS D0 → K+π− (right) candidates with fit projections overlaid. The bottom plots
show the normalized residuals between the data points and the fits.

the sum of one Johnson SU [21] and three Gaussian distributions, which account for the
asymmetric tails and the central core of the distribution, respectively. The background is

described by an empirical function of the form [M(D0π+
s )−m0]

a e−b[M(D0π+
s )−m0], where

the threshold m0 is fixed to the sum of the known D0 and π+ masses [19]. We reconstruct
approximately 3.6× 104 WS and 8.4× 106 RS decays. To determine the time-dependent
WS/RS ratio the data are divided into thirteen D0 decay time bins, chosen to have a
similar number of candidates in each bin. The decay time is estimated from the distance L
between the PV and the D0 decay vertex and from the D0 momentum as t/τ = mD0L/pτ ,
where mD0 and τ are the known D0 mass and lifetime [19], respectively. The signal
yields for the RS and WS samples are determined in each decay time bin using fits to
the M(D0π+

s ) distribution. The shape parameters and the yields of the two components,
signal and random pion background, are left free to vary in the different decay time bins.
We further assume that the M(D0π+

s ) signal shape for RS and WS decay are the same
and therefore perform first a fit to the abundant and cleaner RS sample to determine the
signal shape and yield, and then use those shape parameters with fixed values when fitting
for the WS signal yield. The signal yields from the thirteen bins are used to calculate the
WS/RS ratios, shown in Fig. 2, and the mixing parameters are determined in a binned χ2

fit to the time-dependence according to Eq. (1).
Since WS and RS events are expected to have the same decay-time acceptance and

M(D0π+
s ) distributions, most systematic uncertainties affecting the determination of

the signal yields as a function of decay time cancel in the ratio between WS and RS

3

8.4M
RS decays 36k

WS decays
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Results

• No-mixing hypothesis excluded by 9.1σ

• World’s first single >5σ measurement with 1 fb-1
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Table 1: Results of the time-dependent fit to the data. The uncertainties include statistical
and systematic sources; ndf indicates the number of degrees of freedom.

Fit type Parameter Fit result Correlation coefficient
(χ2/ndf) (10−3) RD y� x�2

Mixing RD 3.52± 0.15 1 −0.954 +0.882
(9.5/10) y� 7.2± 2.4 1 −0.973

x�2 −0.09± 0.13 1
No mixing RD 4.25± 0.04
(98.1/12)
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Figure 3: Estimated confidence-level (CL) regions in the (x�2, y�) plane for 1− CL = 0.317
(1σ), 2.7× 10−3 (3σ) and 5.73× 10−7 (5σ). Systematic uncertainties are included. The
cross indicates the no-mixing point.

estimated uncertainties on RD, y� and x�2 become respectively 6%, 10% and 11% smaller,
showing that the quoted uncertainties are dominated by their statistical component. To
evaluate the significance of this mixing result we determine the change in the fit χ2 when
the data are described under the assumption of the no-mixing hypothesis (dashed line
in Fig. 2). Under the assumption that the χ2 difference, ∆χ2, follows a χ2 distribution
for two degrees of freedom, ∆χ2 = 88.6 corresponds to a p-value of 5.7 × 10−20, which
excludes the no-mixing hypothesis at 9.1 standard deviations. This is illustrated in Fig. 3
where the 1σ, 3σ and 5σ confidence regions for x�2 and y� are shown.

As additional cross-checks, we perform the measurement in statistically independent
sub-samples of the data, selected according to different data-taking periods, and find
compatible results. We also use alternative decay-time binning schemes or alternative
fit methods to separate signal and background, and find no significant variations in the
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Figure 2: Decay-time evolution of the ratio, R, of WS D0 → K+π− to RS D0 → K−π+

yields (points) with the projection of the mixing allowed (solid line) and no-mixing (dashed
line) fits overlaid.

of the WS signal. This contamination is expected to be independent of decay time and, if
neglected, would lead to a small increase in the measured value of RD. From the events
in the D0 mass sidebands, we derive a bound on the possible time dependence of this
background, which is included in the fit in a similar manner to the secondary background.

The χ2 that is minimized in the fit to the WS/RS decay-time dependence is

χ2(ri, ti, σi|θ) =
�

i

�
ri −R(ti|θ)[1−∆B(ti|θ)]−∆p(ti|θ)

σi

�2

+ χ2
B(θ) + χ2

p(θ), (3)

where ri and σi are the measured WS/RS ratio and its statistical uncertainty in the decay
time bin i, respectively. The decay time ti is the average value in each bin of the RS
sample. The fit parameters, θ, include the three mixing parameters (RD, y�, x�2) and five
nuisance parameters used to describe the decay time evolution of the secondary D fraction
(∆B) and of the peaking background (∆p). The nuisance parameters are constrained to the
measured values by the additional χ2

B and χ2
p terms, which also includes their correlations.

The analysis procedure is defined prior to fitting the data for the mixing parameters.
Measurements on pseudo-experiments that mimic the experimental conditions of the data,
and where D0 −D0 oscillations are simulated, indicate that the fit procedure is stable and
free of any bias.

The fit to the decay-time evolution of the WS/RS ratio is shown in Fig. 2 (solid
line), with the values and uncertainties of the parameters RD, y� and x�2 listed in Table 1.
As the dominant systematic uncertainties are treated within the fit procedure (all other
systematic effects are negligible), the quoted errors account for systematic as well as
statistical uncertainties. When the systematic biases are not included in the fit, the
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estimated uncertainties on RD, y� and x�2 become respectively 6%, 10% and 11% smaller,
showing that the quoted uncertainties are dominated by their statistical component. To
evaluate the significance of this mixing result we determine the change in the fit χ2 when
the data are described under the assumption of the no-mixing hypothesis (dashed line
in Fig. 2). Under the assumption that the χ2 difference, ∆χ2, follows a χ2 distribution
for two degrees of freedom, ∆χ2 = 88.6 corresponds to a p-value of 5.7 × 10−20, which
excludes the no-mixing hypothesis at 9.1 standard deviations. This is illustrated in Fig. 3
where the 1σ, 3σ and 5σ confidence regions for x�2 and y� are shown.

As additional cross-checks, we perform the measurement in statistically independent
sub-samples of the data, selected according to different data-taking periods, and find
compatible results. We also use alternative decay-time binning schemes or alternative
fit methods to separate signal and background, and find no significant variations in the

6

arXiv:1211.1230v1
accepted by PRL

~10% of the uncertainty is due 
to systematic effects

http://arxiv.org/abs/1211.1230v1
http://arxiv.org/abs/1211.1230v1


T R Hampson Rencontres de Moriond EW 2013 2-9 March

Results

• No-mixing hypothesis excluded by 9.1σ

• World’s first single >5σ measurement with 1 fb-1
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of the WS signal. This contamination is expected to be independent of decay time and, if
neglected, would lead to a small increase in the measured value of RD. From the events
in the D0 mass sidebands, we derive a bound on the possible time dependence of this
background, which is included in the fit in a similar manner to the secondary background.
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estimated uncertainties on RD, y� and x�2 become respectively 6%, 10% and 11% smaller,
showing that the quoted uncertainties are dominated by their statistical component. To
evaluate the significance of this mixing result we determine the change in the fit χ2 when
the data are described under the assumption of the no-mixing hypothesis (dashed line
in Fig. 2). Under the assumption that the χ2 difference, ∆χ2, follows a χ2 distribution
for two degrees of freedom, ∆χ2 = 88.6 corresponds to a p-value of 5.7 × 10−20, which
excludes the no-mixing hypothesis at 9.1 standard deviations. This is illustrated in Fig. 3
where the 1σ, 3σ and 5σ confidence regions for x�2 and y� are shown.

As additional cross-checks, we perform the measurement in statistically independent
sub-samples of the data, selected according to different data-taking periods, and find
compatible results. We also use alternative decay-time binning schemes or alternative
fit methods to separate signal and background, and find no significant variations in the
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Experiment RD (%) y� (%) x�2
(%)

LHCb 2011 0.352± 0.015 0.72± 0.24 −0.009± 0.013
BaBar [1] 0.303± 0.019 0.97± 0.54 −0.022± 0.037
Belle [10] 0.364± 0.017 0.06+0.40

−0.39 0.018+0.021
−0.023

CDF [3] 0.304± 0.055 0.85± 0.76 −0.012± 0.035

Table 5: Comparison of our result with recent measurements from other experiments. The

uncertainties include statistical and systematic components.
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from the WA values (right).

in the χ2
between this fit and an additional fit where we assume no-mixing (dashed line

in Fig. 24): ∆χ2
= 88.63. In the hypothesis that the ∆χ2

follows approximately a χ2

distribution for two degrees of freedom, this corresponds to a p-value of 5.67×10
−20

, which

excludes the no-mixing hypothesis at approximately 9.1 Gaussian standard deviations.

Since the value of x�2
is non-physical (negative), but consistent with zero, we also fit

the data with the constraint x�2
= 0 (dotted line in Fig. 24). The corresponding results

are also shown in Tab. 4.

The measured values of the mixing parameters are compatible to and have substantially

better precision than those from other experiments, as shown in Tab. 5 and in Fig. 25.
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Search for CPV across the Dalitz plot
• Using the SCS decay D+→K-K+π+, search for local CP 

asymmetries by comparing D+ and D- Dalitz plots 
(“Miranda” method).

• Define local CP asymmetry variable, for each Dalitz bin i

• Expect Gaussian distribution with µ=0, σ=1 for no CPV.

• Use high statistics CF control mode to test for detector 
asymmetries.

• Calculate p-value from 

• Several binning schemes tested (right: 106 bins, p-value 
of 10.6%), all consistent with no CPV.

• 35 pb-1 used, ~300k signal decays.

11
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changing sign from left to right. This sign change means
the CPV causes only a 0.1% difference in the total decay
rate between Dþ and D". This illustrates the strength of
our method, as the asymmetry would be much more diffi-
cult to detect in a measurement that was integrated over the
Dalitz plot. Even with no systematic uncertainties, to see a
0.1% asymmetry at the 3! level would require 2:25# 106

events. With the method and much smaller data set used
here we would observe this signal at the 3! level with 76%
probability, as shown in Table IV below.

The sensitivity to a particular manifestation of CPV
depends on the choice of binning. The fact that the
CP-violating region in most of the pseudo-experiments
covers a broad area of the Dalitz plot suggests that the
optimal number of bins for this type of asymmetry is low.
Each bin adds a degree of freedom without changing the "2

value for consistency with no CPV. However, if CP asym-
metries change sign within a bin, they will not be seen.
Similarly, the sensitivity is reduced if only a small part
of a large bin has any CPV in it. To avoid effects due
to excessive fluctuations, bins that contain fewer than
50 candidates are not used anywhere in the analysis.
Such bins are very rare.

The binnings are chosen to reflect the highly nonuniform
structure of the Dalitz plot. A simple adaptive binning
algorithm was devised to define binnings of approximately
equal population without separating Dþ and D". Two bin-
nings that are found to have good sensitivity to the simu-
lated asymmetries contain 25 bins (‘‘Adaptive I’’) arranged
as shown in Fig. 4(a), and 106 bins (‘‘Adaptive II’’) arranged
as shown in Fig. 4(b). For Adaptive I, a simulation of the
relative value of the strong phase across the Dalitz plot in
the CLEO-c amplitude model is used to refine the results
of the algorithm: if the strong phase varies significantly
across a bin, CP asymmetries are more likely to change
sign. Therefore the bin boundaries are adjusted to minimize
changes in the strong phase within bins. The model-
dependence of this simulation could, in principle, influence
the binning and therefore the sensitivity to CPV, but it
cannot introduce model-dependence into the final results
as no artificial signal could result purely from the choice of
binning. Two further binning schemes, ‘‘Uniform I’’ and
‘‘Uniform II,’’ are defined. These use regular arrays of
rectangular bins of equal size.
The adaptive binnings are used to determine the sensi-

tivity to several manifestations of CPV. With 200 test
experiments of approximately the same size as the signal
sample in data, including no asymmetries, no CP-violating
signals are observed at the 3! level with Adaptive I or
Adaptive II. The expectation is 0.3.
With the chosen binnings, a number of sets of 100

pseudo-experiments with different CP-violating asymme-
tries are produced. The probability of observing a given
signal in either the #ð1020Þ or $ð800Þ resonances with 3!
significance is calculated in samples of the same size as the
data set. The results are given in Table IV. The CPV shows
up both in the "2=ndf and in the width of the fitted SCP

distribution.
For comparison, the asymmetries in the # phase and

$ magnitude measured by the CLEO Collaboration
using the same amplitude model were ð6& 6þ0þ6

"2"2Þ' and
ð"12& 12þ6þ2

"1"10Þ%, [15] where the uncertainties are sta-
tistical, systematic and model-dependent, respectively.

TABLE IV. Results from sets of 100 pseudo-experiments with
different CP asymmetries and Adaptive I and II binnings. pð3!Þ
is the probability of a 3! observation of CPV. hSi is the mean
significance with which CPV is observed.

CPV Adaptive I Adaptive II
pð3!Þ hSi pð3!Þ hSi

No CPV 0 0:84! 1% 0:84!
6' in #ð1020Þ phase 99% 7:0! 98% 5:2!
5' in #ð1020Þ phase 97% 5:5! 79% 3:8!
4' in #ð1020Þ phase 76% 3:8! 41% 2:7!
3' in #ð1020Þ phase 38% 2:8! 12% 1:9!
2' in #ð1020Þ phase 5% 1:6! 2% 1:2!
6.3% in $ð800Þ magnitude 16% 1:9! 24% 2:2!
11% in $ð800Þ magnitude 83% 4:2! 95% 5:6!
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FIG. 4 (color online). Layout of the (a) ‘‘Adaptive I’’ and (b) ‘‘Adaptive II’’ binnings on the Dalitz plot of data.
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respectively. The samples are separated according to
the magnet polarity and the same studies are repeated. In
all cases the p-values are consistent with no CPV, with
values ranging from 4% to 99%. We conclude that there is
no evidence for CPV in our data sample of Dþ !
K"Kþ!þ.

VI. CONCLUSION

Because of the rich structure of their Dalitz plots, three-
body charm decays are sensitive to CP violating phases
within and beyond the standard model. Here, a model-
independent search for direct CP violation is performed
in the Cabibbo-suppressed decay Dþ ! K"Kþ!þ with
35 pb"1 of data collected by the LHCb experiment, and no
evidence for CPV is found. Several binnings are used to
compare normalized Dþ and D" Dalitz plot distributions.
This technique is validated with large numbers of simu-
lated pseudo-experiments and with Cabibbo favored con-
trol channels from the data: no false positive signals are
seen. To our knowledge this is the first time a search for
CPV is performed using adaptive bins which reflect the
structure of the Dalitz plot.

Monte Carlo simulations illustrate that large localized
asymmetries can occur without causing detectable

differences in integrated decay rates. The technique used
here is shown to be sensitive to such asymmetries.
Assuming the decay model, efficiency parameterization
and background model described in Sec. III we would be
90% confident of seeing a CP violating difference of either
5# in the phase of the "!þ or 11% in the magnitude of the
#ð800ÞKþ with 3$ significance. Since we find no evidence
of CPV, effects of this size are unlikely to exist.
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FIG. 8. Distribution of Si
CP fitted to Gaussian functions, for (a) ‘‘Adaptive I,’’ (b) ‘‘Adaptive II,’’ (c) ‘‘Uniform I’’ and (d) ‘‘Uniform

II.’’ The fit results are given in Table IX.
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Cabibbo-Kobayashi-Maskawa matrix [1,2] of the standard
model. In the charm sector, Cabibbo-Kobayashi-
Maskawa dynamics can produce direct CP asymmetries in
Cabibbo-suppressedD! decays of the order of 10"3 or less
[3]. Asymmetries of up to around 1% can be generated by
newphysics [4,5]. Inmost extensions of the standardmodel,
asymmetries arise in processes with loop diagrams.
However, in some cases CPV could occur even at tree level,
for example, in models with charged Higgs exchange.

In decays of hadrons, CPV can be observed when two
different amplitudes with nonzero relative weak and strong
phases contribute coherently to a final state. Three-body
decays are dominated by intermediate resonant states, and
the requirement of a nonzero relative strong phase is
fulfilled by the phases of the resonances. In two-body
decays, CPV leads to an asymmetry in the partial widths.
In three-body decays, the interference between resonances
in the two-dimensional phase space can lead to observable
asymmetries which vary across the Dalitz plot.

CP-violating phase differences of 10# or less do not, in
general, lead to large asymmetries in integrated decay
rates, but they could have clear signatures in the Dalitz
plot, as we will show in Sec. III. This means that a two-
dimensional search should have higher sensitivity than an
integrated measurement. In addition, the distribution of an
asymmetry across phase space could hint at the underlying
dynamics.

At present, no theoretical tools for computing decay
fractions and relative phases of resonant modes inD decays
have been applied to multibody Dþ decay modes, and no
predictions have been made for how asymmetries might
vary across their Dalitz plots. A full Dalitz plot analysis of
large data samples could, in principle, measure small phase
differences. However, rigorous control of the much larger
strong phases would be required. For this to be achieved,
better understanding of the amplitudes, especially in the
scalar sector, will be needed, and effects like three-body
final state interactions should be taken into account.

This paper describes a model-independent search for
direct CPV in the Cabibbo-suppressed decay Dþ !
K"Kþ!þ in a binned Dalitz plot [6]. A direct comparison
between the Dþ and the D" Dalitz plots is made on a bin-
by-bin basis. The data sample used is approximately
35 pb"1 collected in 2010 by the LHCb experiment at a
center of mass energy of

ffiffiffi
s

p ¼ 7 TeV. This data set cor-
responds to nearly 10 and 20 times more signal events than
used in previous studies of this channel performed by the
BABAR [7] and CLEO-c [8] collaborations, respectively. It
is comparable to the data set used in a more recent search
for CPV in Dþ ! "!þ decays at BELLE [9].

The strategy is as follows. For each bin in the Dalitz plot,
a local CP asymmetry variable is defined [10,11],

S i
CP¼

NiðDþÞ"#NiðD"Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NiðDþÞþ#2NiðD"Þ

p ; #¼NtotðDþÞ
NtotðD"Þ ; (1)

where NiðDþÞ and NiðD"Þ are the numbers of D! candi-
dates in the ith bin and # is the ratio between the total Dþ

and D" yields. The parameter # accounts for global
asymmetries, i.e. those that are constant across the Dalitz
plot.
In the absence of Dalitz plot-dependent asymmetries,

the Si
CP values are distributed according to a Gaussian

distribution with zero mean and unit width. CPV signals
are, therefore, deviations from this behavior. The numeri-
cal comparison between the Dþ and the D" Dalitz plots
is made with a $2 test ($2 ¼ PðSi

CPÞ2). The number of
degrees of freedom is the number of bins minus one (due to
the constraint of the overall Dþ=D" normalization). The
p-value that results from this test is defined as the proba-
bility of obtaining, for a given number of degrees of free-
dom and under the assumption of no CPV, a $2 that is at
least as high as the value observed [12]. It measures the
degree to which we are confident that the differences
between the Dþ and D" Dalitz plots are driven only by
statistical fluctuations.
If CPV is observed, the p-value from this test could be

converted into a significance for a signal using Gaussian
statistics. However, in the event that no CPV is found, there
is no model-independent mechanism for setting limits on
CPV within this procedure. In this case, the results can be
compared to simulation studies in which an artificial CP
asymmetry is introduced into an assumed amplitude model
for the decay. Since such simulations are clearly model-
dependent, they are only used as a guide to the sensitivity
of the method, and not in the determination of the p-values
that constitute the results of the analysis.
The technique relies on careful accounting for local

asymmetries that could be induced by sources such as,
the difference in the K–nucleon inelastic cross section,
differences in the reconstruction or trigger efficiencies,
left-right detector asymmetries, etc. These effects are in-
vestigated in the two control channels Dþ ! K"!þ!þ

and Dþ
s ! K"Kþ!þ.

The optimum sensitivity is obtained with bins of nearly
the same size as the area over which the asymmetry
extends in the Dalitz plot. Since this is a search for new
and therefore unknown phenomena, it is necessary to be
sensitive to effects restricted to small areas as well as those
that extend over a large region of the Dalitz plot. Therefore
two types of binning scheme are employed. The first type is
simply a uniform grid of equally sized bins. The second
type takes into account the fact that the Dþ ! K"Kþ!þ

Dalitz plot is dominated by the "!þ and !K(ð892Þ0Kþ

resonances, so the event distribution is highly nonuniform.
This ‘‘adaptive binning’’ scheme uses smaller bins where
the density of events is high, aiming for a uniform bin
population. In each scheme, different numbers of bins are
used in our search for localized asymmetries.
The paper is organized as follows. In Sec. II, a des-

cription of the LHCb experiment and of the data selection

R. AAIJ et al. PHYSICAL REVIEW D 84, 112008 (2011)

112008-4

accounts for 
global 

asymmetries

1 Introduction

In the Standard Model (SM), CP violation in processes involving charm hadrons is small.
However, physics beyond the SM can significantly enhance the rate of CP violation [1]
making the charm sector a promising area to search for increased CP violation.

The LHCb collaboration has recently found first evidence for CP violation (CPV) in
the charm sector in D0 → π+π−, D0 → K+K− decays [2], at the level of 0.8%. Several
potential explanations for such a level of CP violation in charm have been put forward,
including physics beyond the SM as well as SM sources of CP violation [3,4]. This note
describes a complementary search for CPV in D0 → π−π+π+π− decays. D0 → π−π+π+π−

occurs through a variety of intermediate resonances (predominantly D0 → ρ0ρ0 and D0

→ a1(1260)+π−) resulting in a rich structure of interfering amplitudes. These can be
studied in a four-body generalisation of the Dalitz plot, which now has five instead of two
dimensions.

In this study, we perform a model-independent search for CP violating variations in the
shape of this five-dimensional phase space distribution, in a similar manner as suggested
for Dalitz plots in [5]. Our study is therefore sensitive to local CP violation effects across
phase space. On the other hand, we do not compare the total decay rates, making us
insensitive to global CP asymmetries, but also to global production and detection effects.

Our study uses the decay D∗+ → D0(π−π+π+π−)π+
s , where the charge of the slow

pion (π+
s ) tags the flavour of the D0.

The five-dimensional phase space for the D0 → π−π+π+π− decay is divided into bins,
and the D0 and D0 decay rates to CP -conjugate bins are compared. The following CP
asymmetry variable is defined [5–7] for each pair of CP -conjugate bins:

Si
CP =

N i(D0)− αN i(D0)�
N i(D0) + α2N i(D0)

, α =

�
i N

i(D0)
�

i N
i(D0)

, (1)

where N i(D0) is the number of D0 candidates in the ith bin and N i(D0) is the number of
candidates in the CP -conjugate bin, and α is a normalisation constant. This normalisation
makes the method insensitive to global asymmetries.

In the absence of CPV, the Si
CP values for all bins in phase space result in a Gaussian

distribution, with mean 0 and width 1. Any significant deviation from this distribution is
evidence for local asymmetries.

The degree of asymmetry is quantified by calculating the χ2 and its probability value
under the hypothesis of no CPV,

χ2 =
�

i

(Si
CP )

2, (2)

Ndof = Nbins − 1. (3)

The number of degrees of freedom is equal to the number of bins subtracting one for
the normalisation constraint.

1
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Miranda method with D0→π+π-π+π-

• The same method is applied to D* tagged 
D0→π+π-π+π- decays using 1.0 fb-1.

• 180k signal candidates, high purity

particularly impressive for a SCS five 
pion final state where the majority of 
background is low momentum pions

• Dalitz space is now FIVE dimensional.

• Measure SCP in each of the 5D bins and 
calculate χ2.

• All binning schemes consistent with no 
CPV.

• Right: 66 bins, p-value = 99.8%, Gaussian 
with µ=0, σ=1 plotted for illustration only.
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Figure 2: Simultaneous unbinned likelihood fit to the D0 mass (left) and the δm (right) of
D0 → π−π+π+π− candidates. The red line represents the signal shape, the green is the
combinatorial background and the purple the slow pion background. The mass window is
between the vertical dashed lines.

to describe the D0 → π−π+π+π− phase space, these are shown in Fig. 3. The ordering of
same sign particles is randomised. Therefore, no significant difference between the two
π+π− invariant mass squared distributions is expected.

3.1 Binning strategy

Applying a uniform binning across 5D phase space would result in many empty bins so an
adaptive binning approach is applied. We define a minimum and maximum number of
entries a single bin can have. The binning algorithm creates 5D hypercube bins across
phase space in terms of the 5 invariant mass combinations. The algorithm first creates a
single 5D bin to cover the whole of phase space. This bin is then divided in each of the 5
invariant mass combinations used, resulting in 32 bins. Each of the resulting 5D bins is
then either further divided or merged with another bin based on the number of entries in
that bin. This process continues until the number of entries in each bin is between the
miniumum and maximum entries defined. This technique results in fine binning across well
populated areas of phase space and large bins across less populated areas. To calculate
the χ2 and p-values under the no CPV hypothesis all bins are required to have at least 20
entries.

3.2 Sensitivity Study

Pseudo-experiments are carried out to test the sensitivity of the method and the dependency
of the sensitivity on the number of bins used.

Events are generated according to the model in Ref [12]. Phase and amplitude
differences between D0 and D0 are introduced in the ρ0ρ0 and a1(1260)+π− intermediate
states. Figure 4 shows the SCP distributions in the case of no CPV and for the case of a
CP violating phase difference between the D0 and D0 decays in the ρ0ρ0 resonance of 10◦.

4

Table 3: p-values in D0 → π−π+π+π−.

Bins p-values (%)
15 97.1
29 95.6
66 99.8

Table 4: p-values under the no CPV hypothesis of D0 → π−π+π+π− decays for 10 time
ordered equal sized datasets. Results are quoted separately for magnet down and magnet
up data.

p-values (%)
data subset Magnet down Magnet up

1 9.15 11.0
2 15.3 81.1
3 91.4 75.9
4 76.7 86.1
5 1.59 18.3
6 35.6 50.8
7 5.77 99.8
8 40.6 26.0
9 76.8 71.1
10 17.8 66.9

of 99.8%.
The result quoted was cross checked using 3 different adaptive binnings, the p-values

are shown in Table 3.
The stability of the result with time was checked by dividing the 2011 data taking
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Figure 5: SCP distribution of theD0 → π−π+π+π− decays for 66 adaptive bins. A Gaussian
distribution with the assumption of no CPV is shown in red as a reference.
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Rare decays

13
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Rare decays and LNV

• FCNC heavily suppressed by GIM 
mechanism in charm decays.

• In SM c→uµ+µ- transitions predicted with 
branching fraction of ~1-3x10-9.

• Probe for new physics.

• LNV processes forbidden in SM

• Can occur if mediated by Majorana 
neutrino.

14

1 Introduction1

Flavour-changing neutral current (FCNC) processes are rare within the Standard Model (SM) as they2

cannot occur at tree level. At the loop-level, they are suppressed by the GIM mechanism [1] but are3

nevertheless well established in dimuonic B and K decays [2, 3] with branching fractions as high as 10−7
4

and 10−8 respectively. In contrast to the B system, where the very high mass of the top quark in the5

loop weakens the suppression, the GIM cancellation is almost exact in D decays leading to expected6

branching fraction for c → u µ+ µ− processes in the 1− 3× 10−9 range [4–6]. Not only does the increased7

suppression provide a transparent system for new physics enhancement but FCNC D decays offer a unique8

place to probe the coupling of up-type quarks in electroweak penguin processes, see Fig. 1.9

Many extensions to the SM, such as Supersymmetric models with R-parity violation or models involving10

a fourth quark generation, introduce additional diagrams that a priori need not be suppressed in the same11

manner as the SM contributions [5,7]. The best limits published so far are B(D+→ π+µ+µ−) < 3.9×10−6
12

(90% C.L.), by the D0 experiment [8]. A search has also been performed by the BaBar collaboration [9]13

and finds B(D+→ π+µ+µ−) < 6.5× 10−6 (90% C.L.). Both searches exclude the dimuon invariant mass14

region around the φ resonance. Throughout this paper, charge conjugation is implied.15

Lepton number-violating (LNV) processes such as D+
(s)→ π−µ+µ+ (as shown in Fig. 2) are forbidden16

in the SM, because they may only occur through lepton mixing, facilitated by a non-SM particle such as a17

majorana neutrino [10]. The best limits are B(D+
(s)→ π−µ+µ+) < 2(14)× 10−6 (90% C.L.) using e+e−18

annihilation data collected at the BaBar detector [9].19

This Letter presents a search for these rare D+
(s) → πµµ decays at the LHCb experiment [11] with20

1.0 fb−1 of pp collisions at
√
s = 7 TeV. Given that the cc cross section at the LHC is around 20 times21

that of bb [12, 13], and an established capability to trigger on charm topologies, the search for rare charm22

decays is a subject of great interest at LHCb.23

The search is normalised using the D+
(s) → φπ±, φ → µ+µ− control modes, which have effective24

branching fractions of (1.60 ± 0.13) × 10−6 and (12.9 ± 1.4) × 10−6 [14] for the D+ and D+
s modes25

respectively. The dataset is partitioned into six m(µ+µ−) samples for the for D+
(s)→ π+µ+µ− analysis26

isolating search windows from those containing qq → µ+µ− resonances. The D+
(s)→ π−µ+µ+ analysis27

partitions the data into four m(π−µ+) bins in an attempt to isolate a Majorana neutrino excess.

c

d

u

d

γ/Z0

W+

µ−

µ+

D+ π+

c

d

u

d

W+ W−

µ+ µ−

D+ π+

Figure 1: FCNC decays of D+ mesons to the π+µ+µ− final state.

28

1

c

d̄,̄s ū

d

W+

W−

µ+

µ+

ν

D+
(s)

π−

Figure 2: A possible LNV decay mediated by a Majorana neutrino.

2 The LHCb detector and trigger29

The LHCb detector [11] is a single-arm forward spectrometer covering the pseudorapidity range 2 < η < 5,30

designed for the study of particles containing b or c quarks. The detector includes a high precision tracking31

system consisting of a silicon-strip vertex detector surrounding the pp interaction region, a large-area32

silicon-strip detector located upstream of a dipole magnet with a bending power of about 4Tm, and three33

stations of silicon-strip detectors and straw drift tubes placed downstream. The combined tracking system34

has a momentum resolution ∆p/p that varies from 0.4% at 5GeV/c to 0.6% at 100GeV/c, and an impact35

parameter resolution of 20µm for tracks with high transverse momentum. Charged hadrons are identified36

using two ring-imaging Cherenkov detectors. Photon, electron and hadron candidates are identified by a37

calorimeter system consisting of scintillating-pad and preshower detectors, an electromagnetic calorimeter38

and a hadronic calorimeter. Muons are identified by a system composed of alternating layers of iron and39

multiwire proportional chambers. The trigger [15] consists of a hardware stage, based on information from40

the calorimeter and muon systems, followed by a software stage which applies a full event reconstruction.41

It exploits the finite lifetime and relatively large mass of charm and beauty hadrons to distinguish42

heavy flavour decays from the dominant light quark processes. The first trigger level (L0) reduces data43

output down to 1 MHz, the read-out rate of the whole detector. The second trigger level (High Level44

Trigger, HLT) which is implemented in software running on an event filter CPU farm, reduces the output45

data rate to a few kHz.46

The L0 selects muons with a transverse momentum, pT > 1.48GeV/c, and dimuons whose transverse47

momenta multiplied > 1.68(GeV/c)2. In the subsequent HLT, at least one of the final state muons48

is required to have momentum p > 8GeV/c, and impact parameter with respect to all of the primary49

pp interaction vertices (PV) in the event, IP> 100 µm. Alternatively a dimuon trigger accepts events50

where both candidate muons have pT > 0.5GeV/c, p > 6GeV/c, have good track quality, and that the51

invariant mass of the pair be, m(µ+µ−) > 1GeV/c2. In a second stage of the HLT, two algorithms select52

D+
(s) → πµµ signal in significant amounts. A generic µ+µ− trigger requires opposite-sign muons with53

summed pT > 1.5GeV/c and m(µµ) > 1GeV/c2. A tailored trigger is used to select events with dimuon54

combinations of either charge and no lower invariant mass requirement. The use of these two trigger types55

is carefully considered in the signal extraction fit.56

3 Event Selection57

As well as the selection applied by the trigger, further cuts are applied offline in order to maximise the58

significance of D+
(s)→ π+µ+µ− and D+

(s)→ π−µ+µ+ signals. Of each D candidate it is demanded that59

the decay vertex be of good quality, χ2
NDF < 5, and have originated close to the PV by requiring χ2 < 30.60

2

FCNC

LNV
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FCNC - D+(s)→π+µ+µ-

• Search for FCNC using D+(s)→π+µ+µ- decays in 1.0 fb-1.

• Search performed in different bins of q2=m(µ,µ) to isolate search windows from µµ 
resonances (η, ρ, ω, ϕ).

• ϕ resonance used for normalisation.

• Grey component is misidentified D+(s)→π+π+π-.

• Green component is signal.
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Figure 2: Invariant mass distributions for D+→ π+µ+µ− candidates in the five q2 = m(µ+µ−) regions. Shown
are the (a) low-m(µ+µ−), (b) η, (c) ρ/ω, (d) φ (including trigger lines with m(µ+µ−) cut), and (e) high-m(µ+µ−)
regions. The data are shown as points (black) and the total PDF (dark blue line) is overlaid. The components
of the fit are also shown: the signal (light green line), the peaking background (solid area) and the non-peaking
background (dotted line).

where the relevant signal’s yield and efficiency are given by ND+
(s)

→πµµ and �D+
(s)

→πµµ, respectively, and138

the relevant control mode’s yield and efficiency are given by ND+
(s)

→π+(φ→µ+µ−) and �D+
(s)

→π+(φ→µ+µ−),139

respectively.140

The efficiency of the signal decay mode and the control mode include the efficiencies of the geometrical141

acceptance of the detector, track reconstruction, the selection, and the trigger. The performance of the142

simulation is calibrated using a tag and probe technique applied to control samples. The B → J/ψX decay143

modes provide a large sample of unambiguous muons and allows the performance of muon identification144

to be quantified. These B meson decays decays are also used to study the tracking performance. A sample145
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Figure 2: Invariant mass distributions for D+→ π+µ+µ− candidates in the five q2 = m(µ+µ−) regions. Shown
are the (a) low-m(µ+µ−), (b) η, (c) ρ/ω, (d) φ (including trigger lines with m(µ+µ−) cut), and (e) high-m(µ+µ−)
regions. The data are shown as points (black) and the total PDF (dark blue line) is overlaid. The components
of the fit are also shown: the signal (light green line), the peaking background (solid area) and the non-peaking
background (dotted line).

where the relevant signal’s yield and efficiency are given by ND+
(s)

→πµµ and �D+
(s)

→πµµ, respectively, and138

the relevant control mode’s yield and efficiency are given by ND+
(s)

→π+(φ→µ+µ−) and �D+
(s)

→π+(φ→µ+µ−),139

respectively.140

The efficiency of the signal decay mode and the control mode include the efficiencies of the geometrical141

acceptance of the detector, track reconstruction, the selection, and the trigger. The performance of the142

simulation is calibrated using a tag and probe technique applied to control samples. The B → J/ψX decay143

modes provide a large sample of unambiguous muons and allows the performance of muon identification144

to be quantified. These B meson decays decays are also used to study the tracking performance. A sample145
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FCNC - D+(s)→π+µ+µ-

• Low and high q2 regions used to search for FCNC decays.

• Both consistent with no signal, use to place limits:

• ~50-100 times better than limits previously published by D0 and Babar 
(Phys. Rev. Lett. 100 (2008) 101801, Phys. Rev. D84 (2011) 072006).
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Figure 2: Invariant mass distributions for D+→ π+µ+µ− candidates in the five q2 = m(µ+µ−) regions. Shown
are the (a) low-m(µ+µ−), (b) η, (c) ρ/ω, (d) φ (including trigger lines with m(µ+µ−) cut), and (e) high-m(µ+µ−)
regions. The data are shown as points (black) and the total PDF (dark blue line) is overlaid. The components
of the fit are also shown: the signal (light green line), the peaking background (solid area) and the non-peaking
background (dotted line).

where the relevant signal’s yield and efficiency are given by ND+
(s)

→πµµ and �D+
(s)

→πµµ, respectively, and138

the relevant control mode’s yield and efficiency are given by ND+
(s)

→π+(φ→µ+µ−) and �D+
(s)

→π+(φ→µ+µ−),139

respectively.140

The efficiency of the signal decay mode and the control mode include the efficiencies of the geometrical141

acceptance of the detector, track reconstruction, the selection, and the trigger. The performance of the142

simulation is calibrated using a tag and probe technique applied to control samples. The B → J/ψX decay143

modes provide a large sample of unambiguous muons and allows the performance of muon identification144

to be quantified. These B meson decays decays are also used to study the tracking performance. A sample145
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Figure 2: Invariant mass distributions for D+→ π+µ+µ− candidates in the five q2 = m(µ+µ−) regions. Shown
are the (a) low-m(µ+µ−), (b) η, (c) ρ/ω, (d) φ (including trigger lines with m(µ+µ−) cut), and (e) high-m(µ+µ−)
regions. The data are shown as points (black) and the total PDF (dark blue line) is overlaid. The components
of the fit are also shown: the signal (light green line), the peaking background (solid area) and the non-peaking
background (dotted line).

where the relevant signal’s yield and efficiency are given by ND+
(s)

→πµµ and �D+
(s)

→πµµ, respectively, and138

the relevant control mode’s yield and efficiency are given by ND+
(s)

→π+(φ→µ+µ−) and �D+
(s)

→π+(φ→µ+µ−),139

respectively.140

The efficiency of the signal decay mode and the control mode include the efficiencies of the geometrical141

acceptance of the detector, track reconstruction, the selection, and the trigger. The performance of the142
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LNV - D+(s)→π-µ+µ+

• Search performed in different 
bins of m(π, µ) to increase 
sensitivity (also 1.0 fb-1):

  250 < m(π, µ) < 1140 MeV/c2

1140 < m(π, µ) < 1340 MeV/c2

1340 < m(π, µ) < 1540 MeV/c2

1540 < m(π, µ) < 2000 MeV/c2

• No evidence of LNV decays

• Limits are 100 times lower than 
previous best measurement by 
Babar (Phys.Rev. D84 (2011) 072006).
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Figure 4: The fit to the four m(π−µ+) bins for the D+
(s)→ π−µ+µ+ search as described in the text. Shown are (a) bin 1,

(b) bin 2, (c) bin 3, and (d) bin 4. For details of the constituents, see the caption of Fig. 3.

• The pion-to-muon misidentification rate is assumed to be the same in all regions. Simulation suggests174

that a systematic variation of 20% in this quantity is conservative.175

• A systematic uncertainty accompanies the branching fraction of the control mode, D+
(s) → π± φ (→176

µ+µ−), known to be the dominant source of systematic error, and is of order 10%.177

• The geometrical acceptance efficiency of the detector depends on the angular distributions of the178

final state particles, thus on the decay model. By default, signal decays are simulated with a simple179

phase-space model. A conservative 1% uncertainty is determined by recalculating the acceptance180

modelling a flat q2 distribution.181

• The uncertainty on the tracking and particle identification corrections involves a statistical component182

due to size of the data samples and a systematic uncertainty inherent in the technique employed183

to determine the correction. Corrections are biased by the choice of control sample, the selection184

and trigger requirements applied to this sample, and the precise definition of the probe tracks. The185

binning used to weight the efficiency as a function of the momentum, pseudorapity and multiplicity186

is another source of bias and is varied to evaluate an uncertainty. The fact that the kinematics of187

the final state particles are not fully replicated by simulation is accounted for by comparing the188

efficiency corrections in the most different regions of the m(µ+µ−) or m(π−µ+) distributions. In189

total, the uncertainty due to the particle reconstruction and identification is found to be 4.2% across190

all regions.191

• The offline selection will not be perfectly described by simulation. A systematic uncertainty is192

estimated by smearing track properties to reproduce the distributions observed in data, using193

D±
s → π±φ(→ µ+µ−) decays as a reference. The corresponding variation in the efficiency ratios194

indicates an uncertainty of 4%. Also, the trigger requirements imposed to select the signal were195

varied in order to test the imperfect emulation of the online reconstruction and a 3% uncertainty196

was deduced.197
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Summary
• LHCb has recorded vast samples of charm decays.
• First single observation of neutral charm meson oscillations with 1.0 fb-1.

• Searches for local CPV in three and four-body SCS charm decays are 
consistent with no CPV.

• No evidence of FCNC in charm decays, still above SM predictions.

• Still to come:
• CPV in mixing with WS D0→K+π- decays

• mixing with D0→Ksh+h- and D0→K+π-π+π-

• T-odd moments with D0→K+K-π+π-

• much more...
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ΔACP
• Measured asymmetry for D* tagged decays to final state f given by

• Can be written as four components

• AD(f) = 0 for self-conjugate final states K+K-, π+π-

• AD(πs) and Ap(D*+) are independent of the final state, therefore measure

20
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The charm sector is a promising place to probe for

the effects of physics beyond the Standard Model (SM).

There has been a resurgence of interest in the past few

years since evidence for D0
mixing was first seen [1, 2].

Mixing is now well-established [3] at a level which is con-

sistent with, but at the upper end of, SM expectations [4].

By contrast, no evidence for CP violation in charm de-

cays has yet been found.

The time-dependent CP asymmetry ACP (f ; t) for D0

decays to a CP eigenstate f (with f = f̄) is defined as

ACP (f ; t) ≡
Γ(D0

(t) → f)− Γ(D0
(t) → f)

Γ(D0(t) → f) + Γ(D0(t) → f)
, (1)

where Γ is the decay rate for the process indicated. In

general ACP (f ; t) depends on f . For f = K−K+
and

f = π−π+
, ACP (f ; t) can be expressed in terms of two

contributions: a direct component associated with CP
violation in the decay amplitudes, and an indirect com-

ponent associated with CP violation in the mixing or in

the interference between mixing and decay. In the limit

of U-spin symmetry, the direct component is equal in

magnitude and opposite in sign for K−K+
and π−π+

,

though the size of U-spin breaking effects remains to be

quantified precisely [5]. The magnitudes of CP asymme-

tries in decays to these final states are expected to be

small in the SM [5–8], with predictions of up to O(10
−3

).

However, beyond the SM the rate of CP violation could

be enhanced [5, 9].

The asymmetry ACP (f ; t) may be written to first order

as [10, 11]

ACP (f ; t) = adirCP (f) +
t

τ
aindCP , (2)

where adirCP (f) is the direct CP asymmetry, τ is the

D0
lifetime, and aindCP is the indirect CP asymmetry.

To a good approximation this latter quantity is uni-

versal [5, 12]. The time-integrated asymmetry mea-

sured by an experiment, ACP (f), depends upon the time-

acceptance of that experiment. It can be written as

ACP (f) = adirCP (f) +
�t�
τ
aindCP , (3)

where �t� is the average decay time in the reconstructed

sample. Denoting by ∆ the differences between quanti-

ties for D0 → K−K+
and D0 → π−π+

it is then possible

to write

∆ACP ≡ ACP (K
−K+

) − ACP (π
−π+

) (4)

=
�
adirCP (K

−K+
) − adirCP (π

−π+
)
�
+

∆�t�
τ

aindCP .

In the limit that ∆�t� vanishes, ∆ACP is equal to the

difference in the direct CP asymmetry between the two

decays. However, if the time-acceptance is different for

the K−K+
and π−π+

final states, a contribution from

indirect CP violation remains.

The most precise measurements to date of the time-

integrated CP asymmetries in D0 → K−K+
and D0 →

π−π+
were made by the CDF, BaBar, and Belle col-

laborations [10, 13, 14]. The Heavy Flavor Averaging

Group (HFAG) has combined time-integrated and time-

dependent measurements of CP asymmetries, taking ac-

count of the different decay time acceptances, to ob-

tain world average values for the indirect CP asymme-

try of aindCP = (−0.03 ± 0.23)% and the difference in di-

rect CP asymmetry between the final states of ∆adirCP =

(−0.42± 0.27)% [3].

In this Letter, we present a measurement of the differ-
ence in time-integrated CP asymmetries between D0 →
K−K+

and D0 → π−π+
, performed with 0.62 fb

−1
of

data collected at LHCb between March and June 2011.

The flavor of the initial state (D0
or D0

) is tagged by

requiring a D∗+ → D0π+
s decay, with the flavor deter-

mined by the charge of the slow pion (π+
s ). The inclusion

of charge-conjugate modes is implied throughout, except

in the definition of asymmetries.

The raw asymmetry for tagged D0
decays to a final

state f is given by Araw(f), defined as

Araw(f) ≡
N(D∗+ → D0

(f)π+
s ) − N(D∗− → D0

(f)π−
s )

N(D∗+ → D0(f)π+
s ) + N(D∗− → D0(f)π−

s )
,

(5)

where N(X) refers to the number of reconstructed events

of decay X after background subtraction.

To first order the raw asymmetries may be written as

a sum of four components, due to physics and detector

effects:

Araw(f) = ACP (f) + AD(f) + AD(π
+
s ) + AP(D

∗+
). (6)

Here, AD(f) is the asymmetry in selecting the D0
de-

cay into the final state f , AD(π+
s ) is the asymmetry in

selecting the slow pion from the D∗+
decay chain, and

AP(D∗+
) is the production asymmetry for D∗+

mesons.

The asymmetries AD and AP are defined in the same

fashion as Araw. The first-order expansion is valid since

the individual asymmetries are small.

For a two-body decay of a spin-0 particle to a self-

conjugate final state there can be no D0
detection asym-

metry, i.e. AD(K−K+
) = AD(π−π+

) = 0. Moreover,

AD(π+
s ) and AP(D∗+

) are independent of f and thus in

the first-order expansion of equation 5 those terms cancel

in the difference Araw(K−K+
) − Araw(π−π+

), resulting

in

∆ACP = Araw(K
−K+

) − Araw(π
−π+

). (7)

To minimize second-order effects that are related to the

slightly different kinematic properties of the two decay

modes and that do not cancel in ∆ACP , the analysis is

performed in bins of the relevant kinematic variables, as

discussed later.

The LHCb detector is a forward spectrometer covering

the pseudorapidity range 2 < η < 5, and is described in
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FIG. 3. Time-dependence of the measurement. The data are
divided into 19 disjoint, contiguous, time-ordered blocks and
the value of ∆ACP measured in each block. The horizontal
red dashed line shows the result for the combined sample.
The vertical dashed line indicates the technical stop referred
to in Table I.

The χ2 probability for consistency among the subsam-
ples is 45%. The significances of the differences between
data taken before and after the technical stop, between
the magnet polarities, and between px > 0 and px < 0
are 0.4, 0.6, and 0.7 standard deviations, respectively.
Other checks include applying electron and muon vetoes
to the slow pion and to the D0 daughters, use of different
kinematic binnings, validation of the size of the statisti-
cal uncertainties with Monte Carlo pseudo-experiments,
tightening of kinematic requirements, testing for varia-
tion of the result with the multiplicity of tracks and of
primary vertices in the event, use of other signal and
background parameterizations in the fit, and imposing a
full set of common shape parameters between D∗+ and
D∗− candidates. Potential biases due to the inclusive
hardware trigger selection are investigated with the sub-
sample of data in which one of the signal final-state tracks
is directly responsible for the hardware trigger decision.
In all cases good stability is observed. For several of these
checks, a reduced number of kinematic bins are used for
simplicity. No systematic dependence of ∆ACP is ob-
served with respect to the kinematic variables.

Systematic uncertainties are assigned by: loosening the
fiducial requirement on the slow pion; assessing the effect
of potential peaking backgrounds in Monte Carlo pseudo-
experiments; repeating the analysis with the asymmetry
extracted through sideband subtraction in δm instead of
a fit; removing all candidates but one (chosen at random)
in events with multiple candidates; and comparing with
the result obtained without kinematic binning. In each
case the full value of the change in result is taken as the
systematic uncertainty. These uncertainties are listed in
Table II. The sum in quadrature is 0.11%. Combin-

TABLE I. Values of ∆ACP measured in subsamples of the
data, and the χ2/ndf and corresponding χ2 probabilities for
internal consistency among the 27 bins in each subsample.
The data are divided before and after a technical stop (TS),
by magnet polarity (up, down), and by the sign of px for
the slow pion (left, right). The consistency among the eight
subsamples is χ2/ndf = 6.8/7 (45%).

Subsample ∆ACP [%] χ2/ndf
Pre-TS, up, left −1.22± 0.59 13/26 (98%)
Pre-TS, up, right −1.43± 0.59 27/26 (39%)
Pre-TS, down, left −0.59± 0.52 19/26 (84%)
Pre-TS, down, right −0.51± 0.52 29/26 (30%)
Post-TS, up, left −0.79± 0.90 26/26 (44%)
Post-TS, up, right +0.42± 0.93 21/26 (77%)
Post-TS, down, left −0.24± 0.56 34/26 (15%)
Post-TS, down, right −1.59± 0.57 35/26 (12%)
All data −0.82± 0.21 211/215 (56%)

TABLE II. Summary of absolute systematic uncertainties for
∆ACP .

Source Uncertainty
Fiducial requirement 0.01%
Peaking background asymmetry 0.04%
Fit procedure 0.08%
Multiple candidates 0.06%
Kinematic binning 0.02%
Total 0.11%

ing statistical and systematic uncertainties in quadra-
ture, this result is consistent at the 1σ level with the
current HFAG world average [3].

In conclusion, the time-integrated difference in CP
asymmetry between D0 → K−K+ and D0 → π−π+ de-
cays has been measured to be

∆ACP = [−0.82± 0.21(stat.)± 0.11(syst.)]%

with 0.62 fb−1 of 2011 data. Given the dependence
of ∆ACP on the direct and indirect CP asymmetries,
shown in Eq. (4), and the measured value ∆�t�/τ =
[9.83± 0.22(stat.)± 0.19(syst.)]%, the contribution from
indirect CP violation is suppressed and ∆ACP is primar-
ily sensitive to direct CP violation. Dividing the central
value by the sum in quadrature of the statistical and sys-
tematic uncertainties, the significance of the measured
deviation from zero is 3.5σ. This is the first evidence for
CP violation in the charm sector. To establish whether
this result is consistent with the SM will require the anal-
ysis of more data, as well as improved theoretical under-
standing.

Phys. Rev. Lett. 108 (2012) 111602

(3.5σ significance)

• Measured with 0.6 fb-1
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Systematic biases for mixing
• Two major sources of potential bias: secondary D decays (D from B), and peaking 

background from doubly misidentified D0 daughters (RS decay faking a WS decay).

• Majority of secondary decays (D from B decays) removed by strict impact parameter 
requirements.

• Remaining fraction is estimated by fitting log(IPχ2), used to correct the measured WS/RS 
ratio

• Double mis-IDs do not peak in D0 invariant mass: can evaluate the number using 
sidebands.

• Majority are removed before fit to D* mass by tight mass window cut, RICH particle ID 
requirements, and vetoing candidates which lie within D0 mass window when their 
daughter mass hypotheses are swapped

21
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Mixing
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Experiment RD (%) y� (%) x�2
(%)

LHCb 2011 0.352± 0.015 0.72± 0.24 −0.009± 0.013
BaBar [1] 0.303± 0.019 0.97± 0.54 −0.022± 0.037
Belle [10] 0.364± 0.017 0.06+0.40

−0.39 0.018+0.021
−0.023

CDF [3] 0.304± 0.055 0.85± 0.76 −0.012± 0.035

Table 5: Comparison of our result with recent measurements from other experiments. The

uncertainties include statistical and systematic components.
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Figure 25: Confidence regions in the (x�2, y�) plane as obtained by fitting the data (black)

and in comparison with the regions obtained from other experiments [1, 3, 10] (left) or

from the WA values (right).

in the χ2
between this fit and an additional fit where we assume no-mixing (dashed line

in Fig. 24): ∆χ2
= 88.63. In the hypothesis that the ∆χ2

follows approximately a χ2

distribution for two degrees of freedom, this corresponds to a p-value of 5.67×10
−20

, which

excludes the no-mixing hypothesis at approximately 9.1 Gaussian standard deviations.

Since the value of x�2
is non-physical (negative), but consistent with zero, we also fit

the data with the constraint x�2
= 0 (dotted line in Fig. 24). The corresponding results

are also shown in Tab. 4.

The measured values of the mixing parameters are compatible to and have substantially

better precision than those from other experiments, as shown in Tab. 5 and in Fig. 25.
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FCNC yields
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The invariant mass spectra and the results of the fits applied to them are shown in Figs. 2 and 3. The115

D+
(s) → π+µ+µ− and D+

(s) → π−µ+µ+ data are split into bins of m(µ+µ−) and m(π−µ+) respectively.116

The bins are chosen such that the resonances present in m(µ+µ−) in the case of D+
(s) → π+µ+µ− are117

separate from the FCNC signal regions. Background-subtracted, using the sP lot technique [21], m(µ+µ−)118

distributions are shown in Fig. 4. For the D+
(s) → π−µ+µ+ search, the bins of m(π−µ+) will improve119

the statistical significance of any signal observed, as it is assumed that a Majorana neutrino would only120

appear in one subsample. The definitions of these subsamples are provided in Table 1 and 2.121

The D+
(s)→ π+µ+µ− and D+

(s)→ π−µ+µ+ data are fitted independently, with the D+
(s)→ π+µ+µ−

122

sample being fitted in two parts due to the requirement of some software triggers that m(µ+µ−) exceeds123

1.0 GeV/c2. A D+
(s)→ π+µ+µ− fit excluding these trigger lines simultaneously fits the low-m(µ+µ−), η,124

ρ/ω and φ bins. Another fit to the D+
(s)→ π+µ+µ− data, including these trigger lines, is applied to the125

high-m(µ+µ−) and φ bins. The φ bin is needed as it provides a signal shape and normalises any signal126

yield. A simultaneous fit to the D+
(s)→ π−µ+µ+ data is done in all four m(π−µ+) bins. The φ bin from127

the D+
(s)→ π+µ+µ− data is again used to provide a signal shape and for normalisation.128

The event yields are shown in Table 1 for D+ → π+µ+µ−, and in Table 2 for D+ → π−µ+µ+.129

The statistical significances of the two observed peaks are found by performing the fit again with the130

background only hypothesis. Significances of 6.1 and 6.2 σ are found for D+ → π+(η → µ+µ−) and131

D+
s → π+(η → µ+µ−), respectively. In comparison to D+

(s) → π+(φ → µ+µ−), B(D+ → π+(η →132

µ+µ−)) = (2.2±0.6)×10−8 and B(D+
s → π+(η → µ+µ−)) = (6.8±2.1)×10−8 for the D+ and D+

s decays133

respectively and match those expected based on the D+
(s) → ηπ+ and η → µ+µ− branching fractions [11].134

No significant excess of events is seen in any of the signal search windows.135

Table 1: Event yields for the D+→ π+µ+µ− fits. The φ region yields differ due to fitting with different trigger
conditions.

Trigger Conditions Bin Lower m(µ+µ−) limit Upper m(µ+µ−) limit D+ yield D+
s yield

No m(µ+µ−) cut

low-m(µ+µ−) 250 MeV/c2 525 MeV/c2 − 3± 11 1± 6
η 525 MeV/c2 565 MeV/c2 29± 7 22± 5

ρ/ω 565 MeV/c2 850 MeV/c2 96± 15 87± 12
φ 850 MeV/c2 1250 MeV/c2 2745± 67 3855± 86

m(µ+µ−) > 1.0 GeV/c2
φ 850 MeV/c2 1250 MeV/c2 3683± 90 4857± 90

high-m(µ+µ−) 1250 MeV/c2 2000 MeV/c2 16± 16 − 17± 16

Table 2: Event yields for the D+ → π−µ+µ+ fit. The φ region from the D+ → π+µ+µ− channel is used for
normalisation.

Bin Lower m(π−µ+) limit Upper m(π−µ+) limit D+ yield D+
s yield

φ 850 MeV/c2 1250 MeV/c2 2771± 65 3885± 85
bin 1 250 MeV/c2 1140 MeV/c2 7± 6 4± 4
bin 2 1140 MeV/c2 1340 MeV/c2 − 3± 6 3± 5
bin 3 1340 MeV/c2 1550 MeV/c2 − 1± 6 6± 6
bin 4 1540 MeV/c2 2000 MeV/c2 0± 4 4± 5

5 Branching fraction determination136

The D+
(s)→ π+µ+µ− and D+

(s)→ π−µ+µ+ branching fractions are calculated using137

B(D+
(s)→ πµµ) =

ND+
(s)

→πµµ

ND+
(s)

→π+(φ→µ+µ−)

×
�D+

(s)
→π+(φ→µ+µ−)

�D+
(s)

→πµµ

× B(D+
(s)→ π+(φ → µ+µ−)) (3)
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CPV in Dalitz plot

24

Model-independent search for CPV in multi-body 
decays

• Binned comparison between D and anit-D phase 
space

• α normalise away overall asymmetry, but also 
removes production and detection effects

• Calculate                      and p-values under 
assumption of no CPV

• Consistent with no CPV in SCS 
• Tested with different binning

48
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Searches for direct CPV D+→K–K+!+

• Kinematics of 3-body decays can be parameterised with 2 parameters 
and represented as a Dalitz plot.

• Analysis based on splitting the D+ and D– Dalitz plot into bins and 
comparing yields bin-by-bin as suggested in Bediaga et al, Phys.Rev.D80:096006,2009

For sample 2, the yield cannot be taken directly from
the fit, because there is a mass cut in the HLT2 line that
accepts the majority of the signal, selecting events in a
!25 MeV=c2 window around the nominal value.
However, another HLT2 line with a looser mass cut that
is otherwise identical to the main HLT2 line exists,
although only one event in 100 is retained. In this line
the purity is found to be the same in sample 2 as in sample
3. The yield in sample 2 is then inferred as the total (Sþ B)
in all allowed triggers in the mass window times the purity
in sample 3. Thus the overall yield of signal Dþ !
K#Kþ!þ candidates in the three samples within the
mass window is approximately 370 000. The total number
of candidates (Sþ B) in each decay mode used in the
analysis are given in Table II. The Dalitz plot of data in
the Dþ window is shown in Fig. 2.

Within the 2" Dþ ! K#Kþ!þ mass window, about
8.6% of events are background. Apart from random
three-body track combinations, charm backgrounds and
two-body resonances plus one track are expected. Charm
reflections appear when a particle is wrongly identified
in a true charm three-body decay and/or a track in a four-
body charm decay is lost. The main three-body reflection
in the K#Kþ!þ spectrum is the Cabibbo-favored Dþ !
K#!þ!þ, where the incorrect assignment of the kaon
mass to the pion leads to a distribution that partially over-
laps with the Dþ

s ! K#Kþ!þ signal region, but not with
Dþ ! K#Kþ!þ. The four-body, Cabibbo-favored mode
D0 ! K#!þ!#!þ where a !þ is lost and the !# is
misidentified as a K# will appear broadly distributed in
K#Kþ!þ mass, but its resonances could create structures
in the Dalitz plot. Similarly, !K$ð892Þ0 and # resonances
from the PVmisreconstructed with a random track forming
a three-body vertex will also appear.

TABLE I. Yield (S) and purity for samples 1 and 3 after the
final selection. The purity is estimated in the 2" mass window.

Decay Yield Purity

Sample 1þ 3 Sample 1 Sample 3
Dþ ! K#Kþ!þ ð3:284! 0:006Þ ' 105 88% 92%
Dþ

s ! K#Kþ!þ ð4:615! 0:012Þ ' 105 89% 92%
Dþ ! K#!þ!þ ð3:3777! 0:0037Þ ' 106 98% 98%
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FIG. 1 (color online). Fitted mass spectra of (a) K#!þ!þ and (b) K#Kþ!þ candidates from samples 1 and 3, Dþ and D#

combined. The signal mass windows and sidebands defined in the text are labeled.

TABLE II. Number of candidates (Sþ B) in the signal win-
dows shown in Fig. 1 after the final selection, for use in the
subsequent analysis.

Sample 1 Sample 2 Sample 3 Total

Dþ ! K#Kþ!þ 84 667 65 781 253 446 403 894
Dþ

s ! K#Kþ!þ 126 206 91 664 346 068 563 938
Dþ ! K#!þ!þ 858 356 687 197 2 294 315 3 839 868
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FIG. 2 (color online). Dalitz plot of the Dþ ! K#Kþ!þ

decay for selected candidates in the signal window. The vertical
!K$ð892Þ0 and horizontal #ð1020Þ contributions are clearly vis-
ible in the data.
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changing sign from left to right. This sign change means
the CPV causes only a 0.1% difference in the total decay
rate between Dþ and D". This illustrates the strength of
our method, as the asymmetry would be much more diffi-
cult to detect in a measurement that was integrated over the
Dalitz plot. Even with no systematic uncertainties, to see a
0.1% asymmetry at the 3! level would require 2:25# 106

events. With the method and much smaller data set used
here we would observe this signal at the 3! level with 76%
probability, as shown in Table IV below.

The sensitivity to a particular manifestation of CPV
depends on the choice of binning. The fact that the
CP-violating region in most of the pseudo-experiments
covers a broad area of the Dalitz plot suggests that the
optimal number of bins for this type of asymmetry is low.
Each bin adds a degree of freedom without changing the "2

value for consistency with no CPV. However, if CP asym-
metries change sign within a bin, they will not be seen.
Similarly, the sensitivity is reduced if only a small part
of a large bin has any CPV in it. To avoid effects due
to excessive fluctuations, bins that contain fewer than
50 candidates are not used anywhere in the analysis.
Such bins are very rare.

The binnings are chosen to reflect the highly nonuniform
structure of the Dalitz plot. A simple adaptive binning
algorithm was devised to define binnings of approximately
equal population without separating Dþ and D". Two bin-
nings that are found to have good sensitivity to the simu-
lated asymmetries contain 25 bins (‘‘Adaptive I’’) arranged
as shown in Fig. 4(a), and 106 bins (‘‘Adaptive II’’) arranged
as shown in Fig. 4(b). For Adaptive I, a simulation of the
relative value of the strong phase across the Dalitz plot in
the CLEO-c amplitude model is used to refine the results
of the algorithm: if the strong phase varies significantly
across a bin, CP asymmetries are more likely to change
sign. Therefore the bin boundaries are adjusted to minimize
changes in the strong phase within bins. The model-
dependence of this simulation could, in principle, influence
the binning and therefore the sensitivity to CPV, but it
cannot introduce model-dependence into the final results
as no artificial signal could result purely from the choice of
binning. Two further binning schemes, ‘‘Uniform I’’ and
‘‘Uniform II,’’ are defined. These use regular arrays of
rectangular bins of equal size.
The adaptive binnings are used to determine the sensi-

tivity to several manifestations of CPV. With 200 test
experiments of approximately the same size as the signal
sample in data, including no asymmetries, no CP-violating
signals are observed at the 3! level with Adaptive I or
Adaptive II. The expectation is 0.3.
With the chosen binnings, a number of sets of 100

pseudo-experiments with different CP-violating asymme-
tries are produced. The probability of observing a given
signal in either the #ð1020Þ or $ð800Þ resonances with 3!
significance is calculated in samples of the same size as the
data set. The results are given in Table IV. The CPV shows
up both in the "2=ndf and in the width of the fitted SCP

distribution.
For comparison, the asymmetries in the # phase and

$ magnitude measured by the CLEO Collaboration
using the same amplitude model were ð6& 6þ0þ6

"2"2Þ' and
ð"12& 12þ6þ2

"1"10Þ%, [15] where the uncertainties are sta-
tistical, systematic and model-dependent, respectively.

TABLE IV. Results from sets of 100 pseudo-experiments with
different CP asymmetries and Adaptive I and II binnings. pð3!Þ
is the probability of a 3! observation of CPV. hSi is the mean
significance with which CPV is observed.

CPV Adaptive I Adaptive II
pð3!Þ hSi pð3!Þ hSi

No CPV 0 0:84! 1% 0:84!
6' in #ð1020Þ phase 99% 7:0! 98% 5:2!
5' in #ð1020Þ phase 97% 5:5! 79% 3:8!
4' in #ð1020Þ phase 76% 3:8! 41% 2:7!
3' in #ð1020Þ phase 38% 2:8! 12% 1:9!
2' in #ð1020Þ phase 5% 1:6! 2% 1:2!
6.3% in $ð800Þ magnitude 16% 1:9! 24% 2:2!
11% in $ð800Þ magnitude 83% 4:2! 95% 5:6!
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FIG. 4 (color online). Layout of the (a) ‘‘Adaptive I’’ and (b) ‘‘Adaptive II’’ binnings on the Dalitz plot of data.
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Searches for direct CPV D+→K–K+!+

• Compare yields in CP-conjugate bins

• Model independent. Due to normalisation, many 
production and detection effects cancel.

• Plot this for all bins - 
expect Gaussian with μ=0, σ=1

changing sign from left to right. This sign change means
the CPV causes only a 0.1% difference in the total decay
rate between Dþ and D". This illustrates the strength of
our method, as the asymmetry would be much more diffi-
cult to detect in a measurement that was integrated over the
Dalitz plot. Even with no systematic uncertainties, to see a
0.1% asymmetry at the 3! level would require 2:25# 106

events. With the method and much smaller data set used
here we would observe this signal at the 3! level with 76%
probability, as shown in Table IV below.

The sensitivity to a particular manifestation of CPV
depends on the choice of binning. The fact that the
CP-violating region in most of the pseudo-experiments
covers a broad area of the Dalitz plot suggests that the
optimal number of bins for this type of asymmetry is low.
Each bin adds a degree of freedom without changing the "2

value for consistency with no CPV. However, if CP asym-
metries change sign within a bin, they will not be seen.
Similarly, the sensitivity is reduced if only a small part
of a large bin has any CPV in it. To avoid effects due
to excessive fluctuations, bins that contain fewer than
50 candidates are not used anywhere in the analysis.
Such bins are very rare.

The binnings are chosen to reflect the highly nonuniform
structure of the Dalitz plot. A simple adaptive binning
algorithm was devised to define binnings of approximately
equal population without separating Dþ and D". Two bin-
nings that are found to have good sensitivity to the simu-
lated asymmetries contain 25 bins (‘‘Adaptive I’’) arranged
as shown in Fig. 4(a), and 106 bins (‘‘Adaptive II’’) arranged
as shown in Fig. 4(b). For Adaptive I, a simulation of the
relative value of the strong phase across the Dalitz plot in
the CLEO-c amplitude model is used to refine the results
of the algorithm: if the strong phase varies significantly
across a bin, CP asymmetries are more likely to change
sign. Therefore the bin boundaries are adjusted to minimize
changes in the strong phase within bins. The model-
dependence of this simulation could, in principle, influence
the binning and therefore the sensitivity to CPV, but it
cannot introduce model-dependence into the final results
as no artificial signal could result purely from the choice of
binning. Two further binning schemes, ‘‘Uniform I’’ and
‘‘Uniform II,’’ are defined. These use regular arrays of
rectangular bins of equal size.
The adaptive binnings are used to determine the sensi-

tivity to several manifestations of CPV. With 200 test
experiments of approximately the same size as the signal
sample in data, including no asymmetries, no CP-violating
signals are observed at the 3! level with Adaptive I or
Adaptive II. The expectation is 0.3.
With the chosen binnings, a number of sets of 100

pseudo-experiments with different CP-violating asymme-
tries are produced. The probability of observing a given
signal in either the #ð1020Þ or $ð800Þ resonances with 3!
significance is calculated in samples of the same size as the
data set. The results are given in Table IV. The CPV shows
up both in the "2=ndf and in the width of the fitted SCP

distribution.
For comparison, the asymmetries in the # phase and

$ magnitude measured by the CLEO Collaboration
using the same amplitude model were ð6& 6þ0þ6

"2"2Þ' and
ð"12& 12þ6þ2

"1"10Þ%, [15] where the uncertainties are sta-
tistical, systematic and model-dependent, respectively.

TABLE IV. Results from sets of 100 pseudo-experiments with
different CP asymmetries and Adaptive I and II binnings. pð3!Þ
is the probability of a 3! observation of CPV. hSi is the mean
significance with which CPV is observed.

CPV Adaptive I Adaptive II
pð3!Þ hSi pð3!Þ hSi

No CPV 0 0:84! 1% 0:84!
6' in #ð1020Þ phase 99% 7:0! 98% 5:2!
5' in #ð1020Þ phase 97% 5:5! 79% 3:8!
4' in #ð1020Þ phase 76% 3:8! 41% 2:7!
3' in #ð1020Þ phase 38% 2:8! 12% 1:9!
2' in #ð1020Þ phase 5% 1:6! 2% 1:2!
6.3% in $ð800Þ magnitude 16% 1:9! 24% 2:2!
11% in $ð800Þ magnitude 83% 4:2! 95% 5:6!
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FIG. 4 (color online). Layout of the (a) ‘‘Adaptive I’’ and (b) ‘‘Adaptive II’’ binnings on the Dalitz plot of data.

R. AAIJ et al. PHYSICAL REVIEW D 84, 112008 (2011)

112008-8

35
/p

b,
 P

hy
sR

ev
D

.8
4.

11
20

08

α =
Ntotal

N̄total

SCP =
Ni − αN̄i�
Ni + α2N̄i

Plots: Simulation by Bediaga et al, Phys.Rev.D80:096006,2009
Figure 3: Top: Significance DpSCP plot for two CP conserving 300K signal + 200K back-
ground samples for CP symmetric decays. Bottom: Gaussian fit for the DpSCP distribu-
tion; P1, P2 and P3 denote the fit values for the central value, width and normalization
parameter, respectively.

The B+ and B− Dalitz plots are shown in Fig. 7. One can see that the two plots are
different. Turning to a plot of the fractional asymmetry ∆(i) shows there are many bin-by-
bin asymmetries, yet those exhibit again a rather noise pattern, see Fig. 8a. Once again
‘mirandizing’ the display, i.e., plotting DpSCP instead of ∆(i), leads to a more organized
message, shown in the upper display in Fig. 8b. In particular, when looking at the DpSCP

distribution of Fig. 9 we see that over and above the statistical fluctuations there is a
genuine CP asymmetry.

As before its location can be narrowed down further by dividing the Dalitz plot in
the four regions of Fig. 5 and plotting the DpSCP distributions separately for them, see
Fig. 9. It clearly identifies regions I and II as the main origin of the asymmetry. That is
as it has to be, since the interference between the Kρ and Kf0 amplitudes, which is the
”engine” of CP violation in our model, takes place mainly there.

13

Figure 4: Top: Significance DpSCP plot for B± → K±π∓π± for model ”ρ0”. Bottom:
DpSCP for the bins in Top Figure that pass the statistical cut, fit to a centred Gaussian
with unit width. P1 is the normalization parameter.

3.2.3 Comparing the ”ρ0” and ”f0” Models

The preceding discussion has shown that the DpSCP observable and its distribution pro-
vides a powerful tool that in a model independent way allows to establish the existence
of a genuine CP asymmetry over and above statistical fluctuations and even determine
the subregion(s) of the Dalitz plot, where it originates. For both the two Dalitz models
employed above it was mainly the ρ − f0 interference domain.

In addition, a closer analysis allows to distinguish the cases where the asymmetry is
driven by a difference in the Kρ and in the Kf0 phase, respectively, for the B+ and B−

decays, see Figs. 6 and 9b. The discriminator is provided by the interference with the
‘silent’ partner, the K∗π amplitude. This ability would provide important diagnostics
about the underlying dynamics: for it would enable us to decide whether the CP odd
operator generating the asymmetry carries vector or scalar quantum numbers.

14

CPVno CPV

13

TIME-INTEGRATED CPV SEARCHES FINAL STATE DISTRIBUTIONS

CPV IN D+→ K−K+π+
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Distributions of SCP,i for Adaptive Binning II
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Several binnings used to probe a range of CPV scenarios.
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Update to full 1 fb−1 data set underway.
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