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data on charged leptons DIS with nuclear targets and Drell-Yan in proton-nucleus collisions.

Checks of the compatibility with other hard processes are also available: the inclusive particle

production at high transverse momentum from d+Au collisions at RHIC has been included in

the analysis of [25] without signs of tension among the different data sets; the compatibility with

neutrino DIS data with nuclear targets has also been checked in Ref. [29]2. Moreover, the most

recent data from Z-production at the LHC [30] also show good agreement with the factoriza-
tion assumption although errors are still moderately large. In spite of these successes, the gluon

distribution remains poorly constrained for the nucleus, as can be seen in Fig. 1 where different

sets of nPDFs are shown, together with the corresponding uncertainty bands. DGLAP evolution

is, however, very efficient in removing the nuclear effects for gluons at small-x, which quickly
disappear for increasing Q2. In this way, these uncertainties become smaller for the hardest

available probes — see Fig. 1 — except for the large-x region where substantial effects could
survive for large virtualities. This region is, however, dominated by valence quarks which in

turn are rather well constrained by DIS data with nuclei.

An alternative approach [31] computing the small-x shadowing by its connection to the
hard diffraction in electron-nucleon scattering has been used to obtain the nuclear PDF at an

initial scale Q0 which are then evolved by NLO DGLAP equations. The inputs in this calcula-

tion are the diffractive PDFs measured in DIS with protons at HERA. These distributions are

dominated by gluons, resulting in a stronger shadowing for gluons than the corresponding one

for quarks. In Fig. 1 the results from this approach for the gluon case are also plotted. The

differences at small-x become even larger at smaller virtualities (not shown) [31].
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Fig. 1: Current knowledge of nuclear PDFs, shown as the ratio of bound over free proton gluon distributions,

RPb
g (x,Q2), obtained by the NLO global fits EPS09 [25], HKN07 [26] and nDS [27] at two different virtualities,

Q2 = 1.69 GeV2 and Q2=100 GeV2. Also shown for Q2 = 100 GeV2 are the results from Ref. [31] (FGS10) in

which gluon shadowing is computed from the DIS diffraction cross section measured at HERA.

It is worth noticing that in contrast to RHIC, where there are constraints at mid-rapidity

(x >∼ 10−2) for nuclear distributions from DIS and DY data, the LHC will probe completely

unexplored regions of phase space. This complicates the interpretation of the A+Adata before

a p+Abenchmarking programme removes these uncertainties, e.g. for the suppression of high

transverse momentum particles observed in [3]. The experimental data from d+Au collisions at

RHIC have already proven to be an appropriate testing ground for nPDFs studies: as mentioned

before, data on inclusive production at high-pT has been included in global fits, providing con-
straints for gluons; nPDFs are also extensively used in phenomenological studies of hard probes

2See, however, Ref. [28] for contradicting results.
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Saturation: Dynamical description via gluon 
self-interactions that tame the growth of gluon 
densities towards small-x

Saturation vs shadowing

• Nuclear shadowing: Empiric parametrization 
fitted to data. Q2-depencende assumed to be  
described by DGLAP evolution.

Both relate to the same concept: # of gluons in the wave function of a nucleus at small-x is 
reduced wrt the simple addition of the gluon field of constituent nucleons
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which gluon shadowing is computed from the DIS diffraction cross section measured at HERA.

It is worth noticing that in contrast to RHIC, where there are constraints at mid-rapidity

(x >∼ 10−2) for nuclear distributions from DIS and DY data, the LHC will probe completely

unexplored regions of phase space. This complicates the interpretation of the A+Adata before

a p+Abenchmarking programme removes these uncertainties, e.g. for the suppression of high

transverse momentum particles observed in [3]. The experimental data from d+Au collisions at

RHIC have already proven to be an appropriate testing ground for nPDFs studies: as mentioned

before, data on inclusive production at high-pT has been included in global fits, providing con-
straints for gluons; nPDFs are also extensively used in phenomenological studies of hard probes

2See, however, Ref. [28] for contradicting results.
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Formalisms to describe particle production
• COLLINEAR FACTORIZATION: dσ ∼ xf1(x1,Q2)⊗ xf2(x2,Q2)⊗ dσab→cd +O

(
Λ2

Q2

)

- Q2-dependence: DGLAP evolution

• x-dependence: fitted to data

• Multiple scatterings (higher twists) neglected

• All nuclear effects absorbed in nPDF’s
fa/Au(x, Q2) = fa/p(x, Q2) Ra/Au(x, Q2)
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Formalisms to describe particle production
• COLLINEAR FACTORIZATION: dσ ∼ xf1(x1,Q2)⊗ xf2(x2,Q2)⊗ dσab→cd +O

(
Λ2

Q2

)

- Q2-dependence: DGLAP evolution

• x-dependence: fitted to data

• Multiple scatterings (higher twists) neglected

• All nuclear effects absorbed in nPDF’s
fa/Au(x, Q2) = fa/p(x, Q2) Ra/Au(x, Q2)

• At small-Q multiple (elastic and inelastic) scatterings matter: 

- Momentum broadening

- Energy loss,  absorption  (Ask experts in the room)

⇒ Glauber-Eikonal multiple independent scatterings + unintegrated pdf’s: 

fa/A(x, Q2)→ Fa/A(x, Q2,<k2
T >) → Fa/A(x, Q2,<k2

T >+ ∆k2
T (
√

s, b, pt))

intrinsic kt momentum broadening
⇒ Coherent High Twist calculation (up to twist-4) 

p

A

p p
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Formalisms to describe particle production
• COLLINEAR FACTORIZATION: dσ ∼ xf1(x1,Q2)⊗ xf2(x2,Q2)⊗ dσab→cd +O

(
Λ2

Q2

)

- Q2-dependence: DGLAP evolution

• x-dependence: fitted to data

• Multiple scatterings (higher twists) neglected

• All nuclear effects absorbed in nPDF’s
fa/Au(x, Q2) = fa/p(x, Q2) Ra/Au(x, Q2)

• At small-Q multiple (elastic and inelastic) scatterings matter: 

- Momentum broadening

- Energy loss (Ask experts in the room)

⇒ CGC 
• At small-x, the multiple scatterings are coherent 

• High density enhances HT ~ O(Q2s/Q2)

• CGC= All order coherent resummation of multiple scatterings

+ small-x non-linear evolution (in the eikonal, recoil-less approximation

• In simple cases (inclusive gluon production) factorizable results: 

Lcoh ∼
1

2mNx2
! RA

p p

p

A

dσ ∼ ϕ1(x1,kt)⊗ ϕ1(x2,kt)⊗ σoff−shell
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- Momentum broadening
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⇒ CGC 

• At small-x, the multiple scatterings are coherent 

• High density enhances HT ~ O(Q2s/Q2)

• CGC= All order coherent resummation of multiple scatterings

+ small-x non-linear evolution (in the eikonal, recoil-less 

approximation

p p

A(k ! Qs) ∼
1
g

gA ∼ O(1)
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• Coherence effects are essential for the description of data in HIC collisions (RHIC, LHC)

• Is the CGC effective theory (at its present degree of accuracy) the best suited framework 
  to quantify  those coherence phenomena in LHC HI collisions?

• Pros and Cons: 
                           - Derived from QCD within a controlled approximation -> Theory driven predictive power
                           - Systematic unified description of different observables/collision systems
                           - Limited degree of applicability: High-(x,Q2) effects not accounted for 
                                

François Gelis

CGC

Why small-x gluons matter

Color Glass Condensate

Factorization

Stages of AA collisions

Leading Order

Leading Logs

Glasma fields

Initial color fields

Link to the Lund model

Rapidity correlations

Matching to hydro

Glasma stress tensor

Glasma instabilities

Summary

14

Initial condition from CGC: Leading Logs

• Consider now quantum corrections to the previous result,

restricted to modes with Λ+
1 < k

+ < Λ+
0 :

k
+

P
+!+

0
!+
1

fields sources

"T
NLO

T
LO

• At leading log accuracy, the contribution of the quantum

modes in that strip can be written as :

δTµν
NLO

=
[
ln

(
Λ+
0

Λ+
1

)
H1 + ln

(
Λ−
0

Λ−
1

)
H2

]
T

µν
LO

(FG, Lappi, Venugopalan (2008))

small-x d.o.f (dynamical) valence d.o.f (static)

LHC RHIC SPS

• Common problem:   - Severe paucity of small-x data on nuclei to constrain NP parameters of the theory 
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Heavy Quark Production in the CGC in pA collisions
Gelis, Blaizot, Venugopalan
Fujii, Gelis, Venugopalan
Kovchegov, Tuchin 

Multiple scatterings

Non-linear 
small-x evolution 

• Full result violates kt-factorization 

• Involves 3 diferent “objects to describe the 
nucleus objects (e.g. quadrupole)

• Multiple scatterings: redistribution in pt-space

• Small-x evolution: Suppression of total yields 

quadrupole

Q

Q̄
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Heavy Quark Production in the CGC: Generic Features
Gelis, Blaizot, Venugopalan
Fujii, Gelis, Venugopalan
Kovchegov, Tuchin 

• Full result violates kt-factorization

exact/kt-factorized expression

• Multiple scatterings: redistribution in pt-space

RpA

pt

RpA(pt=0)~ 1/Qs2~1/L

Non-linear small-x evolution: further suppression 
suppresses

Glauber~ exp(- ρσL)

increasing pair rapidity

Qs2 (GeV2)

Fujii, Gelis, Venugopalan
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J/Psi production in the CGC in pA collisions Dominguez, Kharzeev, Levin, 
Mueller Tuchin

• Color singlet model for J/Psi production assumed

• J/Psi quantum numbers (1--) impose constraints to the resummation of multiple scatterings

Inelastic scattering
putting the dipole in 
color singlet

Inelastic & elastic 
rescatterings

Only elastic (not-color changing)
rescatterings

Proyection of cc into J/Psi

gluon pdf

AA collisions (ad-hoc extension 

and symmetrization

of the pA result):
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Phenomenology
Dominguez, Kharzeev, Levin, 
Mueller Tuchin, Sep 2011

• pp baseline calculated using the limit A->1 in the pA calculation

• x-dependence: Non-linear evolution replaced by DHJ or bCGC models

y=-1.7 RHIC y=1.7 RHIC

y=0 RHIC y=3.25, 2.76 TeV

y=0, 5.5 TeV

DHJ DHJ

pt-integrated yields:
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Phenomenology: pt-distributions Kharzeev, Levin, Tuchin, May 2012

• pp distribution fitted to ALICE data: 

• x-dependence: Non-linear evolution replaced by DHJ model with

Au-Au

central
Au-Au

periph
d-Au

RHIC, y=0

LHC @ 7TeV

Pb-Pb increasing centrality

p-Pb
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Comments on recent p-Pb ALICE data

KLT J/Psi
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Comments on recent p-Pb data

• rcBK-MC CGC prediction for charged hadrons 
(including running coupling BK evolution, MC treatment of 
geometry, NLO corrections and precision tested against e+p, 
p+p and d+Au data) shows good agreement with data  
and larger RpA than KLT prediction for J/Psi (??)

KLT J/Psi
KLT J/Psi

• Strength of CGC effects should increase with 
Q2

s

M2
t

• Details matter!!

RpPb
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Comments on recent p-Pb data

• NLO-EPS09 predictions also compatible with data.
• It would be very difficult for nPDF approaches to cope 
with an enhancement of RpPb at moderate pt (small-x)
• Higher Twist + shadowing +Cold nuclear matter 
energy loss seems to have the wrong trend (?)

16



Comments on recent p-Pb data

No Cronin peak!!! Important test for non-linear small-x evolution JLA, Armesto Kovner, Salgado, 
Wiedemann 2003 

Independent multiple scatterings lead to Cronin, with a displacement of <k_t>

→ Fa/A(x, Q2,<k2
T >+ ∆k2

T (
√

s, b, pt))
17



Looking forward / Outlook
• Differences between nPDF’s and CGC calculation should become visible at more forward rapidities:

• Or in more differential observables: (hadron-hadron, photon*-hadron correlations)
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0.014

0.016

0.018

0.02
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0.024

0.026
STAR Preliminary   

C
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"

)

!"

CGC calculations

Stasto et al

Albacete-Marquet

Central dAu collisions

pt  < 2 GeV/c <#t> = 3.2    

pt > pa > 1 GeV/c <#a>=3.2

"non-CGC" calculations

Kang et al

pion-pion azimuthal decorrelation @ RHIC photon-hadron correlation at the LHC 

Rezaeian, 
Jalilian-Marian
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 ✔  Important steps have been taken in  promoting GCG to an useful quantitative tool
     - Continuos progress on the theoretical side 
     - Phenomenological effort to systematically describe data from different  
       systems (e+p, e+A, p+p, d+Au, Aa+Au and Pb+Pb) in an unified framework

Final comments

 ✔  Rapidity/centrality scan and info on differential observables needed 

 ✔ rcBK-MC code is public and easy to use 

✔  p+Pb can (and will!!) provide constraints to discriminate models for CNM 
    effects: 

http://faculty.baruch.cuny.edu/naturalscience/physics/dumitru/CGC_IC.html

 ✔  Systematic self-consistent phenomenology also needed

19
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(brief and incomplete) CGC Theory Status: Entering the NLO era

Evolution Equations:

- Running coupling kernel in BK evolution for the 2-point function 
- Full NLO kernel for BK-JIMWLK [Balitsky Chirilli]
- Analytic [ Iancu & Triantafyllopoulos’s ] and numerical [Dumitru et al] solutions of 
  full B-JIMWLK hierarchy for n-point functions  
- ...

✓
✕
✓

Production processes

- Running coupling and full NLO corrections to kt-factorization [Kovchegov, Horowitz, Balitsky,  
                                                                                                                                                       Chirilli]
- Inelastic terms in the hybrid formalism [Altinoluk and Kovner]
- Hadron-hadron, hadron-photon* correlations [Heikki’s talk, Jalilian Marian’s talk]
- Factorization of multiparticle production processes at NLO [Gelis et al]
- DIS NLO photon impact factors [Chirilli]

dNAB→X

d3p1 . . .
[φ(x, k);WY [ρ]]

✕

✓
✓

✕

∂ φ(x, k)
∂ ln(1/x)

= K ⊗ φ(x, k)− φ2(x, k) ∂ W [ρ]
∂ Y

= . . .

- ...

✕

Used in phenomenological works? ✓ Yes ✕ No ✓A bit :)

       LO: αs ln(1/x)     NLO Running coupling

Kovchegov Weigert Gardi 
Balitsky

G. Beuf’s Talk
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(brief and incomplete) CGC Phenomenology Status
Empiric information needed to constrain:

- Non-perturbative parameters: initial conditions for BK-JIMWLK evolution, impact parameter dependence 
- K-factors to account for higher order corrections (effectively also for missing  high-(x,Q2) contributions, energy-
conservation corrections etc)

proton
• Abundant high quality data at small-x
• Good simultaneous description of e+p and p+p data
• Global rcBK fits to constrain gluon distribution

nuclei
• Few data at small-x
• LHC Pb+Pb data and RHIC dAu forward 
  data troublesome (more later)

modelling!
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The baseline: proton collisions
1. Global fits to e+p data at small-x 
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Fit including heavy quarks

∼ 1
k2γ
t

γ > 1

accordingly, the BK equation equation including running coupling corrections (referred to as rcBK
in what follows) reads

∂NF (r, x)

∂ ln(x0/x)
=

∫
d2r1 K

run(r, r1, r2) [NF (r1, x) +NF (r2, x)−NF (r, x)−NF (r1, x)NF (r2, x)] (1)

where r = r1+ r2 (we use the notation v ≡ |v| for two-dimensional vectors throughout the paper)
and Krun is the evolution kernel including running coupling corrections:

Krun(r, r1, r2) =
Nc αs(r2)

2π2

[
1

r21

(
αs(r21)

αs(r22)
− 1

)
+

r2

r21 r
2
2

+
1

r22

(
αs(r22)

αs(r21)
− 1

)]
. (2)

In practical implementaions, the running coupling in Eq. (2) is regularized in the infrared by
freezing it to a constant value αfr = 0.7.

Solving the BK equation is an initial value problems, i.e. it is well defined only after initial
conditions at the initial evolution scale, x0 = 10−2 in the AAMQS fits, and for all values of the the
dipole size r have been provided. This introduces free parameters, ultimately of non-perturbative
origin, to be fitted to data. In the AAMQS rcBK fits to HERA data the initial conditions are
taken in the form

NF (r, x=x0) = 1− exp

[
−
(
r2Q2

s0,proton

)γ

4
ln

(
1

Λ r
+ e

)]
, (3)

where Λ = 0.241 GeV, Q2
s0,proton is the saturation scale at the initial scale x0 and γ is a dimen-

sionless parameter that controls the steepness of the unintegrated gluon distribution for momenta
above the saturation scale kt > Qs0. Both Q2

s0 and γ are fitted to data. Although the the AAMQS
fits clearly favor values γ > 1, they do not uniquely determine its optimal value (and neither do
so the analysis of forward RHIC data performed in [?]). Rather, different pairs of (Q2

s0,proton, γ)-
values that provide comparably good values of χ2/d.o.f ∼ 1 are found, the reason being that they
are correlated with other parameters, as the overall normalization, and also that HERA data is
too inclusive to constrain exclusive features of the proton UGD. In order to account for such un-
certainty, we shall consider two of the AAMQS sets, corresponding to (Q2

s0,proton, γ)=(0.168 GeV2,
1.119) and (0.157 GeV2, 1.101). Additionally we shall also consider the McLerran Venugopalan
(MV) model, which corresponds to Eq. (3) evaluated at γ = 1, since it provides contact with a
model well established theoretically. Besides, it should be noticed that values γ > 1 for the proton
may arise due to higher order in density corrections to the MV model, as recently demonstrated
in [?]. Such corrections are expected to the decrease with increasing atomic number. Therefore
it is conceivable that the dipole nucleus scattering amplitude may be better represented by the
MV model than by initial conditions with γ > 1, an option we shall consider later on (?). The
(Q2

s0,proton, γ)-values we shall considered are shown in Table 1.

Set Q2
s0,proton (GeV2) γ

MV 0.2 1
h 0.168 1.119
h’ 0.157 1.101

Table 1: Summary of the parameters of the three sets for the dipole-proton scattering amplitude con-
sidered in this work

5

2. Extract NP fit parameters
(initial conditions for evolution)

JLA, Armesto, Milhano, Quiroga, Salgado

φ
[
kt,x0 = 10−2,Q2

s0, γ, ...
]

σγ∗P[φ(kt,x)]
∂φ(x,kt)
∂ ln(x0/x)

≈ K ⊗ φ(x,kt)− φ(x,kt)2

initial conditions rcBK evolution e+p x-section
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Solving the BK equation is an initial value problems, i.e. it is well defined only after initial
conditions at the initial evolution scale, x0 = 10−2 in the AAMQS fits, and for all values of the the
dipole size r have been provided. This introduces free parameters, ultimately of non-perturbative
origin, to be fitted to data. In the AAMQS rcBK fits to HERA data the initial conditions are
taken in the form

NF (r, x=x0) = 1− exp

[
−
(
r2Q2

s0,proton

)γ

4
ln

(
1

Λ r
+ e

)]
, (3)

where Λ = 0.241 GeV, Q2
s0,proton is the saturation scale at the initial scale x0 and γ is a dimen-

sionless parameter that controls the steepness of the unintegrated gluon distribution for momenta
above the saturation scale kt > Qs0. Both Q2

s0 and γ are fitted to data. Although the the AAMQS
fits clearly favor values γ > 1, they do not uniquely determine its optimal value (and neither do
so the analysis of forward RHIC data performed in [?]). Rather, different pairs of (Q2

s0,proton, γ)-
values that provide comparably good values of χ2/d.o.f ∼ 1 are found, the reason being that they
are correlated with other parameters, as the overall normalization, and also that HERA data is
too inclusive to constrain exclusive features of the proton UGD. In order to account for such un-
certainty, we shall consider two of the AAMQS sets, corresponding to (Q2

s0,proton, γ)=(0.168 GeV2,
1.119) and (0.157 GeV2, 1.101). Additionally we shall also consider the McLerran Venugopalan
(MV) model, which corresponds to Eq. (3) evaluated at γ = 1, since it provides contact with a
model well established theoretically. Besides, it should be noticed that values γ > 1 for the proton
may arise due to higher order in density corrections to the MV model, as recently demonstrated
in [?]. Such corrections are expected to the decrease with increasing atomic number. Therefore
it is conceivable that the dipole nucleus scattering amplitude may be better represented by the
MV model than by initial conditions with γ > 1, an option we shall consider later on (?). The
(Q2

s0,proton, γ)-values we shall considered are shown in Table 1.

Set Q2
s0,proton (GeV2) γ

MV 0.2 1
h 0.168 1.119
h’ 0.157 1.101

Table 1: Summary of the parameters of the three sets for the dipole-proton scattering amplitude con-
sidered in this work
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The baseline: proton collisions
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accordingly, the BK equation equation including running coupling corrections (referred to as rcBK
in what follows) reads
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In practical implementaions, the running coupling in Eq. (2) is regularized in the infrared by
freezing it to a constant value αfr = 0.7.

Solving the BK equation is an initial value problems, i.e. it is well defined only after initial
conditions at the initial evolution scale, x0 = 10−2 in the AAMQS fits, and for all values of the the
dipole size r have been provided. This introduces free parameters, ultimately of non-perturbative
origin, to be fitted to data. In the AAMQS rcBK fits to HERA data the initial conditions are
taken in the form

NF (r, x=x0) = 1− exp
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where Λ = 0.241 GeV, Q2
s0,proton is the saturation scale at the initial scale x0 and γ is a dimen-

sionless parameter that controls the steepness of the unintegrated gluon distribution for momenta
above the saturation scale kt > Qs0. Both Q2

s0 and γ are fitted to data. Although the the AAMQS
fits clearly favor values γ > 1, they do not uniquely determine its optimal value (and neither do
so the analysis of forward RHIC data performed in [?]). Rather, different pairs of (Q2

s0,proton, γ)-
values that provide comparably good values of χ2/d.o.f ∼ 1 are found, the reason being that they
are correlated with other parameters, as the overall normalization, and also that HERA data is
too inclusive to constrain exclusive features of the proton UGD. In order to account for such un-
certainty, we shall consider two of the AAMQS sets, corresponding to (Q2

s0,proton, γ)=(0.168 GeV2,
1.119) and (0.157 GeV2, 1.101). Additionally we shall also consider the McLerran Venugopalan
(MV) model, which corresponds to Eq. (3) evaluated at γ = 1, since it provides contact with a
model well established theoretically. Besides, it should be noticed that values γ > 1 for the proton
may arise due to higher order in density corrections to the MV model, as recently demonstrated
in [?]. Such corrections are expected to the decrease with increasing atomic number. Therefore
it is conceivable that the dipole nucleus scattering amplitude may be better represented by the
MV model than by initial conditions with γ > 1, an option we shall consider later on (?). The
(Q2

s0,proton, γ)-values we shall considered are shown in Table 1.

Set Q2
s0,proton (GeV2) γ

MV 0.2 1
h 0.168 1.119
h’ 0.157 1.101

Table 1: Summary of the parameters of the three sets for the dipole-proton scattering amplitude con-
sidered in this work
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×B

φPb(x0,kt,B) = φp(x0,kt; {Q2
s0,p → Q2

s0,Pb(B)); γ}

Q2
s0,Pb(B) = TA(B)Q2

s0,p

Q2
s0,Pb(B) = TA(B)1/γ Q2

s0,p

γPb = γp(> 1)

γPb = 1(MV) +
#

A2/3

φPb(x,kt,B) = rcBK[φPb(x0,kt,B)]

A) Most “natural” option:

PROBLEM: yields RpPB > 1 at high transverse momentum

B) Possible solution and/or

Modeling the impact parameter dependence
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FIG. 8: Comparison of the rcBK-MC results obtained with only the elastic term of the hybrid formalism, Eq. (19), to
the RHIC forward data on single inclusive charged hadron (BRAHMS data [51]) and neutral pion yields in p+p (left) and
d+Au collisions (right). Solid lines correspond to the γ = 1.119 i.c., dashed-dotted to also γ = 1.119 i.c but using the
prescription in Eq. (10) for the initial saturation scale. Dotted lines correspond to MV i.c.

In Fig. 8 we compare our results for single inclusive charged hadron (BRAHMS data [51]) and neutral pion
(STAR data [52]) distributions measured in p+p and d+Au collisions at RHIC. In this figure we include only the
elastic component of the hybrid formalism. In what follows we adopt the DSS-NLO fragmentation functions as the
default ones for all the calculations performed within the hybrid formalism. Our results show a good agreement
with data. However, the figure also illustrates that RHIC forward data does not constrain well the initial conditions
for the evolution of nuclear wave functions: both the UGD MV and g1119 sets (using either the natural, Eq. (9),
or the modified, Eq. (10), ansatz for the initial saturation scale at every point in the transverse plane) yield a
comparably good description of data. This is due to the fact that transverse momentum distributions in the
forward region do not probe the kT ! Qs tails of the UGDs.

Similar to previous phenomenological works, we found that no K-factors are needed to describe data at rapidities
η = 2.2 and 3. However, STAR data at more forward rapidities can only be well described if a K-factor ≈ 0.4
is introduced. This may be an indication that large-x phenomena non included in the CGC may be relevant in
the region close to the kinematic limit of phase space. Note, however, that the value of the K-factor depends
significantly both on the UGD and on the FF.

In Fig. 9 we show the comparison to the same RHIC forward data, now also including the inelastic term in
the hybrid formalism. We explore both fixed αs = 0.1 as well as one-loop running coupling at the scale Q. We
observe that the effect of this additional term can be very large, especially at large transverse momentum. We
note that, despite the fact that the coupling decreases with increasing transverse momentum, the running coupling
prescription causes a larger effect than the fixed coupling one.

We observe that the inelastic term exhibits a harder pT -dependence than the elastic contribution, and at some
transverse momentum it overwhelms the elastic contribution. The crossing point depends on the particular choice
of UGD. The effects from the inelastic corrections are stronger for the steeper g1119 initial conditions than for
the MV ones over the entire range of transverse momentum shown in Fig. 9. Also, the importance of the inelastic
term depends on the collision system or, equivalently, on the target saturation scale: it is stronger for p+p than
for d+Au collisions. For p+p collisions in particular it appears that the present formalism does not provide a
stable result as the inelastic correction overwhelms the leading elastic contribution already at moderate values
of transverse momentum. This not a completely unexpected result since, parametrically, the inelastic term is
proportional to ln(pt/Qst), with Qst the target saturation scale, while the elastic term scales as ln(pt/ΛQCD) (see
discussion in [31]). Given the importance and magnitude of the inelastic term, our findings call for a complete
phenomenological analysis of the full NLO corrections.

We now proceed to p+Pb collisions at LHC energy,
√

s = 5 TeV. In Figs. 10 and 11 we show our results for the
single inclusive charged hadrons yields in p+p and minimum bias p+Pb collisions and the nuclear modification
factor Rp+Pb for minimum bias collisions respectively. We compare also to Rp+Pb from collinear factorization
using EPS09 nPDFs [53, 54] as well as to results from the “IP-sat” model and from an independent rcBK imple-

   RHIC data does not constrain much the i.c. for BK evolution. K-factor needed at most forward rapidity

dNg

dyhd2kt
≈ xq(x1,k⊥)⊗ φA(x2,kt)hybrid formalism:
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The effect of NLO corrections to the hybrid formalism can be very large!!!. Full NLO analyses needed

Effect of NLO corrections
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Multiplicities
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φPb(x0,kt,B) = φp(x0,kt; {Q2
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s0,Pb(B)); γ}
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φPb(x,kt,B) = rcBK[φPb(x0,kt,B)]

A) Most “natural” option:

×B

PROBLEM: yields RpPB > 1 at high transverse momentum

B) Possible solution and/or

Nuclear ugd’s and nuclear modification factors
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φPb(x0,kt,B) = φp(x0,kt; {Q2
s0,p → Q2

s0,Pb(B)); γ}
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Nuclear ugd’s and nuclear modification factors
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The yields themselves carry very valuable information!
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Moving forward

Yet another issue: Where to switch from kt-factorization to hybrid formalism? x1(2) ∼
mt√

s
exp(± yh)

dNg

dηd2pt
∼ φp(x1)⊗ φPb(x2)

dN
dηd2pt

∼ pdfp(x1)⊗ φPb(x2)

(pt, yh>>0)

Midrapidity: kt-factorization: Forward rapidity: hybrid formalism

JLA-Dumitru-Fujii-Nara
nPDF EPS09 results by P Quiroga
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Moving forward: Testing the non-linear evolution
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Forward di-hadron angular correlations

At small-x, the transverse momentum transfer is controlled 
by the saturation scale. CGC description: A quark (gluon) 
emits a gluon. The pair scatters independently off the target

xp =
|k1|ey1 + |k2|ey2

√
s

xA =
|k1|e−y1 + |k2|e−y2

√
s

Angular decorrelation happens if QPb
s (xA) ∼ (k1,k2)

Ergo, decorrelation should be stronger with
  • Increasing rapidity of the pair
  • Increasing  collision centrality
  • Decreasing hadron momentum

CP (∆φ) =
1

Ntrig

dNpair

d∆φ
∆φ

trigger
➡ Coincidence probability

Marquet ’07, Dominguez et al
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FIG. 4: (color online). JdA versus xfrag
Au for peripheral (60–

88%) and central (0–20%) d+Au collisions at
√
sNN = 200

GeV. The statistical error bars and systematic uncertainty
boxes are the same as in Fig. 3. Above xfrag

Au > 10−3, some

data points were offset from their true xfrag
Au to avoid overlap.

The leftmost point in each group of three is at the correct
xfrag
Au .

Because the fragmentation hadrons on average carry a
momentum fraction 〈z〉 < 1, xfrag

Au will be smaller than
〈xAu〉. Based on previous studies by PHENIX at midra-
pidity, the mean fragmentation 〈z〉 is expected to be be-
tween 0.5-0.75 [22]. In general the theoretical extrac-
tion of xAu from the measured pT and η will differ from
the leading order QCD picture of 2→2 processes used
above. Also, at modest pT ’s the interpretation of the
measured correlation functions as high energy 2→2 par-
ton scattering accessing low x may be limited by con-
tributions from processes with small momentum transfer
Q2. Future theoretical analysis will be necessary to eval-
uate these and other contributions from different nuclear
effects [4–10] on the observed large suppression in JdA.
These analyses could additionally be complicated by the
presence of hadron pairs originating from multiparton in-
teractions [23] that might not probe gluon structure at
low xAu.
In summary, measurements of the inclusive π0 yield

at forward rapidity, of the back-to-back correlated yield
of cluster-π0 pairs in the forward-rapidity region, and of
the correlated yield of forward-rapidity π0’s with midra-
pidity π0’s or hadrons in p+p and d+Au collisions at√
sNN = 200 GeV were presented. The correlated yields

of back-to-back pairs were analyzed for various kinematic
selections in pT and rapidity. The forward-central pair
measurements show no increase in the azimuthal angular
correlation width within experimental uncertainties. The
correlated yield of back-to-back pairs in d+Au collisions
is observed to be substantially suppressed relative to p+p
collisions with a suppression that is observed to increase
with decreasing impact parameter selection and for pairs

probing more forward rapidities.
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Forward di-hadron angular correlations in RHIC dAu data

Observed decorrelation IS stronger with
  • Increasing rapidity of the pair
  • Increasing  collision centrality
  • Decreasing hadron momentum
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FIG. 1: (color online). Pedestal-subtracted π0-π0 per-trigger
correlation functions for, as indicated, p+p, d+Au periph-
eral (60–88% centrality) and d+Au central (0–20% central-
ity) collisions at

√
sNN = 200 GeV; the associated π0’s

of pT = 0.5–0.75 GeV/c are measured at forward rapidity
(3.0 < η < 3.8) and the triggered π0’s are measured at
midrapidity (|η| < 0.35) for the indicated pT ranges. The
subtracted pedestal values, b0, are also indicated.
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FIG. 2: (color online). Pedestal-subtracted cluster-π0 per-
trigger correlation functions measured at forward rapidity
(3.0 < η < 3.8) for, as indicated, p+p, d+Au peripheral
(60–88% centrality) and d+Au central (0-20% centrality) col-
lisions at

√
sNN = 200 GeV; the correlation functions are for

associated π0’s of pT = 0.5–0.75 GeV/c and trigger clusters
over the indicated pT ranges. Systematic uncertainties of up
to 30% on the near side (|∆φ| < 0.5) are not shown. The
subtracted pedestal values, b0, are also indicated.

tion make it difficult to reconstruct photon pairs from π0

decays at high pT . For example at pT = 1 GeV/c, ap-
proximately 30% of the photon cluster pairs are merged
and cannot be reconstructed separately in the MPC. To
extend the pT range and the pair yield, single electromag-
netic clusters are used as trigger particles to construct
cluster-π0 dihadron pairs in the MPC. These trigger clus-
ters are treated assuming that they are all π0’s. How-
ever, pythia studies indicate that >∼ 80% of these trig-
ger clusters are from π0’s with the rest being dominantly
single photons from asymmetric decays of η mesons or
direct photons; thus, according to these studies a rela-
tively small contamination remains. The cluster energy
was corrected to the true π0 energy to account for the
merging effects of the two photons from π0 decay. These
corrections were determined by embedding Monte Carlo
generated π0’s into real data, as well as from pythia

tuned to match the data.
Figure 1 shows the azimuthal angle correlations be-

tween midrapidity and forward-rapidity π0 pairs, per π0

trigger detected at midrapidity, in p+p, peripheral d+Au,
and central d+Au collisions for varying trigger π0 pT .
Figure 2 shows the same correlations for trigger clusters
where the cluster-π0 pairs are both detected at forward
rapidity. The constant pedestal, b0, was subtracted from
the correlation function. The correlations were corrected
for the forward π0 detection efficiency and for the combi-
natoric background beneath the π0 peaks in the photon-
pair invariant mass spectra. This background is deter-
mined by measurement of the azimuthal correlations for
photon-pair mass selections adjacent to the π0 mass win-
dow and from studies of simulated jet events from pythia

events processed through PISA.
For the midrapidity/forward-rapidity correlations

(Fig. 1), due to the large pseudorapidity gap of ∆η∼3.3
between the hadrons, only an away-side peak (∆φ=π)
is seen. For the forward-forward correlations a near-side
peak (∆φ=0) is also present (see Fig. 2). The yields
and widths of the correlated pairs are extracted by fits
to an away-side Gaussian signal shape plus a constant
background (b0). The fit to the forward-forward corre-
lations has an additional Gaussian signal for the near-
side peak. The pedestal is determined from a fit in the
midrapidity/forward-rapidity correlations and is consis-
tent with the pedestal level found based on the assump-
tion that the signal yield is 0 at the minimum of the cor-
relation function - zero yield at minimum (ZYAM) [20].
In the forward-forward correlations the ZYAM pedestal
is used in the yield extraction. Additional systematic
uncertainties of up to 30% (not shown in Fig. 2) are
ascribed to the near-side peak due to corrections for
resonance decays that contaminate the jet signal, and
due to the acceptance loss around the trigger particle of
∆φ×∆η ≈ 0.5× 0.5 rad, resulting from the minimum
separation cut of one tower between cluster peaks in the
MPC. The acceptance loss gives rise to the decrease ob-
served for the near side peak.
Figures 1 and 2 show that the away-side peak for d+Au

central collisions is suppressed compared to p+p colli-
sions and peripheral d+Au collisions. This effect is large
for the midrapidity/forward-rapidity correlations (Fig. 1)
and becomes even larger when both particles are required
to be in the forward-rapidity region (Fig. 2).
For the midrapidity/forward-rapidity correlations,

within their large uncertainties the Gaussian widths of
the away-side correlation peak remain the same be-
tween p+p and central d+Au and the broadening pre-
dicted in the CGC framework in Ref. [11] is not ob-
served. For example, in d+Au central collisions, σ =
0.93±0.09stat±0.139syst for pfwd

T = 1.25 GeV/c and trig-
ger particle momentum 2.5 < ptT < 3.0 GeV/c, while
σ = 0.97±0.07stat±0.08syst for p+p collisions. For the
forward-forward correlations, the measurement does not
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FIG. 1: (color online). Pedestal-subtracted π0-π0 per-trigger
correlation functions for, as indicated, p+p, d+Au periph-
eral (60–88% centrality) and d+Au central (0–20% central-
ity) collisions at

√
sNN = 200 GeV; the associated π0’s

of pT = 0.5–0.75 GeV/c are measured at forward rapidity
(3.0 < η < 3.8) and the triggered π0’s are measured at
midrapidity (|η| < 0.35) for the indicated pT ranges. The
subtracted pedestal values, b0, are also indicated.
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FIG. 2: (color online). Pedestal-subtracted cluster-π0 per-
trigger correlation functions measured at forward rapidity
(3.0 < η < 3.8) for, as indicated, p+p, d+Au peripheral
(60–88% centrality) and d+Au central (0-20% centrality) col-
lisions at

√
sNN = 200 GeV; the correlation functions are for

associated π0’s of pT = 0.5–0.75 GeV/c and trigger clusters
over the indicated pT ranges. Systematic uncertainties of up
to 30% on the near side (|∆φ| < 0.5) are not shown. The
subtracted pedestal values, b0, are also indicated.

tion make it difficult to reconstruct photon pairs from π0

decays at high pT . For example at pT = 1 GeV/c, ap-
proximately 30% of the photon cluster pairs are merged
and cannot be reconstructed separately in the MPC. To
extend the pT range and the pair yield, single electromag-
netic clusters are used as trigger particles to construct
cluster-π0 dihadron pairs in the MPC. These trigger clus-
ters are treated assuming that they are all π0’s. How-
ever, pythia studies indicate that >∼ 80% of these trig-
ger clusters are from π0’s with the rest being dominantly
single photons from asymmetric decays of η mesons or
direct photons; thus, according to these studies a rela-
tively small contamination remains. The cluster energy
was corrected to the true π0 energy to account for the
merging effects of the two photons from π0 decay. These
corrections were determined by embedding Monte Carlo
generated π0’s into real data, as well as from pythia

tuned to match the data.
Figure 1 shows the azimuthal angle correlations be-

tween midrapidity and forward-rapidity π0 pairs, per π0

trigger detected at midrapidity, in p+p, peripheral d+Au,
and central d+Au collisions for varying trigger π0 pT .
Figure 2 shows the same correlations for trigger clusters
where the cluster-π0 pairs are both detected at forward
rapidity. The constant pedestal, b0, was subtracted from
the correlation function. The correlations were corrected
for the forward π0 detection efficiency and for the combi-
natoric background beneath the π0 peaks in the photon-
pair invariant mass spectra. This background is deter-
mined by measurement of the azimuthal correlations for
photon-pair mass selections adjacent to the π0 mass win-
dow and from studies of simulated jet events from pythia

events processed through PISA.
For the midrapidity/forward-rapidity correlations

(Fig. 1), due to the large pseudorapidity gap of ∆η∼3.3
between the hadrons, only an away-side peak (∆φ=π)
is seen. For the forward-forward correlations a near-side
peak (∆φ=0) is also present (see Fig. 2). The yields
and widths of the correlated pairs are extracted by fits
to an away-side Gaussian signal shape plus a constant
background (b0). The fit to the forward-forward corre-
lations has an additional Gaussian signal for the near-
side peak. The pedestal is determined from a fit in the
midrapidity/forward-rapidity correlations and is consis-
tent with the pedestal level found based on the assump-
tion that the signal yield is 0 at the minimum of the cor-
relation function - zero yield at minimum (ZYAM) [20].
In the forward-forward correlations the ZYAM pedestal
is used in the yield extraction. Additional systematic
uncertainties of up to 30% (not shown in Fig. 2) are
ascribed to the near-side peak due to corrections for
resonance decays that contaminate the jet signal, and
due to the acceptance loss around the trigger particle of
∆φ×∆η ≈ 0.5× 0.5 rad, resulting from the minimum
separation cut of one tower between cluster peaks in the
MPC. The acceptance loss gives rise to the decrease ob-
served for the near side peak.
Figures 1 and 2 show that the away-side peak for d+Au

central collisions is suppressed compared to p+p colli-
sions and peripheral d+Au collisions. This effect is large
for the midrapidity/forward-rapidity correlations (Fig. 1)
and becomes even larger when both particles are required
to be in the forward-rapidity region (Fig. 2).
For the midrapidity/forward-rapidity correlations,

within their large uncertainties the Gaussian widths of
the away-side correlation peak remain the same be-
tween p+p and central d+Au and the broadening pre-
dicted in the CGC framework in Ref. [11] is not ob-
served. For example, in d+Au central collisions, σ =
0.93±0.09stat±0.139syst for pfwd

T = 1.25 GeV/c and trig-
ger particle momentum 2.5 < ptT < 3.0 GeV/c, while
σ = 0.97±0.07stat±0.08syst for p+p collisions. For the
forward-forward correlations, the measurement does not
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FIG. 3: (color online). Relative yield JdA versus 〈Ncoll〉 for forward-rapidity (3.0 < η < 3.8) π0’s paired with (left) midrapidity
(|η| < 0.35) hadrons and π0’s and (right) forward-rapidity (3.0 < η < 3.8) cluster-π0 pairs for the indicated combinations of
pT ranges. Also plotted as inverted solid triangles are the values of the forward π0 RdA. Around each data point the vertical
bars indicate statistical uncertainties and the open boxes indicate point-to-point systematic uncertainties. The gray bar at
the left in each panel represents a global systematic scale uncertainty of 9.7%. Additional centrality dependent systematic
uncertainties of 7.5%, 5.1%, 4.1%, and 4.8% for the peripheral to central bins, respectively, are not shown. The 〈Ncoll〉 values
within a centrality selection are offset from their actual values for visual clarity (see text for actual 〈Ncoll〉 values).

discern whether there is appreciable broadening between
d+Au and p+p collisions, as the ZYAM pedestal deter-
mination can bias the widths to smaller values.
The observed suppression is quantified by studying

the relative yield, JdA [21], of correlated back-to-back
hadron pairs in d+Au collisions compared to p+p colli-
sions scaled with 〈Ncoll〉,

JdA = IdA ×Rt
dA =

1

〈Ncoll〉
σpair
dA /σdA

σpair
pp /σpp

, (1)

where Rt
dA = (1/〈Ncoll〉) · (σt

dA/σdA)/(σt
pp/σpp) is the

usual nuclear modification factor for trigger particles t,
and σ, σt, and σpair are the cross sections (or normalized
yields) for the full event selection, trigger particle event
selection, and dihadron pair event selection. IdA is the
ratio of conditional hadron yields, CY , for d+Au and
p+p collisions:

CY =

∫
d(∆φ)[dN/d(∆φ) − b0]

N t × εa ×∆ηa ×∆paT
, (2)

with the acceptance corrected dihadron correlation func-
tion dN/d(∆φ), the number of trigger particles N t, the
detection efficiency for the associated particle εa and the
level of the uncorrelated pedestal in the correlation func-
tions b0. The integral is taken over the Gaussian fit of
the away-side peak. The JdA uncertainties include a sys-
tematic uncertainty from the ZYAM pedestal subtrac-
tion. In determining this uncertainty it was assumed that

changes between d+Au and p+p in the Gaussian away-
side width remain below a factor two. This upper limit
is based on the small observed changes in width in the
midrapidity/forward-rapidity correlations and the corre-
lations studied previously with the PHENIX muon spec-
trometers [14]. The JdA is calculated from the measured
IdA and Rt

dA for the forward-rapidity trigger correlations
with the new π0 RdAu = Rt

dAu determined in the MPC.
For the midrapidity trigger correlations, published values
for RdA from the 2003 RHIC run [15, 16] were used.

Figure 3 presents JdA versus 〈Ncoll〉 for forward-
rapidity π0’s paired with midrapidity hadrons and π0’s,
and for π0’s and clusters paired at forward rapidity. The
JdA decreases with an increasing number of binary col-
lisions, 〈Ncoll〉, or equivalently with increasing nuclear
thickness. The suppression also increases with decreas-
ing particle pT and is significantly larger for forward-
forward hadron pairs than for midrapidity/forward-
rapidity pairs. The observed suppression of JdA ver-
sus nuclear thickness, pT and η points to large cold
nuclear matter effects arising at high parton densities
in the nucleus probed by the deuteron, consistent with
predictions from CGC [12]. This trend is seen more
clearly in Fig. 4 where JdA is plotted versus xfrag

Au =
(〈pT1〉e−〈η1〉 + 〈pT2〉e−〈η2〉)/

√
sNN for all pair selections

in η and pT . In the case of 2→2 parton scattering, where
two final state hadrons carry the full parton energy, z=1,
the variable xfrag

Au would be equal to 〈xAu〉, which is the
average momentum fraction of the struck parton in the
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  • Need for a better description of n-point functions: [H Mantysaari & T. Lappi]
  • Better determination of the pedestal: K-factors in single inclusive production? 
    Role of double parton scattering? 

 
 • Alternative descriptions including resummation of multiple scatterings, nuclear shadowing and 
    cold nuclear matter energy loss seem possible... [Kang et al]
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di-hadron angular correlations at the LHC 

• Analogous decorrelation phenomena should be seen at the LHC
• The increase in collision energy implies that they should be visible at
  * Lower rapidities of the produced pair
  * Higher transverse momentum
• All previously mentioned details are been taken care of. Stay tuned!!!
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hadron-photon* correlations in pPb collisions at the LHC 
• hadron-dilepton pair • hadron-photon

Stasto et al 1204.4861 Jalilian-Marian, Rezaeian

Yγ = Yπ = 4

M = 8 GeV

M = 4 GeV

These processes are theoretically cleaner: 
Only knowledge of 2-point needed!!
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Multiple scatterings, Wilson lines, dipoles etc
• Wilson lines (and not quarks or gluons) are the relevant degrees of freedom in high energy scattering

|in〉 |out〉 = Vab(x⊥)|in〉

V(x⊥) = 1 + igA+ +
(ig)2

2
A+2 + · · · = P exp

[
ig

∫
dx−A+(x⊥,x−)

]

• Eikonal propagation: energetic quarks/gluons do not recoil during the propagation through a nucleus, they  
  are just color rotated:

P!x⊥

Each additional scattering contributes gA+ ∼ O(1)

nucleus
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If these data are confirmed... ALL initial state models are in trouble!! 
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