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biomed VO

World-wide catch-all VO for Life-Sciences
~300 users, 20 countries

~150 sites
Medical imaging, bioinformatics, drug discovery

Mostly supported by opportunistic resources
Very few dedicated sites

Long queuing delays
Volunteer support (and VO admin)

Accessed with heterogeneous tools
Portals, frameworks, workflow engines, gLite clients, pilot-job systems, etc

biomed-users@googlegroups.com
biomed-technical-support@googlegroups.com

http://lsgc.org

mailto:biomed-users@googlegroups.com
mailto:biomed-technical-support@googlegroups.com
http://lsgc.org/
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A clear need for pilot jobs

33%

66%

100%

No difference

pilots better exploit
fast resources

pilots reach
100% success

S
im

ul
at

io
n 

co
m

pl
et

io
n

Time (s)

with (DIANE) pilot jobs
gLite WMS only



 4

Motivations for using DIRAC in biomed

Facilitate installation of grid clients

Improve usage of resources

Reduce queuing time for short jobs

Harmonize pilot-job frameworks in the VO

Accesses various types of resources (not exploited yet)

Find an alternate to LFC (not used yet)
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DIRAC in biomed

DIRAC instance provided by France-Grilles since June 2012

source: https://accounting.egi.eu ; https://dirac.france-grilles.fr

https://accounting.egi.eu/
https://dirac.france-grilles.fr/
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DIRAC users in biomed



 7

Outline
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Treatment planning for prostate protontherapy.
[L. Grevillot, D. Sarrut] – 2 months

Simulated diffusion weighted images
[L. Wang, Y. Zhu, I. Magnin] – 8  years

Medical simulation at CREATIS

Echography simulation
[O. Bernard, M. Alessandrini] – 42 hours

91 hours

13 hours
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Virtual Imaging Platform: web portal

Launch applications

Transfer files

http://vip.creatis.insa-lyon.fr

Heterogeneous workload: heavy simulations, many short jobs,
                                          tests, trial-and-error, mistakes

http://vip.creatis.insa-lyon.fr/
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VIP applications

1155 executed simulations during the last year (~3/day)

64% 13%

8%

6%

3%

Repartition of application executions in VIP (Nov 2011 – Oct 2012)
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VIP users

263 registered users from 31 countries

Repartition of portal users on EGI
 (Source: https://wiki.egi.eu/wiki/EGI_robot_certificate_users)  

VIP: 241 users

153 users

153 users

153 users

https://wiki.egi.eu/wiki/EGI_robot_certificate_users
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Virtual Imaging Platform: architecture

Web portal with robot certificate
File transfers, user/group/application management

Workflow engine
Generate jobs, (re-)submit, monitor, replicate

DIRAC
Resource provisioning, job scheduling

Grid resources
biomed VO

LFC
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Improved load-balancing for Monte-Carlo applications

Pilot-job execution

DynamicStatic

Worker:
   Simule P/n events

Worker:
   While “stop” not received

   Simulate 1 event
   End while

Master:
   While p ≠ P
     p ←# simulated events
    End while
    Stop all workers

[Camarasu-Pop et al, 2010]
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Dynamic parallelization (results)

[Camarasu-Pop et al, 2010]
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Merging of partial results for Monte-Carlo simulations

Multiple parallel merge tasks
(merge is commutative and associative)

Incremental merging
From the beginning of the simulation;

requires checkpointing

Checkpointing
Frequency adjusted to merging throughput

[Camarasu-Pop et al, 2012]
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Parallel merging (results)

[Camarasu-Pop et al, 2012]
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Task replication (for all simulations)

Problem: a few tasks delay the execution 

Detection: task duration VS median 

Action: replicate these tasks

Warning: don't replicate if queued replicas
                 cancel slow replicas

[Ferreira da Silva et al, 2012]
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Task replication (results)

[Ferreira da Silva et al, 2012]
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Task replication (results cont'd)

[Ferreira da Silva et al, 2012]
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Conclusion: DIRAC in biomed

Allows fast startup of newcomers
The recommended solution to start in the VO

Improved performance compared to gLite WMS

Homogeneizes VO tools

Better usage of available resources

Aggregates non-grid resources
(desktop grids on-going)

Future work and interests

Test DFC

Java API

MPI
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Conclusion: DIRAC in VIP

Efficient, robust, scalable service at low administration cost

Hardly any operational issue coming from DIRAC

Workflow manager on top
Task resubmission upon failure, replication, load-balancing

Merging partial results remains a problem

Looking into fairness among workflow executions
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Thank you!

glatard@creatis.insa-lyon.fr

mailto:glatard@creatis.insa-lyon.fr
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