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Clock Distribution and Array Trigger
With MUTIN card;
Some Architecture Options
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5%,  Introduction (philosophy)

For the stereoscopic triggering of the telescopes in CTA,
we favour an approach based on :

" Distribution of a high-precision clock from a central location (star-distribution)
" Time-tagging camera events (or partial events) using this clock

" Collecting streams of time-tags in a central trigger crate
and checking for coincidence in software

" Then sending the streams of coinc. time-tags either (depending on bottleneck):

— to the relevant cameras, to ask for the data to be sent to central, so reducing
the stream of data to send over ethernet from telescope to central farm, or

— to the central farm of processors which hold the events in memory, to identify
the events to be written to disk and passed on for further processing

Other approaches possible:

" Sending of trigger pulses to central station to be put into time and checked for coinc.
Complicated for large # of telescopes, difficult to avoid large dead-time

" All data to central, software search within data to extract time-tags & check for
coincidences. Requires high processing capability and much bookkeeping
(and needs clock-distribution in any case).

cta
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For the stereoscopic triggering of the telescopes in CTA, approach based on :
* Distribution of a high-precision clock from a central location (star-distribution)
" Time-tagging camera events (or partial events) using this clock

" Collecting streams of time-tags in a central trigger crate and checking for
coincidence in software

" Then sending the streams of
coinc. time-tags either
(depending on bottleneck):

— to the relevant cameras,
to ask for the data to be
sent to central, so reducing
the stream of data to send
over ethernet to central farm, ]
or

— to the central farm of
processors which hold the DI partitens moy _
events in memory, to identify o e s ]
the events to be written to disk
and passed on for further processing
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ﬁf) Inter-telescope Trigger; Clock Time-stamping topology

Distribution of reference clock and sync orders
from central location by dedicated fibre

Telescope i Telescope
Serdes \
[ Yibid

Synch Orders
JL !
Reference Clock
For Time Stamp

Clock + Synch Orders

Clock telecom chips
SERDES + O/E conv +

Synch Orders: Optical Splitter
Run Start

Run Stop

Reset GPS 10MHz

Etc:. Reference Clock
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A .
Q\;TE‘ Inter-telescope Trigger topology

Send telescope time-tags stream by dedicated fibre to central,
return stream of coincident event time-tags to each telescope

‘ EUENT{TS)’DATA

[JATA

i TEE%i Telescope

l ID/Time Stamp

—

Optionally

The local Time Stamp
Including Offset based on
Telescope pointing

REQ/ID/Time Stamp + dT

Trigger concentrator

Trigger Decision
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Ambitious option for Camera Architecture

DATA ETHERNET

from clusters ETHERNET
SWITCH
STACK

DATA OUT

Stereo-coincident
data only sent,
+ time-stamp

| _ CAMERA TRIGGER logic
_Cam Trig (e.g. in central cluster backplane card)
| Must allow i/p from external (calib) triggers
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Distribute cluster trigger info — Camera Trigger
Distribute Camera Trigger, 1 PPS & reset — Clusters

*Camera Server polls MUTIN for Array
Trigger time-stamps.

*Camera Server may send online
parameterized events to MUTIN for
transmission to Trigger crate

is Counter of 1 PPS (reset by Sync order to Camera

& (I‘Funter of Camera triggers (reset by 1 PPS)
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- Optical driver / SerDes / PLL
- Camera Trig. / 1PPS counter

- Latch of time-stamps

CLOCK
(1PPS + 10 MHz
serialized, poll return
clock for calibration)

CAMTRIG T-S —

(stream of time-stamps
of local camera trigger
+ #sec, #evt)

— ARRAY TRIG T-S

(stream of time-stamps
for event data requested

to be sent to central)
@N PXI / cPCI crate 2 0 be sent to centra
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S Ambitious option for Camera Architecture

N A5

CAMERA with Camera Trigger and Event Builder
RXIGrate o DATA ETHERNET

[ EVENT BUILDER |0 from clustegs
DATA OUT ‘ (crate with processor, ETHERNET
memory stack for L— SWITCH
_— R event data + I (commercial)
Stereo-coincident ‘ event time-stamps) T S
dat? only sent, 4 Optiolal on-line B
+ time-stamp l pararr.eterization ? )
3 : @
Data _ Camera trigger
CLOCK !time- tampste = == _l]'.ggger (ask cluster to send| |1 PPS ~
serialized, poll rety h’!—_ s =SS +Hsae ol wm S |{[Trigger Info
clock for Cdll;&(* N Yo #
,’ MUTIN card S DATATION card ] “ CAMERA TRIGGER logic
P’ . A (in central cluster
J Multi-Use 1 Containing trigger‘l\ backplane card???)
I_ Telescope Sync g PLL, ! 1 Must allow i/p from
TRIG IN il Interface Ordews | Time-stamp —Vgc 7| external (calib) triggers
(stream time-stampsl: Containing » counter, Egeﬁ;sec
of local cagnera trigger l Optical driver 1 PES | La?ch of ‘l
+ #seCqjfevt) : time-stamps |l ppg Security Crate

——SerDes Cfock

> L Lees ﬁwqw (Emergency HV cut,
& Lid close...)
DSKFORDAT S = == s Welse) ]

~.--------_

for event data requested Where
to be sent to central) —

is Counter of 1 PPS (reset by Sync order to Camera trigger)
& Counter of Camera triggers (reset by 1 PPS)



A 42

Previous slides with three possible architectures

(note, at that time the datation was not integrated in the
MUTIN)

[1 Have to update these slides of the architecture to reflect
“new” options (camera server on the ground)
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N The interface view from the Camera: Option “Full Camera”

A48

FULL CAMERA with Event Builder and Camera Trigger

DATA OUT

Stereo-coincident

: EVENT BUILDER
| (crate with processor, memory stack
for event data + event time-stamps)

Optional on-
parameterization ???

» Cluster + PMs

<+

DATA BUS

line from clusters

» Cluster + PMs

» Cluster + PMs

@

@

@

Cluster
'Trigger Info

data only sent, - -
+ time-stamp Trigger
~ Data time-stamp
CLOCK time-stamps Camera trigger
(1PPS + 10 MHz requested (ask cluster to send
serialized, optional i data fan-out)
return clock) ,_.1 —_
_|MUTIN card R DATATION card
::[' Trigger C
, Multi-Use |time-stamp| Containing t?ig]geé?
Telescope PLL,
TRIG IN .
: :| Interface Time-stamp
(stream of time-stamps:
: : - counter,
of local camera trigger) ;| Containing 1 PPS Latch of
i | Optical driver |———— " ¢
—:.SerDes Clock ime-stamps
L___IFPGA 10MHz

ASK FOR DATA |

CAMERA
TRIGGER logic

This could be in
camera backplane,
or in trigger crate

(Stream Of tlme_stamps ., i

for event data requested

to be sent to central)



ETHERNET
SWITCH

DATA OUT

(commercial)

All parts of camera
triggered data sent i

+ time-stamp

CLOCK

(1PPS + 10 MHz
serialized, optional

return clock) ,_1

: MUTIN card

Multi-Use

TRIG IN

(stream of time-stamps

Telescope
Interface

of parts of camera whichi| Containing

have triggered)

cta

:| Optical driver
i| SerDes
i| FPGA

DATA ETHERNET

DATATION card

3 from clusters

DATATION card

Fanned-Out
1 PPS, 10 MHz,
Sync Orders
Trigger
time-stamp

i

DATATION card

CLUSTER
TRIGGER

<

Orders
1 PPS

Clock

10MHz
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Where!| DATATION card

DATATION card

containing PLL, Time-stamp counter, Latch of time-stamps ...
Must be duplicated in each Cluster




CAMERA-ZERO with Camera Trigger (no Event Builder)

DATA OUT

All camera locally- |

triggered data sent,

+ #sec, #evt

CLOCK
(1PPS + 10 MHz

serialized, optional
return clock) ,_1

ETHERNET
SWITCH
(commercial)

DATA ETHERNET

from clusters

3

TRIG IN

(stream of time-stamps
of local camera trigger |
: | Optical driver
{| SerDes

| FPGA

+ #sec, #evt)

MUTIN card

Multi-Use
Telescope
Interface

Containing

cta
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+ PMs
O
® f
Camera trigger | [1 PPS @
(ask cluster to send| | (fan-out) Cluster
Trigger data fan-out) {]1Trigger Info
time-stamp ;
+ #sec, #evt| DATATION card
Camera CAMERA
Containing - TRIGGER logic
gger i
Sync PLL, Sync :
Time-stamp | = —> This could be in
Orders Order 5
counter, camera backplane, :
1 PPS Latch of reset fisec or in trigger crate
— ) > :
time-stamps | 1 pps =
Slocs feed-through
(B 77

Where _ is Counter of 1 PPS (reset by Sync order to Camera trigger) &

Counter of Camera triggers (reset by 1 PPS)
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