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and now it's time for something
completely different




Topics

 Whats it all about?

 Whos Involved?

* What are we doing?

« Some High Level Tech Stuff...

* How does it relate to this workshop?
 The Future

RN
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- Start date:  1st October 2011 e

- Duration: 36 Months
- Budget: 16.3 M€ (9.3M€ EC)
- EC Call: INFRA-2011-1.2.2

- Consortium: 25 partners from 13 countries
- National data centers, technology providers, research

- Objectives:

- Cost-efficient and high-quality CDI

- Meetings users' needs in flexible and sustainable way
- Across geographical and disciplinary boundaries

http://www.eudat.eu
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Data centers and Communities
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Communities and Data Centers

What are the
basic
requirements?

Which common
services are
needed?
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How Do We Achieve This?

N’
g

Capturing Community Requirements

How data is organised
What are the first wishes

(Community Interviews)

Technology Appraisal and Service Deployment and
Service building Operations

What services can be built to match the How to deploy services on the distributed
requirements infrastructure

(Service Taskforces) (Operations team)
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What are the Requirements?

6 service/use cases identified

Safe replication: Enable communities to safely replicate data to selected data centers for storage

‘and do this in a robust, reliable and highly available way.

IJynamic replication: Enable communities to perform (HPC) computations on the replicated data. I

Metadata: Create a common metadata domain for all data stored by EUDAT data centres and a

‘searchable catalogue covering all the data stored within EUDAT, allowing data searches

Research data store: create an easy-to-use service that will enable researchers and scientists to
upload, store and share data that are not part of the officially-managed data sets of the research

‘communities

PID: a robust, highly available and effective PID system that can be used within the communities
and by EUDAT.
A

AAIl: A solution for a working AAI system in a federation scenario.
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Community-oriented

Network of trust among
authentication and
authorization actors

!\/ - COMMUNITIES
Dynamic replication Data curation and access = Researcher data store SN
to HPC workspace ~  Optimization (simple upload, share

for processing and access)

g
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Requirement
Provide a service to replicate and curate data to Requirement
center(s) Provide a simple service to store user data
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 Federation Based on IRODS

— Wide support and use ©

— Micro services allow new rules ©
— Federation built in ©

— Allows C and python plugins ©
— High Transfer Overhead ®

— Supports two interfaces to storage that don’t work
together ®

— Uncertain Scalabity of database ®

Inte grated Rule-Oriented Data System

13
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The Same but leferent

- WLCG

— Built from Scratch
— Homogenous Data
— Single Discipline

— Any Data, Any Time,

Any Where
— Security
— Data Management
— Metadata
— No Serices

« EUDAT

— Data already exists
— Heterogeneous Data!
— Multi Discipline

— Any Data, Any Time,
Any Where

— Security (Big Time)
— Data Management
— Metadata
— Services

15
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Communities and Data Centers
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Other Technologies
« XrootD

— Scales well
— Extensible API

« But can it do what we want?
— Fast Protocol allowing direct and streaming access

+ HTTP
— Scales well
— Need separate rule engine
— No direct access?

17



How Do We Sustain This?

» Organisational Model
» How do we move for a project collaboration to a federated infrastructure?
» Which are the actors of this infrastructure and what is/are their role(s)?
» How do we integrate new members?

» How will the infrastructure interact with other infrastructures and projects?

= Costs and Funding Models

» Who will pay for the infrastructure and the shared services?
» What are the costs of the services?

» How to define a business model that best support the interest of research
communities, data centers and funders?

EUDAT



c t t U Project Coordinator: Kimmo Koski
0 n a C S kimmo.koski@csc.fi
(=] %5, =] Scientific Coordinator: Peter Wittenburg

peter.wittenburg@mpi.nl

Project Manager: Damien Lecarpentier

- damien.lecarpentier@csc.fi
O

-+ Dissemination Manager: Nagham Salman

_‘g nagham.salman@bsc.es
-] Industry Task Force: David Manset
Q). dmanset@maatg.fr
; eudat-info@postit.csc.fi
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BACKUP SLIDES...
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http://www.epos-eu.org/

- Distributed data sensors
E PO S - E uro pea n . Large scale statistics
- Metadata schema

P I a te O b S e rv a to ry - Reference architecture
System EPZ)S

EUROPEANPLATEOBSERVINGSYSTEM

Research Infrastructure and E-Science for Data and
Observatories on Earthquakes, Volcanoes, Surface
Dynamics and Tectonics



http://www.clarin.eu/

« About 200 centers in EU
 [SOcat, SCHEMcat

La n g ua ge R esources - virtual Languag.e Obs.
http://www.clarin.eu/vlo/

and Technology v

Infrastructure @ - . _

9
® . $295°
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The CLARIN project is a large-scale pan-European collaborative
effort to create, coordinate and make language resources and
technology available and readily usable

i




https://verc.enes.org/

< - About 20 centers in EU
ENES - Service for :&itm
« Using CDI @ German Climate
Center

Climate Modeling - usoosanienc

« Metadata based on 1SO 11179

in Europe ek m

ENES Townhall Meeting at EGU 2010: Here is the announcement!

For latest news on IS-ENES click here!

Amajor challenge for the dimate research community is the development of comprehensive
Earth system models capable of simulating natural dimate variability and human-induced
dimate changes. Such models need to account for detailed processes occurring in the
atmosphere, the ocean and on the continents including physical, chemical and biclogical
processes on a variety of spatial and tempor al scales. They have also to capture complex
nonlinear interactions between the different components of the Earth system and assess, how
these interactions can be perturbed s a result of human activities.

Accurate scientific information is required by government and industry to make appropriate
decisions regarding our global environment, with direct consequences on the economy and
lifestyles. 1t is therefore the of the scientific ¥ 10 accelerate progress

towards a better understanding of the processes governing the Earth system and towards
the development of an Improved predictive Capability. An Important task is to develop an
advanced software and hardware environment in Europe, under which the most advanced
high reschution dimate models can be developed, improved, and integr ated

ENES provides information and services to foster intricate simulations
of the climate system using high performance computers as well as the
distributions and dissemination of data produced by such simulations



tp://www.vph-noe.eu/

° - Pilot project with 5 hospitals
V P H - T h e V l rt u a I « Centralized data center
- Metadata aggregation
- DICOM, JPEG headers

P h y S i 0 l O g i c a l http://www.vph-share.eu/
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VPH aims to help support and progress European research in biomedical
modeling and simulation of the human body. This will improve our ability
to predict, diagnose and treat disease, and have a dramatic impact on the
future of healthcare, the pharmaceutical and medical device industries



http://www.lifewatch.eu/

LifeWatch - Biodiversity
Data and Observatories

e-science and technology infrastructure for
biodiversity data and observatories

- Distributed data sensors

 Metadata standardisation s

» Interoperability reqs —

« Involving most nature
infrastructures

« Common reference model

INFRASTRUCTURE START S TRUCTL
IN 2011 - The meel ¢ Mv:mmn stadlis »--gm. inn
resesrch infrastructsre asgreed tz Anan, Raa

S LIFEWATCH CLOSING EVENT - On thes page you can downls od o il the
lices Frasenced ot the Clagng wvent of the Lilewatch sragars. . *
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LifeWatch will construct and bring into operation the facilities, hardware, software
and governance structures for all aspects of biodiversity research. Facilities for
data generation and processing, data integration and interoperability. A network of
observatories, virtual laboratories. A Service Center supporting scientific and
policy users.



Service SR

Community

CLARIN X + X + X
ENES X X + X
EPOS X X X X
VPH X X X X
LifeWatch X + X + + X

NB: “X”= this service is relevant to this community, “+“ = this community has
interest in this service but at a later stage or has a similar service already
running in production.

Wiy 26
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SAFE_REPLICATION@EUDAT

Objective: Enable communities to easily replicate data
to selected data centers for storage in a robust and
reliable manner.

¥ 2% 8 & 8 8 & &

- . . ” Wel YouTube-like Features orkbench Features: i ien Community
Key benefits: data bit stream preservation, more | | & o . = | e
. . oy g S(:lentlfch lication-specific VRE | , Other VREs x
optimal data curation, better accessibility ——— — i FApIRIal
A4 v 2 v 2
. gm . . N %N “"1%;- Oa 8 3 (O (%) O e
Description: Data replication management based on ?F? o oo TETTEEY Loy S

users’ requirements and constraints; data replication
solutions and services embedded into critical security
policies, including firewall setups and user accounting
procedures.

EUDAT Task Forces

Technology: iIRODS to be used as an initial
replication middleware, implemented across the
community centers and data centers; as more user
communities join the task force, other storage
technologies may be added, depending on user
needs.

Integrated Rule-Oriented Data System

» Production setup expected by 2013, such that users
will be able to safely replicate data across different
user.community centres and data centres.

EUDAT

More info: eudat-safereplication@postit.csc.fi
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DATA STAGING@EUDAT

Objective: Enable communities to perform (HPC)
computations on the replicated data

Key benefits: Access to large computing facilities

Description: This service will allow the EUDAT
communities to dynamically replicate subsets of their
data stored in EUDAT to HPC machine workspaces for
processing.

Differences with the safe replication scenario:

= replicated data are discarded when the analysis
application ends;

= Persistent Identifier (PID) references are not applied to
replicated data into HPC workspaces;

= Users initiate the process of replicating data while in
the safe replication scenario data are replicated
automatically on a policy basis.

Technologies: GridFTP, Griffin, gTransfer, FTS (under
appraisal)

R
EUDAT

CINECA EPOS

., A >

HPC Y EUDAT Community
Facility Storage Storage

’
4 \
’

PRACE

2 \\\ ¢ HPC
HPC | EUDAT B P
Facility Storage Facility

More info: eudat-datastaqgin ostit.csc.f
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METADATA@EUL

Objective: Create a joint metadata domain for all data
stored by EUDAT data centers and a catalogue which
exposes the data stored within EUDAT, allowing data
searches.

Key benefits: Advertising platform for data sets,
metadata service for less mature communities

Description: EUDAT will handle metadata for more
resources than just those deposited within the EUDAT
CDl. In the initial phase we will target mainly resources
contributed by the participating communities
augmented with those of interested well-organized
communities that are ready to contribute. Then, later,
other interested communities can be approached
depending on the respective community capabilities.

Technology: OAI-PMH and embeds domain specific
metadata, as XML, within the OAI-PMH record

R
EUDAT
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J Simple
Store

data &
metadata

Replication
Store

Metadata
Index
i .
i metadata

More info: eudat-metadata@postit.csc.fi
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SIMPLE_STORE@EUDAT

Objective: create an easy-to-use service that will
enable researchers and scientists to upload, store and

share data that are not part of the officially-managed
data sets of the research communities. 4 - |
@
) . § ) | Simple Storage >
Key benefits: Store, share, and retrieve smaller sets = Nge Data Citizen Scientists
of data not officiallt handled. 3 Producers\and Consumersl
N
n

Description: This service will address the long tail of

299
"small" data, and the researchers/citizen scientists EYy 3“
creating and manipulating it. Typically this type of data Small Data

comes in a wide range of formats including text,
spreadsheets, number series, audio and video files,
photographs and other images. The Research Data
Store is complementary to the other EUDAT services

that manage the large volumes of official community
data.

Technologies: beehub and

MyExperiment.

Invenio, figshare,

R
EUDAT

I Producers and Consumers

Number of datasets

More info: eudat-simplestore@postit.csc.fi
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PIDS@EUDAT

Objective: Deploy a robust, highly available and
effective PID service that can be used within the
communities and by EUDAT.

Description: Keeping track of the “names” of data
sets or other digital artefacts deposited with the CDI
requires more robust mechanisms than “noting down
the filename”. The PID service will be required by
many other CDI services, from Data Movement to
Search and Query.

Technologies: Currently considering use of both EPIC
for data objects, and DataCite to register DOIs (Digital
Object Identifiers for published collections.

01 nowcoiad )y

01c .“.t,
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Metadata
Description

URL

Handle
Service

Electronic
Resource

©
h

More info: eudat-persistentidentifiers@postit.csc.fi

EUDAT
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AAI@EUDAT

Objective: Provide a solution for a working AAI
system in a federated scenario.

Description: Design the AA infrastructure to be used
during the EUDAT project and beyond.

Key tasks:

Leveraging existing identification systems within
communities and/or data centers

Establishing a network of trust among the AA actors:
Identifty Providers (IdPs), Service Providers (SPs),

Attribute Authorities and Federations
Attribute harmonization

Technologies: Oauth2, OpenlID, RADIUS, SAML2, X.
509, XACML, etc.

More info: eudat-AAl@postit.csc.fi

IdP and AtP
for homeless
and Citizen
Scientists

Central Policy
Rule registry

Service
Provider
A

Service
Provider
B

Service
Provider
#
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OPERATION TEAM

Resources

@ network

E - service hosting
platforms

& storage

‘&«v 0)-
2R

EUDAT

Operation

Quality

Assurance

. core services Services

« community operated services
« community service housing

+ site and services registry

* trouble ticket service

* monitoring services

+ internal services

33
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