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Centric model

• Derived from MONARC (’99) model 

• CERN-T0 the center

• 11 T1s, linked by dedicated 10Gb 
links (LHCOPN)

• >200 T2s each attached to a T1

• The data flows along the hierarchy

• Assumes poor networking

• Hierarchy of functionality and 
capability
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Fear of the networks!
Pre-planned data distribution
Jobs-to-data brokerage 

Central organization of 
systems and services

http://monarc.web.cern.ch/MONARC/
Models of Networked Analysis at Regional Centres for LHC Experiments

http://monarc.web.cern.ch/MONARC/
http://monarc.web.cern.ch/MONARC/
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Evolutions

The LHC Distributed Computing & the Grid was doing very well
1,000’s of users processing petabytes* of data with > 1M jobs/day 

But at the same time, hitting some limits:
Scaling up, elastic resource usage, global access to data
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(*) http://en.wikipedia.org/wiki/Petabyte 
Internet: Google processed about 24 petabytes of data per day in 2009
At its 2012 closure of file storage services, Megaupload held ~28 petabyte of user uploaded data
Telecoms: AT&T transfers about 30 petabytes of data through its networks each day

http://en.wikipedia.org/wiki/Petabyte
http://en.wikipedia.org/wiki/Petabyte
http://en.wikipedia.org/wiki/Google
http://en.wikipedia.org/wiki/Google
http://en.wikipedia.org/wiki/Megaupload
http://en.wikipedia.org/wiki/Megaupload
http://en.wikipedia.org/wiki/AT%26T_Inc.
http://en.wikipedia.org/wiki/AT%26T_Inc.
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Some of the many 
changes

• Hide grid complexity to users, 
simplifications, less middleware 
dependance, pilot jobs : pull model

• Caching opposed to centralized DB

• Conditions data access from any site, not 
only at Tier-1s

• No more need to pre-install software 
releases at sites

• Dynamic data placement and deletion based 
on popularity

• Better usage of disk space

• Reduced job waiting times

• T2-T2 exchanges

CMS T2-T2 mesh testing

2011 LHCONE : 
Dedicated network between (some) T2s

5

Network performing 
over expectations
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Computing Model Evolution in ATLAS

Today:
Flatter, more fluid, mesh-like

Sites contribute according to capability
Greater flexibility and efficiency

More fully utilize available resources

Originally:
Static, strict hierarchy
Multi-hop data flows
Lesser demands on
     Tier 2 networking
Virtue of simplicity

Principal enabler for the evolution:
the network

Excellent bandwidth, robustness,
reliability, affordability 6©T. Wenaus
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Computing Model Evolution in ATLAS

Today:
Flatter, more fluid, mesh-like

Sites contribute according to capability
Greater flexibility and efficiency

More fully utilize available resources

Originally:
Static, strict hierarchy
Multi-hop data flows
Lesser demands on
     Tier 2 networking
Virtue of simplicity

7©T. Wenaus

Any site can use any other site as source of data

Analysis sites pull data from other sites “on demand”

User Analysis: Job-Splitting beyond cloud boundary

Principal enabler for the evolution:
the network

Excellent bandwidth, robustness,
reliability, affordability
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Present



9It works ! beyond expectations...

July 4, 2012
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Jobs & CPU consumption
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~x1.7 increase/year

source : EGI accounting portal

User analysis: 15-20% of CPU

4.5M jobs/day

500 distinct CMS user/day

http://accounting.egi.eu/egi.php
http://accounting.egi.eu/egi.php
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Network 

11

design 10Gb/s

80Gb/s

Does not include Xrootd 
traffic (ALICE)

Total traffic last month

Performance well above 
initial expectations
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T. Blake

Near future
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DISTRIBUTED STORAGE / REMOTE ACCESS

• Jobs access data on shared storage resources via WAN*  
• Better usage of storage resources (disk prices!)
• Simplification of data management
• Possibly remote access (with caching at both ends); direct reading or file 
copy 
• Bandwidth and stability needed

On going demonstrators for Xrootd & HTTP data access over WAN

13(*)WAN : Wide Area Network
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Virtualization / Cloud computing

• Cloud: extension of grid computing with delegation of QoS & ‘better’ reliability
• Prototypes going into production at pilot sites but also on academic clouds 
and Amazon or Google  (in US & CA)
• HLT farms at CERN cloudified to run MC simulation during LS1
• Plan for use of ‘academic’ clouds and opportunistic use of ‘cheap’ 
commercial is possible
• However commercial cloud prices (even with special packages) very high
• CPU only cost on Amazon ~ 3x CPU cost at T1

14
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Opportunistic use of HPC 
(High-Performance 
Computing) resources

• Latest competitive supercomputers are x86 based (familiar linux cluster)
• ATLAS & CMS projects to use idle CPU cycles at HPC centers in US 
(Argonne, San Diego) & DE (Munich)
• Demonstrators working for simulation
• Difficult to use HPC centers for I/O intensive applications
• Outbound connectivity of HPC centers may be an issue

15

  4

x86 Resource 

Examples

● SuperMUC, Munich

– 155,000 Sandy Bridge cores, 2.8M HS06

● ATLAS 2013 T1/2 pledges ~ 730K HS06

– Suse Enterprise Linux 11, 2GB/core

– warm water cooling

● 40ºC inlet. 70ºC outlet used to heat building

● Hydra, MPI, Munich

– 'similar' cluster in spec and scale

● due Summer 2013. 10k core integration system in place now

● MOGON, Mainz

– 34k cores SL6

SuperMUC a PRACE Tier-0 centre : 
155,000 Sandy Bridge cores,  2.8M HS06 

WLCG  2013 T0/1/2 pledges ~2.0M HS06

PRACE, the Partnership for Advanced Computing in Europe

http://www.prace-ri.eu/
http://www.prace-ri.eu/


Eric Lançon

Future … after LS1

2015 :
• New Energy
• New Pile-up
• New Trigger Rate

LHC computing resources increase will not 
follow the demands with current software

Software must gain several factors in speed

And new hardware coming...

software speed improvement in CMS

Preparing%for%Run%2

4

MC12$setup,$no$trigger,
no$MC$truth$(‘data`like’)

R.$Seuster

LHC@25$ns

LHC@50$ns

2012$data

• ATLAS$has$an$ambitious$plan$for$Software$and$Computing$
improvements$during$the$LS1,$in$order$to$meet$the$challenges$of$
Run$2$conditions$within$reasonable$resource$$requirements.

• Improvements$envisaged$in:

• Software:$reconstruction,$simulation,$analysis...$

• speed$up$of$algorithms,$utilizing$modern$CPUs$better.

• Reducing$memory$footprint.

• Event$level,$algorithm$level$parallelism.

• Reducing$event$sizes.

• Distributed$Computing:$

• new$distributed$data$management$(Rucio),

• upgraded$production$system$(PanDA+JEDI+DEfT).

• Operational$procedures$and$workflows.

• Major$focus$Group$and$User$analysis.$

100

16

reconstruction time/evt ATLAS
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Resources requests by experiments for 2015

17

2013  2015 resources 

March 6, 2013 Ian.Bird@cern.ch 14 
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Requests not yet approved (RRB on April, 16)

x1.8 x1.3

Requests include some 
‘aggressive’ assumptions 

on software improvements

Still uncertainties in 
assumptions
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New hardware are multi-core (<100)

Complete revision of software mandatory to exploit new hardware

• Speed of computer no more driven by clock speed
• Processor clock rates faster than memory clock rates
• No major change in throughput 
• Data dependencies in software are very expensive
• No increase of memory/core 

And many-core (>100) hardware coming...
18
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Software changes

• All experiments embarked in 
profound software changes

• Geant team as well...

• Reduction of memory footprint

• Revision of data models

• Multithreating (memory sharing)

• Vectorisation (to exploit new 
architectures)

• I/O is a major concern

V. Tsulaia Feb-5, 20138
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Event scheduling strategies: Shared Event Queue

AthenaMP-2
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WORKER 2:
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WORKER 3:
Events: [2, 4, 12,…]
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PARALLEL: workers evt loop + finSERIAL: parent-init-fork SERIAL:finalize
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initfin
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initfin
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OF

OF

OF

OF

IF

event parallelism

algorithm parallelism

event & algorithm parallelism

Today

2015-2016
?

LS2 or 
before?

19
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Some concern

CPU consumption above 
pledges both at T1s and T2s

Sites provide unpledged 
resources (thank you!)

Experiments needs are larger 
than official requests

source : EGI accounting portal 20

 T1 CPU pledge usage [%]

 T2 CPU pledge usage [%]

100%

100%

http://accounting.egi.eu/egi.php
http://accounting.egi.eu/egi.php
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The French 
contribution F.Malek/F.Chollet 3 

Sites LCG-France 2012  

Sept. 2011 

21

15%

25%
45%

15%

LHC-France budget share

ALICE
ATLAS
CMS
LHCb
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French sites 
contribution to 
LHC processing

8% in 2012, T1 & T2s 
included

Was over 10% in 2010

Difficulties to follow the needs

Hardware is getting old

22

CPU delivered in 2012 WLCG year

8%
1%2%3%

3%
5%

8%

8%
9% 9%

11%

33%

United States of America United Kingdom
Germany Italy
France Switzerland
Canada Spain
Netherlands Russia
Slovenia Others

http://accounting.egi.eu/country.php

http://accounting.egi.eu/country.php
http://accounting.egi.eu/country.php
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Outlook

Temperature control, which is used for output power and 
wavelength stabilization in traditional long-reach WDM lasers, 
contributes significantly to power consumption.  To meet 
datacom power consumption limits, the wavelength accuracy 
and spectral efficiency of lasers can be compromised.  In 
response, the transmitter in [9], uses an uncooled DFB laser 
with 8nm coarse wavelength spacing.  This spacing is wide 
enough to eliminate the need for a thermal electrical cooler 
(TEC), yet narrow enough that 10 DFB lasers can be fabricated 
as an array on a single wafer. 

The Quantum dot (QD) laser provides an alternative 
solution to low-threshold current, as well as providing 
beneficial temperature stability [13], [14].  As a result of three-
dimensional dot confinement, energy levels in individual 
islands are discrete -- in contrast to the continuous dispersion of 
bulk and quantum-well active materials. Due to the discrete 
density of their energy states, QD lasers offer important 
advantages.  The threshold current is lower for QD lasers and 
they also have wide-temperature stability, thus eliminate the 
need for expensive and power hungry thermo-electric coolers 
(TEC) and control circuits.  This athermal property allows QD 
laser placement nearer to the chip/processor without 
performance degradations.  The intrinsic variation in quantum 
dot sizes, which leads to a broad lasing envelope, can be used 
to its advantage.  For applications that require a broad gain 
spectrum, such as tunable laser and WDM laser sources, 
quantum comb lasers with multiple pure low-noise optical 
wavelength outputs can be obtained from a single Fabry-Perot 
cavity [15].  
 

 
 
 
 
 
 
 
 
 
 

 
Figure 6. Comparison of the L-I curve of (a) quantum dot laser and (b) 

quantum well laser [13]. 

 

CONCLUSIONS 
As bandwidth grows in datacenter networks, WDM 

technology, which taps into the terabit bandwidth of single-
mode fiber, as well as the intrinsic parallelism of both light and 
the computing data streams, holds the promise of delivering 
scalable optical interconnects with low power consumption, 
high data throughput, long transmission distance, and the cost-
effectiveness needed for future warehouse-scale datacenter 
networks. 
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• Network will continue to be the 
driving force

• Virtualization of services (cloud 
computing, distributed storage)

• On-going revolution in software

• Essential to maintain computing 
funding at decent level. LHC 
upgrades also include computing

• Computing should not be a 
limiting factor for physics output

23
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February 14, 2003 - CERN Press Release: First three-year LHC running period reaches a conclusion 
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Pre-history (<2000)

June 22, 1999 MONARC Status Report                     Harvey Newman (CIT)  

MONARC 

     GENERAL CONCLUSIONS on LHC COMPUTING 
     Following discussions of computing and network requirements,  

technology evolution and projected costs, support requirements etc. 
  The scale of LHC �Computing� is such that it requires a worldwide effort to 

accumulate the necessary technical and financial resources 
  The uncertainty in the affordable network BW implies that several  

scenarios of computing resource-distribution must be developed 
  A distributed hierarchy of computing centres will lead to better use 

of the financial and manpower resources of CERN, the Collaborations, 
and the nations involved, than a highly centralised model focused at CERN  
  Hence: The distributed model also provides better use of  

 physics opportunities at the LHC by physicists and students  
  At the top of the hierarchy is the CERN Centre, with the ability to perform all 

analysis-related functions, but not the ability to do them completely 
  At the next step in the hierarchy is a collection of large, multi-service               
�Tier1 Regional Centres�, each with  
  10-20% of the CERN capacity devoted to one experiment  

  There may be Tier2 or smaller special purpose centres in some regions 

 

http://monarc.web.cern.ch/MONARC/
Models of Networked Analysis at Regional Centres for LHC Experiments

www.globus.org	
  

1998 :
• The GRID by Ian Foster & Carl 
Kesselman (made the idea 
popular)
• Globus: first middleware 
widely available (proof of concept)

1999 : MONARC report Fear of the networks!
Tiered site architecture
Pre-planned data distribution
Jobs-to-data brokerage 26

http://monarc.web.cern.ch/MONARC/
http://monarc.web.cern.ch/MONARC/
http://www.globus.org
http://www.globus.org
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Centric model

LHCOPN : T0 & T1s 
linked by dedicated 

10 Gb networks

27
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Grid software

History
• 1999 - MONARC project 

– First LHC computing architecture – hierarchical
distributed model

• 2000 – growing interest in grid technology
– HEP community main driver in launching the DataGrid project

• 2001-2004 - EU DataGrid project
– middleware & testbed for an operational grid

• 2002-2005 – LHC Computing Grid – LCG
– deploying the results of DataGrid to provide a
production facility for LHC experiments 

• 2004-2006 – EU EGEE project phase 1
– starts from the LCG grid
– shared production infrastructure
– expanding to other communities and sciences

• 2006-2008 – EU EGEE project phase 2
– expanding to other communities and sciences
– Scale and stability
– Interoperations/Interoperability

• 2008-2010 – EU EGEE project phase 3
– More communities
– Efficient operations
– Less central coordination

• 2010 – 201x  EGI and EMI 
– Sustainable infrastructures based on National Grid 

Infrastructures
– Decoupling of middleware development and infrastructure

CERN

• Layers of (complex) software 
developed in EU and US (derived 
from Globus: 1998)

• Information system, authentication & 
authorization system

• File catalogs

• File transfers

• Job brokering

• Interfaces to Storage & batch 
systems

• etc...

Grid Solution for Wide Area
Computing and Data Handling
Grid Solution for Wide Area
Computing and Data Handling

NORDUGRID

28
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Panda system in a nutshell

29
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CPU consumption by experiment
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7%

28%

54%

10%

Normalised CPU time by LHC experiment

alice atlas cms
lhcb
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CPU delivered by 
French sites
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Data volume transferred

33

Internet: Google processed about 24 petabytes of data per day in 2009
At its 2012 closure of file storage services, Megaupload held ~28 petabyte of user uploaded data
Telecoms: AT&T transfers about 30 petabytes of data through its networks each day
http://en.wikipedia.org/wiki/Petabyte

Over 1M files/day

Over 1PB/day

http://en.wikipedia.org/wiki/Google
http://en.wikipedia.org/wiki/Google
http://en.wikipedia.org/wiki/Megaupload
http://en.wikipedia.org/wiki/Megaupload
http://en.wikipedia.org/wiki/AT%26T_Inc.
http://en.wikipedia.org/wiki/AT%26T_Inc.
http://en.wikipedia.org/wiki/Petabyte
http://en.wikipedia.org/wiki/Petabyte
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ATLAS file catalog

34

>140 PB > 4B files


