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e Current status

LHC COm DUtI ﬂg * Plans for LS1 and beyond

e The French contribution
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Centric model

« Derived from MONARC (’99) model

« CERN-TO the center

- 11 T1s, linked by dedicated 10Gb
links (LHCOPN)

>200 T2s each attachedtoa T1

- The data flows along the hierarchy

- Assumes poor networking

Hierarchy of functionality and
capability

http://monarc.web.cern.ch/MONARC/

Eric Lancon Models of Networked Analysis at Regional Centres for LHC Experiments
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Tier-2 Centres

Tier-1 Centres
- - - - 10 Gbit/s links

ClCIN2P3

INFN - CNAF

2ologra llaly

Fear of the networks!
Pre-planned data distribution
Jobs-to-data brokerage

Central organization of

systems and services
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U Evolutions

The LHC Distributed Computing & the Grid was doing very well
E 1,000’s of users processing petabytes™ of data with > 1M jobs/day

u_ But at the same time, hitting some limits:
U Scaling up, elastic resource usage, global access to data

J (*) http://en.wikipedia.org/wiki/Petabyte

irfu  Internet: Google processed about 24 petabytes of data per day in 2009
At its 2012 closure of file storage services, Megaupload held ~28 petabyte of user uploaded data
(&) Telecoms: AT&T transfers about 30 petabytes of data through its networks each day
Eric Lancon
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http://en.wikipedia.org/wiki/Megaupload
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Some of the many CMS T2-T2 mesh testing
Il changes

TR |

Hide grid complexity to users,

simplifications, less middleware
dependance, pilot jobs : pull model

Caching opposed to centralized DB

Conditions data access from any site, not
only at Tier-1s

Network performing
No more need to pre-install software over eXpeCtationS

releases at sites

« Dynamic data placement and deletion based
on popularity

Better usage of disk space 2011 LHCONE :

Dedicated network between (some) T2s
Reduced job waiting times

0.
1
0
U
C
0
=
1
U
T
e

« T2-T2 exchanges

Eric Lancon
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] Computing Model Evolution in ATLAS
F

ATLAS to 2010:

Data flow via the hierarchy

Today:

Flatter, more fluid, mesh-like
Sites contribute according to capability
Greater flexibility and efficiency
More fully utilize available resources

o,
T
0
U
C
-
n

J the network

Excellent bandwidth, robustness,
€= reliability, affordability

sacla

Principal enabler for the evolution:

... 10 clouds/Tier 1s, ~70 Tier 2 sites

ATLAS from 2011:
'relaxing’ the hierarchy

Originally:
Static, strict hierarchy
Multi-hop data flows
Lesser demands on

Tier 2 networking
Virtue of simplicity

Direct mesh of Tier 2 data flows,
cloud boundaries loosened

©T. Wenaus




Computing Model Evolution in ATLAS

ATLAS to 2010:

Data flow via the hierarchy Originally:
Static, strict hierarchy
Multi-hop data flows

= ' 0 Lesser demands on
ﬂ iy Tier 2 netwnrkinn

ny site can use any other site as source of data

Analysis sites pull data from other sites “on demand”

m
o,
N
0
U
C
E

U_S_tUser Analysis: Job-Splitti i

Greater flexibility and efficiency
More fully utilize available resources

Principal enabler for the evolution:
the network |
Excellent bandwidth, robustness,
reliability, affordability

©T. Wenaus






July 4, 2012

It works ! beyond expectations...
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Jobs & CPU consumption

Number of jobs
5E+07 4.5M jobs/day

0E+00 B alice [ atlas

Jan-10 July Jan-11 July Jan-12 July Jan-13 cms . lhcb

Normalised CPU time [units HEPSPEC06.Hours]
1E+09 ~X1.7 increase/year

6E+08
v\/\‘~/\/\/\/-/-ﬂ 500 distinct CMS user/day'

OE+00
Jan-10 July Jan-11 July Jan-12 July Je

450

source : EGI accounting portal

Holidays 10

U Se r a n a Iys i s : 1 5 - 20 o/o Of C P U 01(/,11/2010 06/04/2010 10/26/2010 03/19/2011 08/10/2011

Eric Lancon
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Network

LHCOPN TOTAL Traffic (CERN -> Tiersl)

Ln
o
o

design 10Gb/s
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SLLE,

| | AL
! ;' ' JI ||II ) “ : .'I ! klllihhll.#ll‘llf: | * all ;lll'JlmlF‘hr Fu !;ii ||.II " i/

18 G .H .'l R n'lli'liulﬁ Vgl o 1 ! Tl iy i
o e R A Wik -
e jf e e oet e oo _im Total traffic last month

‘dash + Throughput
Performance well above
initial expectations
VOs

2013-02-27 00:00 to 2013-03-27 00:00 UTC
trafﬂC (ALlCE) ‘ M atlas @@ cms @ Ihcb ]
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Near future

[ .



1) DISTRIBUTED STORAGE / REMOTE ACCESS

 Jobs access data on shared storage resources via WAN"*

 Better usage of storage resources (disk prices!)

« Simplification of data management

* Possibly remote access (with caching at both ends); direct reading or file

copy
 Bandwidth and stability needed

L

J On going demonstrators for Xrootd & HTTP data access over WAN

irfu

€=s | )
Eric Lancon ("YWAN : Wide Area Network

sacla




Virtualization / Cloud computing

e Cloud: extension of grid computing with delegation of QoS & ‘better’ reliability

* Prototypes going into production at pilot sites but also on academic clouds
k= and Amazon or Google (in US & CA)

 HLT farms at CERN cloudified to run MC simulation during LS1 n

* Plan for use of ‘academic’ clouds and opportunistic use of ‘cheap’ openstack’

commercial is possible

« However commercial cloud prices (even with special packages) very high

I * CPU only cost on Amazon ~ 3x CPU cost at T1

J t': ;: éé:rpazpn_ @
irfu -

&0

services

Eric Lancon
sacla



PRACE, the Partnership for Advanced Computing in Europe

-

[\l Opportunistic use of HPC  ‘swemcarmoererocomse:

155,000 Sandy Bridge cores, 2.8M HS06

(High-Performance S Sy
U Computing) resources

o Latest competitive supercomputers are x86 based (familiar linux cluster)
U « ATLAS & CMS projects to use idle CPU cycles at HPC centers in US
= (Argonne, San Diego) & DE (Munich)
u_  Demonstrators working for simulation
* Difficult to use HPC centers for I/0 intensive applications
 Outbound connectivity of HPC centers may be an issue

Eric Lancon


http://www.prace-ri.eu/
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reconstruction time/evt ATLAS

RAW-> ESD Reconstruction time @ 14 TeV
R. Seuster

MC12 setup, no trigger,
no MC truth (‘data-like’) /

LHC@50ns /

i —

2015 : | / wrsmeterer
- New Energy "/
* New Pile-up ﬂ %
- New Trigger Rate ——

300

2012 data

4

pile-up (mu)

m
o,
N
0
U

C Future ... after LS

LHC computing resources increase will not S°ftware speed
u- follow the demands with current software

rna

improvement in CMS

LIPS

RSS [MB)

U Software must gain several factors in speed * 80k / ekt

~30 8/ evt

v 4 4 2 patchi0
52 0 pred
5 2 0 _preS

I And new hardware coming...

€S9

Eric Lancon
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Resources requests by experiments for 2015

Requests include some

‘aggressive’ assumptions
2013 = 2015 resource on software improvements

140@ 140m@

120@ 120m@

100@ 1008
@A LICER

808 803
E—ATLASE

600 608 —CMSE

400 400 LHCbE

200

oz T 1 on

1 Ll
20138 20158 2013@

Still uncertainties in
2013: pledge OR actual installed capacity if higher assumptions

) ‘i?
\ March 6, 2013 lan.Bird@cern.ch

S wWLecG

M
0
I
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v
=
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Eric Lancon

Requests not yet approved (RRB on April, 16)



Announcing:
Intel’ Xeon Phi™ Coprocessor Breakthrough Performance!

1 T‘ 5 TR 118
TFLOPs %3 ) TFLOPs

U New hardware are multi-core (<100)

* Speed of computer no more driven by clock speed

* Processor clock rates faster than memory clock rates
 No major change in throughput

 Data dependencies in software are very expensive
 No increase of memory/core

Complete revision of software mandatory to exploit new hardware

And many-core (>100) hardware coming...
&0

Eric Lancon
sacla




event parallelism

AthenaMP-2

Event scheduling strategies: Shared Event Queue

(1] Software changes
F

0 - All experiments embarked in
profound software changes

m « Geant team as well...

c * Reduction of memory footprint

D * Revision of data models

=
u - Multithreating (memory sharing)

U « Vectorisation (to exploit new
I architectures)

-J - 1/0 is a major concern
irfu

€S9

Eric Lancon
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Some concern
U

CPU consumption above
pledges both at T1s and T2s

u Sites provide unpledged
resources (thank you!)

U Experiments needs are larger
than official requests

-J

irfu
cen source : EGI accounting portal

Eric Lancon
sacla

Pledged Hours Used (%)

Pledged Hours Used (%)

T1 CPU pledge usage [%]

Pledged Hours Used: All Tier-1 Sit

01-2012 03-2012 05-2012 07-2012 09-2012 11-2012
02-2012 04-2012 06-2012 08-2012 10-2012 12-2012

Date

T2 CPU pledge usage [%]

Pledged Hours Used: All Countries (Tier-2 Sites)

01-2012 03-2012 05-2012 07-2012 09-2012 11-2012
02-2012 04-2012 06-2012 08-2012 10-2012 12-2012

Date
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Sites LCG-France 2012

Tier-2: GRIF
*CEA/IRFU .
‘LAL 1 Tier-2: IPHC |
‘LLR -

LPNHE il
f Tier-3: [PNL

*IPNO
' Tier-2: LAPP |
Clermont-Ferrand
——— VR Sept. 2011
o inne

| Tier-2: LPSC |

The French === - e

Tier-2: CPPM |

contributon ——— —+ &

Tier-2: Subatech

_Tier-2: LPC ||

LHC-France budget share

15% 15%
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N French sites
contribution to
U LHC processing

C

u 8% in 2012, T1 & T2s
L included

u' Was over 10% in 2010

U Difficulties to follow the needs

L

J Hardware is getting old
irfu

€S9

Eric Lancon
sacla

CPU delivered in 2012 WLCG year

United States of America

Germany
France
Canada

Netherlands

Slovenia

http://accounting.egi.eu/country.php

United Kingdom
ltaly
Switzerland
Spain

Russia

Others
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1,000,000 -

100,000 -

Core
Networking
Doubling
~18 mos

] Outlook
F

o  Network will continue to be the

Rate Mb/s

driving force

m  Virtualization of services (cloud
computing, distributed storage)

Server
/10
Doubling
~24 mos

HSSG IEEE 802, An Overy
http://www.ieee802.org/3/hssg

iew: The Next Generation of Ethernet,
/public/nov07/HSSG_Tutorial 1107

/

100 Gigabit Ethernet
40 Gigabit Ethernet

10 Gigabit Ethernet

Gigabit Ethernet

c 100

_ o 995 2000
U * On-going revolution in software
=

u - Essential to maintain computing

funding at decent level. LHC
upgrades also include computing

- Computing should not be a
limiting factor for physics output

Eric Lancon

2005 2010
Date

2015

1

2020




CMS Experiment at the LHC, CERN
Data recorded: 2012-May-27 23:35:47.271@30 GMT
Run/Event: 195099 / 137440354 '

, =
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“We have every reason to be very satisfied with the LHC's first three years,” said CERN
Director-General Rolf Heuer. “The machine, the experiments, the computing facilities

= and all infrastructures behaved brilliantly, and we have a major scientific discovery in
g our pocket.”

{ 4 - -

-
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February 14, 2003 - CERN Press Release: First three-year LHC running period reaches a conclusion
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www.globus.org

MONARC ‘
GENERAL CONCLUSIONS on LHC COMPUTING

Following discussions of computing and network requirements,

P re - h i St O ry (< 2000) technology evolution and projected costs, support requirements etc.

¢ The scale of LHC “Computing” is such that it requires a worldwide effort to
accumulate the necessary technical and financial resources
4 The uncertainty in the affordable network BW implies that several
scenarios of computing resource-distribution must be developed
1 99 8 ) ®A distributed‘ hierarchy of computing centres will lead to better use
' and the nations invonved, than & Mghty centralised model focused at GERN
and the nations involved, than a highly centralised model focused a
* The GRID by lan Foster & Carl W Hznce: The distributed mgdei :Iéobpro'\:ides betterduse gf
. physics opportunities at the y physicists and students
Kesselman (made the idea ¢ At the top of the hierarchy is the CERN Centre, with the ability to perform all
popu Iar) analysis-related functions, but not the ability to do them completely
€ At the next step in the hierarchy is a collection of large, multi-service

. £ : “Tier1 Regional Centres”, each with
’ G I O b u S fII’St m Iddlewa re #* 10-20% of the CERN capacity devoted to one experiment
widely available (p roof of Concept) ¢ There may be Tier2 or smaller special purpose centres in some regions |

I 1999: MONARC report Fear of the networks!

_J http://monarc.web.cern.ch/MONARC/ Tiered site architecture
irfu Models of Networked Analysis at Regional Centres for LHC Experiments Pre_plan ned dat a d |Str| bUtI On

ce0 Jobs-to-data brokerage

Eric Lancon
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Centric model

LHCOPN : TO & Tis
linked by dedicated
10 Gb networks

LHCOPN

CA-TRIUMF | US-T1-BNL US-FNAL-CMS
{

31 225 900022

190 4 0% 024

[ITANFN-CNAF ESPIC
Y L

SR R R

FR-CCINZP3
L

CCIN2P3

Lyvw Fracewm

Tier-2 Centres
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G ri d S Oftwa re . /- NORDUGRID icg

— Grid Solution for Wide Area

Computing and Data Handling e n N
Open Science Grid

CGEe

Layers of (complex) software “nabling Crids
developed in EU and US (derived for E-scienct

from Globus: 1998)

s

Information system, authentication & WORKER NODE

authorization system compuvg | j

WORKER NODE

Fl Ie Catalogs N . _{\l_;:'-f:- | computing |

| ELEMENT

File transfers ,:;';’:'“““” | [ seeuoa Locarion

. | ‘/ SERVER
. ‘ .i.,f.‘;;::.::\. | N :':-'::"':;:-_. | i i
Job brokeri ng < B cccouncs _— i i

BROKER D STORAGE

L | me B

WORKER NODE

Interfaces to Storage & batch -l
systems [

etc...

1:UHC France 2013

Eric Lancon
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Panda system in a nutshell

Panda System Overview

ATLAS
Analysis

Job submission interface |

PanDA Server

- Panda Monitor
Brokerage Job o

Dat

ata Dispatcher Monitoring data

Dispatcher

( \

Data management Plug-ins

‘

CMS

 Data management interface )

Pilot

Plug-ins
Configuration 9

DB ATLAS

Pilot
Factory CMS

OSG, EGI,

Data - Nordugrid,

Pilot lau Amazon, ...
| Storage P Pilot Factory |

€S9
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CPU consumption by experiment

%

Normalised CPU time by LHC experiment

@® alice © atlas ¢ cms
® Ihcb
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Normalised CPU time by SITE

CPU delivered by
French sites

IN2P3-CC
IN2P3-CC-T2
IN2P3-LPC
IN2P3-CPPM
IN2P3-1PNL
AUVERGRID

GRIF

IN2P3-IRES
IN2P3-LAPP
IN2P3-LPSC
IN2P3-SUBATECH
INSUO1-PARIS
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EXPERIMENT

B

Run Number: 201289, Event Number: 24151616

Date: 2012-04-15 16:52:58 CEST
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Data

volume transferred

~ »  Transfer S '
oo RS 00 Over 1M files/day

Over 1

@ atias @@ cms B0 hob |

Internet: Google processed about 24 petabytes of data per day in 2009
At its 2012 closure of file storage services, Megaupload held ~28 petabyte of user uploaded data
Telecoms: AT&T transfers about 30 petabytes of data through its networks each day

1,000T

Volume transfered (Bytes) °<

B M

£y

PB/day

lume transfered / Number of transfers
(atas)

2013-02-27 00:00 to 2013-03-27 00:00 UTC

2M

oM

siajsues) Jo JoquinN

I @ Volume transfered-— Number of transferb

(&) http://en.wikipedia.org/wiki/Petabyte
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(1] ATLAS file catalog

>140 PB > 4B files

Total GRID space usage according to DQ2 Total GRID files according to DQ2
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