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Network Usage
• Data distribution
• MC production
• Analysis 
• Distributed storage
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Network used for

• Data distribution, 2 components :

• Pre-placed data (a la MONARC)

• Dynamic data distribution 
(popular data to available sites)

• MC production

• Within a given cloud

• Across clouds

• Analysis

• Retrieving results 

• Small data sets

• Distributed storage

• To optimize resources

• Simplify data management
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The ‘old’ computing model is dying
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The ATLAS Data Model has changed

• Moved away from the historical model

• 4 recurring themes:

• Flat(ter) hierarchy: Any site can replicate data from any other site

• Multi Cloud Production

• Need to replicate output files to remote Tier-1 

• Dynamic data caching: Analysis sites 
receive datasets from any other site 
“on demand” based on usage pattern

• Possibly in combination with pre-placement of data sets by centrally 
managed replication of datasets

• Remote data access: local jobs accessing data stored at remote sites

• ATLAS is now heavily relying on multi-domain networks and needs decent e2e       
network monitoring
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Experience of two years of LHC running

Intro
ducti

on/S
ummary



Rencontre LCG-France, SUBATECH Nantes, septembre 2012

ATLAS sites and 
connectivity

• ATLAS computing model has (will 
continue to) changed 

• More experience 

• More tools and monitoring

• New category of sites : Direct T2s (T2Ds)

• Primary hosts for datasets (analysis) 
and for group analysis

• Get and send data from different 
clouds

• Participate in cross cloud production

T2D: revising the criteria 

New criteria - under evaluation 
• All transfers from the candidate T2D to 9/12 
T1s  for  big  files  (‘L’)  must  be  above  5  MB/s  
during the last week and during 3 out of the 5 
last weeks. 

• All transfers from 9/12 T1s to the candidate 
T2D  for  big  files  must  be  above  5  MB/s  during  
the last week and during 3 out of the 5 last 
weeks 
 

http://gnegri.web.cern.ch/gnegri/T2D/t2dStats.html 

FR-cloud T2Ds : BEIJING, GRIF-
LAL, GRIF-LPNHE, IN2P3-CPPM, 
IN2P3-LAPP, IN2P3-LPC, IN2P3-
LPSC
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Network performance monitoring

• Networking accounting : 

• Organized (FTS) file transfers : http://dashb-atlas-data.cern.ch/ddm2/, not for direct transfers 
by users (dq2-get) 

• ATLAS ‘sonar’ : 

• Calibrated file transfers by ATLAS Data Distribution system, from storage to storage : http://
bourricot.cern.ch/dq2/ftsmon/ 

• > 1 GB file transfers used to monitor and validate T2Ds

• perfSONAR (PS) : 

• Network performance (throughput, latency) : http://perfsonar.racf.bnl.gov:8080/exda/

• Located as close as possible to storage at site and with similar connection hardware 
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http://dashb-atlas-data.cern.ch/ddm2/
http://dashb-atlas-data.cern.ch/ddm2/
http://bourricot.cern.ch/dq2/ftsmon/
http://bourricot.cern.ch/dq2/ftsmon/
http://bourricot.cern.ch/dq2/ftsmon/
http://bourricot.cern.ch/dq2/ftsmon/
http://perfsonar.racf.bnl.gov:8080/exda/
http://perfsonar.racf.bnl.gov:8080/exda/


Rencontre LCG-France, SUBATECH Nantes, septembre 2012

LHC
winter
stop

7

T0 exports over a year

2,186 TB to CCIN2P3

16,336 TB to T1s

78% to T1s

Over 1GB/s 
Better LHC efficiency and higher trigger rate

1.2 GB/s 

150 MB/s 
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23,966 TB

Pre-placement

Popularity 
based

User requests

Cross-cloud 
MC 
production

Group data

1GB/s 

T1→T1
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T1→T2 T2→T1

54,491 TB 16,487 TB

2 GB/s 
1 GB/s 

Reconstruction in T2s
Dynamic data placement > pre-defined

User subscriptions!

Not in original computing model
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T2→T2 9,050 TB
Dynamic data placement > pre-defined

User subscriptions
Group data at some T2s 

+ Outputs of analysis

Network mesh 
tests

0.5 GB/s 
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Data volume: T1s 60% of sources

ALL together

131,473 TB

5 GB/s 

Activity: T2s 40% of sources
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Data volume:  pre-placement ~2 times 
dynamic placement room for improvementsALL together

Activity: users ~30% of transfers
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Cross-cloud MC 
production

• The ‘easy’ part

• No need to be a T2D

• Only connection to remote T1 
needed 

• Example : NL cloud

• 65 ! sites contributing



The French cloud

• The most ‘exploded’ cloud of ATLAS
• 4 Romanians sites at the far end of GEANT
• 2 sites in far east Beijing & Tokyo connected to CCIN2P3 via different paths
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T2s : 14 sites
• Annecy 
• Clermont 
• Grenoble
• Grif (3 sites)
• Lyon
• Marseille
• Beijing
• Romania x4
• Tokyo

T1 : Lyon The “French” cloud
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Data exchanges for FR-cloud

CA
CERN

DE
ES
IT

ND
NL
TW
UK
US

0 1,000 2,000 3,000

French cloud exchanges

IMPORT [TB]
EXPORT [TB]

16

TW
3%

CA
4%ND

5%ES
5%

IT
8%

NL
8%

UK
10% DE

13%

US
17%

CERN
27%

Imports : 9,9 PB

cross-cloud production

ND
2%

CERN
5%NL

6%US
6%

CA
6%
ES
8%

IT
10% TW

19%

UK
19%

DE
19%

Exports : 7,5 PB70-75% of exchanges 
with EU clouds

[Sep. 2011 - Sep. - 2012]
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Imports

Exports

Pre-placement

Popularity based

User requests

Cross-cloud MC 
production

T0 export

Group data

400 MB/s

300 MB/s
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Data volume transferred to French T2s

not proportional to number physicist nor CPUs
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Connectivity within French cloud (ATLAS sonar)

5 MB/s

Beijing

T2s→T1 T1→T2s 

LAPP & LPSC performance measurements sensitive to ATLAS activity
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LAL : T2D
connected to LHCONE

IRFU : T2D
connected to LHCONE

Origin of data 
transferred to 2 

GRIF sites

80% from CCIN2P3

From ‘everywhere’
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User & group analysis

• Most of users run final analysis at their local site : delivery of data or analysis job outputs to 
users very sensitive (the last transferred file determines the efficiency)

• 2 ways to get (reduced format) data

• The majority : Let PanDA decide where to run the jobs ; where data are (in most of the 
cases). Outputs stored on SCRATCHDISK (buffer area) at remote sites have to be shipped 
back to user local site

• Get limited volume of data at local site to run locally analysis

• Both imply data transfers from remote site to local site

• Direct transfers for T2Ds

• Through T1 for other T2s
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1,828 TB

Not allowed in 
original model

User + Group transfers to FR-cloud sites

⅓ of data transfers 
(not data volume) 

used for final 
analysis from T2 

sites outside FR-
cloud
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Data come from 52 T2 sites

23
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⅓ from non EU T2s

24

1/4 from UK (not on LHCONE)



Issues with distant T2s
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Beijing

• Beijing :

• Connected to Europe via GEANT/TEIN3 (except CERN : GLORIAD/KREONET)

• RTT ~190 ms 

• Tokyo :

• Connected to Europe via GEANT/MANLAN/SINET4

• RTT ~ 300 ms

• Several network operators on the path (Nationals, GEANT, …)

26
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File
Server Disk	  Array

	  	  

File	  System

File	  System

Disk	  Array

	  	  

File	  System

File	  System

8G-‐FC

8G-‐FC

10GE

x15	  to	  x17

SINET
10Gbps Network

Switch

8G-‐FC
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Backbone topology as at March 2012. GÉANT is operated by DANTE on behalf of Europe’s NRENs.

Sites

Network 
providers

(National & 
International)

Projects
(experiments)

Various approaches and complementary tools needed

The difficulty to solve network issues
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perfSonar dashboard of FR-cloud

28

Being expanded as sites install perfSonar
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ATLAS transfers to Beijing since beg. 2011

Beijing→ CCIN2P3
CCIN2P3 → Beijing

Performances changed over last 
year 
• Asymmetry in transfer rate : 
why? 
• Asymmetry reversed

Each ‘event’ explained 
sometime after some delay...
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ATLAS transfers to Tokyo since beg. 2011

Tokyo→ CCIN2P3
CCIN2P3 → Tokyo

Performances changed over last 
year 
• Asymmetry in transfer rate : 
why? 
• Asymmetry reversed 

Each ‘event’ explained 
sometime after some delay...
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Beijing from/to EU T1s

Each T1 is 
different

Beijing →EU 
better for 
most T1s
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Tokyo from/to EU T1s

Each T1 is 
different

EU →Tokyo 
better for 
most T1s



Beijing - T1s asymmetry
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T1->Beijing
Beijing->T1
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perfSonar (July)

Beijing -> T1s
>

T1s -> Beijing

FTSmon 
(last 5 weeks)
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Tokyo ↔ EU as seen by perfSonar
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Site -> Tokyo
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perfSonar
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US (LHCONE) ↔ GRIF (LHCONE)

US →LAL 
> 

US → LPNHE

LPNHE →US 
> 

LAL → US

SLAC

BNL



DISTRIBUTED STORAGE / REMOTE ACCESS

• Better used of storage resources (disk prices!)
• Simplification of data management
• Eventually remote access (with caching at both ends); direct reading or file 
copy 
• Bandwidth and stability needed

On going projects
• Storage : dCache, dpm,...
• Protocol : Xrootd, HTTP/WebDAV



Rencontre LCG-France, SUBATECH Nantes, septembre 2012

Existing distributed dCache systems : 2 examples

37
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Distributed dCache

OPN

MWT2 (Chicago)
NORDUGRID
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R&D Activity to 
Production

• 2011 R&D project FAX (Federating ATLAS data 
stores using Xrootd) was deployed over US Tier 1, 
Tier 2s and some Tier3s  

• Feasibility testing
monitoring, site
integrations

• In June 2012 
extended  
effort to European 
sites as an 
ATLAS-wide project 

BNL Tier 1 
AGLT2 (Tier 2) 
MWT2 (Tier 2) 
SWT2  (Tier 2) 
SLAC  (Tier 2) 
ANL (Tier 3) 
BNL (Tier 3) 
Chicago (Tier 3) 
Duke(Tier 3) 
OU (Tier 3) 
SLAC (Tier 3) 
UTA (Tier 3) 
NET (Tier 2) 

2

REMOTE ACCESSXrootd federation project in US

Four levels of redirection:
site-cloud-zone-global

Start locally - expand search as needed
15

EU federation tests
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• Launch jobs to every site, test reading of 
site-specific files at every other site

• Parse client logs to infer resulting redirection

Topology validation

US 
regional

US-central
regional

UK regional DE
 regional

XRD redirector federating site

EU 
regional

http://ivukotic.web.cern.ch/ivukotic/FAX/index.asp

16

result from Ilija Vukotic

WAN Read Tests (basis for “cost matrix”)

CERN  to MWT2   (140 ms rtt)

MWT2 federation internal (<5 ms)

SLAC to MWT2 (50 ms)

Spread grows with network latency

Overall WAN performance adequate for 
a class of use cases

17
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REMOTE ACCESS
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HTTP/WebDAV

40

Atlas WS 2012, CERN| dCache.org| 10 Sep 2012 | 11 

Storage Federations using 
standard web protocols 

• Project with CERN DM under the umbrella of EMI but not limited to the EMI 

funding period. 

• Definition of TEG:  

• “Collection of disparate storage resources managed by co-operating but 

independent administrative domains transparently accessible via a common 

name space” 

• We do it with standard HTTP/WebDAV 

 

 

 

REMOTE ACCESS

  2

Tfile::Open(“https://atlas-data.cern.ch/
mc11_7TeV.105015.J6_pythia_jetjet.merge.NTUP_JETMET.e815_s1310_s1300_r3334_r3063_p886/

NTUP_JETMET.753820._000042.root.1”) 

atlas-data.cern.ch
Webservice:

DDM lookup, 
choose best replica
redirect to http turl

http://webdav.ifh.de/pnfs/.../NTUP_J
ETMET.753820._000042.root.1 

Use http urls for input files

● DDM enabled web redirection service

– generic url including dataset and lfn

– redirects to http turl in dcache/dpm storage 

DESY dcache
Webdav door

Disk
pool

redirect

Redirection works only in 
recent Root versions

Https not yet supported
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Summary

• Thanks to the high performances of networks

• ATLAS computing model has changed significantly: simplification of data and 
workflow management

• Would have been impossible to handle current data volume (LHC performing 
beyond expectations) and LHC running extension up to spring 2013 with 
initial model

• More efficient use of storage resources (reduce replica counts; direct sharing 
of replicas across sites)

• Ongoing projects (distributed storage, remote access) will further change the 
landscape

41



BACKUP



ATLAS Operations  -  Ueda I.  (ISGC2012, Taipei, 2012.03.02.)ATLAS Operations  -  Ueda I.  (ISGC2012, Taipei, 2012.03.02.)

Calibration

Data Recording to tape
First Pass Processing

ATLAS Computing Model:  T0 Data Flow

43

Tier-2
Tier-2

Tier-2

Tier-2Tier-2

Tier-2
Tier-2

Tier-2

Tier-2

CERN
Analysis 
Facility

10 Tier-1 centers
RAW data copy on tape

Analysis data on disk
Reprocessing

38 Tier-2 centers
Analysis data on disk

User Analysis

200Hz
RAW: ~1.6MB/evt

Event Summary Data (ESD):  ~1 MB/evt
Analysis Object Data (AOD): ~100 kB/evt

derived data (dESD, dAOD, NTUP,...) 
distributed over the Grid

Tier-1

Tier-1

Tier-1

Tier-0

Static environment, fear of the networks!
• Tiered site/cloud architecture
• Pre-planned data distribution
• Jobs-to-data brokerage 

French cloud
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ATLAS Computing Model:  MC Data Flow

44

Tier-1

Tier-2
Tier-2

Tier-2

Tier-2
Tier-2 Tier-2

Tier-2Tier-2

Tier-2

CERN
Analysis 
Facility

10 Tier-1 centers + CERN
Aggregation of produced data
Source for further distribution

38 Tier-2 centers
MC Simulation

Group/User Analysis

Tier-1

Tier-1job in
put
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Data Processing Model Revised

45

Tier-1

Tier-2
Tier-2
Tier-2-D

Tier-2 Tier-2
Tier-2Tier-2

Tier-2

CERN
Analysis 
Facility

10 Tier-1 centers + CERN
Aggregation of produced data
Source for further distribution

Tier-1

Tier-1job in
put

Tier-2-Direct : ‘Super’ Tier-2s

Tier-2-D



T1s -> IN2P3-CPPM
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June 25th
connected to LHCONE 

@ 10 Gb/s

5 MB/s

TRIUMF



IN2P3-CPPM -> T1s

47

5 MB/s

TRIUMF
TW



TRIUMF <-> FR T2Ds

48

5 MB/s

~None of T2Ds ever 
reaches the 5 MB/s 

canonical parameter value
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T2-T2 destination

T2-T2 source
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Network throughput measured with perfSONAR 

50

CCIN2P3 → Tokyo Tokyo → CCIN2P3

No so stable
better by ~5% for CCIN2P3 →Tokyo

5%

Last 3 months
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CCIN2P3 Exports

To Lyon
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T2s Exports

T2s Import
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destination on FR cloud



5th workshop of the France China Particle Physics Laboratory

April 2011

GÉANT and sister networks enabling user 
collaboration across the globe

At the Heart of Global Research Networking
GÉANT Coverage
ALICE2-RedCLARA Network
EUMEDCONNECT2 Network
TEIN3 Network
BSI Network
AfricaConnect - UbuntuNet Alliance
AfricaConnect - WACREN
CAREN Network

GEANT/TEIN3
trans-Siberian route

www.dante.net/orient

Opening Opportunities for
Research and Education

ORIENT - Connecting Academic Networks
in China and Europe

China Education and Research Network
(CERNET), the nationwide academic network,
is the largest non-profit network in China. It is
funded by the Chinese Government, managed
by the Ministry of Education (MOE), and
constructed and operated by Tsinghua
University.

Currently, CERNET has 10 regional centres,
38 provincial nodes, and the national centre
is located at Tsinghua University. More than
2,000 research and education institutes
connect to CERNET reaching an estimated
20 million end users.

CERNET was established in 1994 and was the
first backbone research and education network
in China. In 2007, the bandwidth of the
CERNET backbone was between 2.5 Gbps and
10 Gbps, with regional bandwidth capacities
of 155 Mbps and 2.5 Gbps reaching the
200+ cities distributed in 31 provinces in
China. The bandwidth interconnecting CERNET
with other global networks reaches capacities
of 15 Gbps.

As an important national education and
research infrastructure, CERNET supports
many key national network applications,
including on-line enrollment for university
students, distance learning, digital libraries,
GRID for education and research and makes
an outstanding contribution to education
information for China.

CERNET

GÉANT2 is an advanced pan-European
backbone network that interconnects National
Research and Education Networks (NRENs)
across Europe. With an estimated 30 million
research and education users in 34 countries
across the continent connected via the NRENs,
GÉANT2 offers unrivalled geographical
coverage, high bandwidth, innovative hybrid
networking technology and a range of
user-focused services, making it the most
advanced international network in the world.
Together with the NRENs it connects, GÉANT2
has links totalling more than 50,000km in
length and its extensive geographical reach
interconnects networks in other world regions
to enable global research collaboration.
Europe’s academics and researchers can
exploit dedicated GÉANT2 point-to-point
links, creating optical private networks that
connect specific research centres.

GÉANT2

54
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Tokyo is far from CCIN2P3 : ~300 ms RTT (Round Trip Time)
Throughput ~ 1 / RTT

Data are transferred from site to site through a lot of 
networks (multi-hop) and software layers

ideal view

The reality ➥  
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Backbone topology as at March 2012. GÉANT is operated by DANTE on behalf of Europe’s NRENs.

Achievements
The ORIENT project, working with the Asia-Pacific
research and education network initiative TEIN2,
has successfully procured a 2.5 Gbps link on the
shortest-possible trans-Siberian route. This means
that data sent via ORIENT reaches its destination
around twice as quickly as that using a path via
the United States. After a period of testing and
optimisation, the circuit was brought into full
production service in January 2007. Since then,
ORIENT monitoring shows significant and
increasing levels of data traffic – a positive sign
that the circuit is being adopted by the research
and education community.

Partners and Funding
The ORIENT project partners are six European
National Research and Education Networks
(NRENs) (JANET, UK; CESNET, Czech Republic;
DFN, Germany; GARR, Italy; RENATER, France;
GRNET, Greece), the Chinese NREN, CERNET,
and DANTE, operator of the high bandwidth,
pan-European GÉANT2 research network.

Project funding comes from the European
Commission, the Ministry of Science and
Technology of the People's Republic of China
(MOST), the Ministry of Education of the
People's Republic of China (MOE) and the
30 GÉANT2 NREN partners.

Who Can Benefit?
Research and Education networks are dedicated
to the academic and not-for profit sectors. To use
ORIENT you need to be connected to an NREN
either in Europe or China. To find out more about
these networks in your country, see the Useful
Links Box on the right.

The number of users is growing all the time and
ORIENT is enabling research collaborations which
were previously impossible. A recent meeting of
the Asia-Pacific Advanced Network (APAN) group
saw a demonstration by the EXPReS project of
radio telescopes being connected between Europe
and China over the ORIENT circuit. The capacity
of ORIENT allowed data to be transferred from
China to Europe at the highest rate ever achieved.

Similarly, collaborations between the Institute
of High Energy Physics (IHEP) in Beijing and its
partners in Europe (INFN in Italy and IN2P3 in
France) have seen the latency of the network
path used by their data halved since the
establishment of ORIENT.

Perhaps most importantly, the ORIENT project is
helping to foster ever-closer ties between the two
world regions, allowing scientists in Europe to
collaborate with colleagues in China in much the
same way as they would with researchers on
their own continent.

Yet it will not just be scientists to benefit from
the circuit. ORIENT will also support e-learning
initiatives and thus have a positive impact on
the wider population.

The ORIENT partners are continuing to work
to facilitate the use of the link by appropriate
projects and look forward to more user success
stories over the project lifecycle.

User Focus: Global
Collaborative eSocial
Science
The INWA grid project bridges academia and
the commercial world, demonstrating how a
high-capacity network can meet the needs of
global collaborative socio-economic science.
Using grid technologies deployed over the
ORIENT and TEIN2 infrastructures, and drawing
on local market knowledge, researchers at
EPCC (Edinburgh, Scotland), Curtin University
of Technology (Perth, Western Australia) and
the Chinese Academy of Sciences (Beijing, China)
can analyse distributed market data and use the
results to develop predictive models of consumer
behaviour. The fusion of local know-how and
global data gathered from commercial partners
in global telecommunications and finance makes
this grid-enabled application a powerful tool for
understanding demand in highly volatile
services-based markets.

In the past, data was routed through the USA
and the research teams encountered considerable
latency issues. Now the ORIENT and TEIN2 links
allow data traffic to pass along the shortest
possible network routes, significantly increasing
the performance of this virtual collaboration.

Overview
The ORIENT project, Connecting Academic Networks in China and Europe, provides for the first time
a direct internet connection dedicated solely to the research and education communities of Europe
and China. The project has procured and currently operates a high capacity data-communication
link between the pan-European GÉANT2 backbone and the Chinese research and education
network. Since the circuit became operational in early 2007, many Sino-European projects have
benefited from this high quality infrastructure, including radio astronomy, high energy physics,
grid computing and social sciences.

ORIENT is complemented by the TEIN2 project.
TEIN2 (Trans-Eurasia Information Network)
creates the first large-scale research and
education backbone network for the
Asia-Pacific region. By linking national
research networks, it connects regional
researchers with their counterparts in Europe
via GÉANT2, the world’s most advanced
international research and education network,
providing the Asia-Pacific countries with a
gateway for global research collaboration.
Initiated in 2004 and running until late 2008,
TEIN2 is a key programme to improve research
networking between Europe and Asia-Pacific,
and is a key outcome of the Asia Europe
Meeting (ASEM) process. A further
programme, TEIN3, will continue and further

develop this initiative to 2011.

COPENHAGEN

BEIJING

Oriental Research Infrastructure to European Networks

Useful Links
ORIENT
www.dante.net/orient

TEIN2
www.tein2.net

GÉANT2
www.geant2.net

Chinese NREN (CERNET)
www.edu.cn

European NRENs
www.geant2.net/partners

Some ORIENT Users
www.euchinagrid.eu
www.expres-eu.org
www.ihep.ac.cn

"ORIENT presents a unique opportunity
for the Chinese academic community to
engage in truly global collaborations"
Professor Jianping Wu, Director, CERNET

ORIENT used in post-earthquake relief efforts
Following the catastrophic earthquake in Sichuan province in May 2008, researchers at the
European Commission Joint Research Centre in Italy used the ORIENT circuit to transfer vital
data to colleagues in China. The high-resolution satellite images of the stricken region have
been used to identify the extent of the seismic impact and to aid post-disaster reconstruction.
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T1s -> IN2P3-LPSC Heavy transfers from IN2P3-CC 
(T1) interference with FTS 

monitoring

IN2P3-CC -> IN2P3-LPSC
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IN2P3-CC ↔ Beijing as seen by perfSonar
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Beijing -> IN2P3-CC IN2P3-CC -> Beijing

• Link unstable
• Asymmetry 



IN2P3-CC ↔ Tokyo as seen by perfSonar
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IN2P3-CC-> Tokyo Tokyo -> IN2P3-CC


