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§ Grid Operation and Infrastructure
§ KISTI ALICE Tier2 Center
§ France-Asia VO: Production Grid Infrastructure
§ Global Science Experimental Data Hub Centre 
§ Korea-Japan NAREGI Federation   

§ Development of AMGA within EMI and its 
Use as a Metadata service for Belle II
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KISTI ALICE Tier2 CenterKISTI ALICE Tier2 Center



§ Signing of WLCG MoU for the 
ALICE Tier-2 center (’07.10.23) 

§ Has been part of ALICE 
distributed computing grid as an 
official T2

§ Providing a reliable and stable 
node in the ALICE Grid

§ Funded by MEST
§ ~200,000 US dollars/year
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Accounting and Reliability of KISTI CREAMAccounting and Reliability of KISTI CREAM

Monitoring problem

SE problem on site and in Taiwan

Site reorganization



KISTI’s Contribution to ALICE ComputingKISTI’s Contribution to ALICE Computing
§ 0.56% contribution to ALICE computing in the total job execution 

for last 6 Months
§ Processing near 30000 jobs per month in average 

66

0.56%



Status of Storage Element

Status of KISTI SE 
• Size: 50TB 
• Used: 35.58TB 
• no of files: 864,334
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FranceFrance--Asia VO: Production Asia VO: Production 
Grid InfrastructureGrid Infrastructure
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FranceFrance--Asia VO Grid  Asia VO Grid  
§ Successfully deployed in 2011 and now fully functional 

at four sites 
§ KISTI (Korea), KEK (Japan), IHEP(China), CC-IN2P3 (France)
§ ~25000 CPU cores, ~8 TB of Disk  

§ Completed the Migration of the FKPPL VO to France-
Asia VO 
§ share computing resources to make them accessible to 

multidisciplinary scientific projects and scientists of other Asian 
countries 

§ As of now, 106 users have joined the France-Asia VO 
membership
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Applications on the FranceApplications on the France--Asia VOAsia VO
§ In-Silico Drug Discovery 

§ A large-scale deployment of docking simulations, with hundreds of thousands 
of potential chemical compounds against 

§ In collaboration with Prof. Doman Kim from Chonnam National University
§ Geant4 Simulations for Medical Applications

§ Used extensively by the National Cancel Center in Korea to carry out compute-
intensive simulations relevant to cancer treatment planning

§ In collaboration with Dr. Se-Byeong Lee from National Cancer Center in Korea
§ Two-color QCD (Quantum ChromoDynamics) simulation in 

theoretical Physics 
§ Several hundreds or thousands of QCD jobs are required to be run on the Grid, 

with each jobs taking about 10 days. 
§ In collaboration with Prof. Seyong Kim from Sejong University

§ Three Journal Papers were published in 2011 
§ two papers from the In-Silico Drug Discovery (@Bioorganic & Medicinal 

Chemistry Letters(BMCL))
§ one paper from the QCD simulation (@CPC) 
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Grid TrainingGrid Training

u“2011 Geant4, GATE and Grid Tutorial for Medical 
Applications” held in Seoul in October 
§ ~45 participants from ~15 institutes in Korea
§ 7 lecturers from France, the US, Japan and Korea 



Global Science Experimental Global Science Experimental 
Data Hub Center Data Hub Center 
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KISTI GSDC CenterKISTI GSDC Center

RAW Data

Tier-1

Computing and Storage Infrastructure 
Technology Development
Apply Grid Technology to legacy app.

supportsupportKorean Gov.

ALICE Tier-1 Candidate
ALICE Tier-2
KiAF (KISTI Analysis Farm)

RAW Data

Supporting Data Centric Research CommunitiesSupporting Data Centric Research Communities
&&

Promotion ofPromotion of Research Collaboration Research Collaboration 
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RoadmapRoadmap

(CDF/FNAL)(Alice/CERN)

2PB/2,000CPU2PB/2,000CPU 5PB/5,000CPU5PB/5,000CPU

(Belle
/KEK) 

(LIGO
/LLO)

(STAR
/BNL) 

Phase 1Phase 1
(2009~2011)

Phase 2Phase 2
(2012~2014)

§Provide Global Science Data Analysis
Environment: HEP, Astronomy, etc.

§National Data Center
§Asian-Pacific Hub Center

§Expand Supporting Fields: Earth Environment, 
Biometrics, Nano-tech, etc.

§Global Computing Resources Assigning and 
Information System

§Cyber Research and Training Environment
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KoreaKorea--Japan NAREGI Japan NAREGI 
FederationFederation
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RENKEI: RENKEI: SeamlessSeamless Resource Usage Resource Usage 

§ Testbed for e-Science Infrastructure built based on 
the NAREGI Middleware

§ Seamless Usage between Local and Remote Grid/Cl
oud resources

Hiroshima
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KISTI NAREGI site set up in January KISTI NAREGI site set up in January 
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Development of AMGA and Its Development of AMGA and Its 
Use in Belle IIUse in Belle II
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AMGA AMGA 
§ The EMI Metadata Catalogue Software 
§ AMGA provides:

§ Access to metadata for files distributed on the grid
§ The 2.1.2 version of AMGA was released as part of the EMI-1 distribution in 

April 2011
§ AMGA 2.3.0 version was released as part of EMI-2 

§ Publishing Service Information in the BDII
§ Nagios Monitoring enabled 
§ SL6, Debian Support (rpm. tar ball) 

§ AMGA Training Session held in Lyon in the EGI TF last year
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The Use of AMGA for BelleThe Use of AMGA for Belle--II Metadata ServiceII Metadata Service
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§ Leading the Data Handling WG as part of Belle 
II computing activities 

§ Design of Metadata Schema for Belle II 
Experiment

§ Data Registration
§ Metadata extraction from the datasets and registration 

into the AMGA server
§ Integration of data registration module into Basf for Belle 

and Basf2 for Belle 2 experiment
§ Setting up and Operation of Belle II Metadata 

Service at KEK 
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SummarySummary
§ With a decade-long experience on Grid computing, we 

have accumulated some expertise and we are quite 
good at Grid operation 
§ KISTI ALICE Tier2 Center as part of ALICE Computing Grid
§ France-Asia VO
§ GSDC
§ KISTI NAREGI site as part of Japan’s RENKEI Infrastructure

§ It is still our homework to attract more Korean 
scientists/researchers to make full use of those 
infrastructures for their applications development

§ We have been working on the development and 
evolution of AMGA in EEGE and EMI for ~5 years 
§ Now, we are moving one step further and taking on the leadership 

for the development of Metadata Service for Belle II with our 
experience around the AMGA development.
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Thank you for your attention!Thank you for your attention!Thank you for your attention!Thank you for your attention!


