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What has changed since 

june 2010 
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Main changes at CC-IN2P3 

 Moved from EGEE project to EGI project 

 New organisation since F. Hernandez has left 
– CC-IN2P3 technical director 

• P.E. Macchi 

– LCG France technical director 
• F. Chollet-Le Flour 

– CCIN2P3-T1 representative  
• P. Girard 

 New machine room 

 New LRMS (Grid Engine) 

 Manpower turnover 
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Main changes at WLCG 

 

2011/11/30 

I started 

New machine 
room 

New LRMS 

CC-IN2P3 T1 

Important 
manpower turnover 

S
o

u
rc

e
: 

h
tt

p
:/

/w
w

w
3

.e
g

e
e

.c
e

s
g

a
.e

s
/a

c
c

o
u

n
ti

n
g

/t
ie

r1
_

v
ie

w
.h

tm
l 

5 

http://www3.egee.cesga.es/accounting/tier1_view.html
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WLCG Accounting metrics 
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CCIN2P3-T1 CPU contribution 

2011/11/30 

Target: 10% 
Mean: 9.3% 
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http://www3.egee.cesga.es/accounting/tier1_view.html


Compared CPU usages at CCIN2P3-T1 
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To be compared with pledged CPU 
 

•Pledges 2010 
•ALICE: 9% 
•ATLAS: 49% 
•CMS: 21% 
•LHCb:22% 
 

•Pledges 2011 
•ALICE: 11% 
•ATLAS:46% 
•CMS: 15% 
•LHCb:28% 
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http://lcg.web.cern.ch/lcg/accounts.htm


CPU usage vs CPU pledged 
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Moving to the new 
machine room 
(“musical chairs”) Including the CPU 

efficiency factor of 
85% 
 
CPU efficiency has 
significantly 
increased  during 
the last 2 months  
 
See major 
concerns 
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Disk Usage vs Disk pledge 
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Most of the 
experiments share 
storage between T1 
and T2. 
 
 
ALICE required to 
migrate its storage 
from SOLARIS to 
Linux 
 

CIN2P3 warned  
ATLAS about the 
number of stored 
files. Since October, 
ATLAS has removed 
1 PB 
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Tape Usage vs Tape Pledge 
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To be compared with 

pledges for 2011 

  

• ALICE: 47% 

• ATLAS: 48% 

• CMS: 88% 

• LHCb: 67% 

The Tape capacity 
will be reduced from 
850 TB in 2012 on 
demand of ALICE 
and ATLAS 
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WLCG Service metrics 
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Availability/Reliability of CCIN2P3-T1 

2011/11/30 

Global security alert which 
led to an unscheduled 
downtime of several days 

Mostly due to a monitoring 

problem after tricky 

configuration changes to help 

LHCb  to run 5GB jobs 

Using OPS VO 

which gives us a 

good idea of the 

health of both 

grid services and 

infrastructure 
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VOs Availability of CCIN2P3-T1 
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LHCb tests ran 

from a machine 

with a wrong 

connectivity 

SRM problem 

impacting 

ATLAS 

Mostly a latency 

problem with LHCb 

s/w area access  

Same infrastructure, 

different usages. 

 

Each monitoring is 

supposed to be adapted 

to each usage 

 

Alice monitoring is 

likely not relevant. 
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WLCG Service Incident Reports 
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Year Quarter Area Type Duration 

2010 Q4 Storage Degradation 2 months 

2011 

Q1 

Shared s/w area Degradation 6 months 

Network Outage 3 hours 

Power Cut Outage 13 hours 

Network Outage 40 mn 

Storage Degradation 3.5 hours 

Q2 Power cut Outage 5 hours 

Q3 

Database / 
Hardware 

Data loss 3 days 

Power cut Outage 20 hours 

Power cut / 
Cooling system 

Outage 7.5 hours 

• Good responsivness for 
infrastructure incidents 
 

• Degradation incidents 
• Related to grid 
activities 
• Hard to understand 
and then to solve 
• Require a thin 
collaboration with 
external people 
(Middleware/VO) 
 

15 

https://twiki.cern.ch/twiki/bin/view/LCG/WLCGServiceIncidents
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Site overview 
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As it was at the last COS/ESC 
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ATLAS 

CMS 

LHCb 

ALICE 

ATLAS 
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ALICE ATLAS CMS LHCb 

ATLAS LHCb 
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As it is today (1) 
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As it is today (2) 
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As it is today (3) 
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As it is today (4) 
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completely 
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ALICE is now 
using 

bitorrent for  
its SW 

distribution 

ATLAS/LHCb 
moved their 
SW Area to 

CVMFS 
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As it is today (5) 
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BQS will be 
stopped on Dec. 
6th. But no more 

BQS CEs for 
LHC VOs yet 
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As it will be tomorrow (1) 
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ALICE would like to 

use it more but extra 

(ALICE) software is 

required for.  

 

Ongoing discussion 

with ATLAS people 

to understand if they 

still plan to use the 

LAF. 

Grid Engine 
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As it will be tomorrow (2) 
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Stop regional 
LFC as ATLAS 
is centralizing 

its File Catalog. 
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Major concerns 
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Top 5 issues 

 Low transfers with dCache server during ATLAS 
reprocessing campaign (Solved) 

– Regular meetings with dCache.org developers 

– Regular meetings/reports with ATLAS operations team 

– Problem identified by our administrators and solved with the 
help of dCache.org people 

– Thin collaboration with French ATLAS people  
• To reproduce the problem  

• To make sure we get it under control 

 

 Poor ATLAS/LHCb jobs efficiency due to AFS latency 
(Solved) 

– Originally an experiment S/W problem (“insane” job setup 
script) 

– Becoming particularly critical with the new hardware (more 
cores = more jobs) 

– Thin collaboration with French ATLAS people 

– Solved by introducing a new solution (CVMFS) at sites level 
on demand of VOs 

• After a lot of investigations, stress tests, etc. 

• Final results presented at the ATLAS SW week in July 2011 
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Top 5 issues 

 Oracle DB crash with loss of data (Ongoing) 
– Storage hardware problem 

– Actually solved by moving to other storage system 

– But still in discussion with Oracle support 

– Improvement of incident procedures 
• To speed up the restoring of DB backup 

• Has proved to be very useful in October 

 

 CREAM GE (Grid Computing Element) instabilities (Solved ?) 
– Led to temporary jobs shortage for ATLAS during a reprocessing campaign 

– Thin collaboration with CREAM GE developers 
• 9 tested patches from May to September 

 

 Low transfers between CCIN2P3 an foreign T2s since May (Ongoing) 
– Within WLCG Project, Tier1 is responsible for the incident follow-up 

– Collaboration with RENATER (French NREN) 

– First progress obtained last week 
• By disabling the QoS tagging of our network packets 
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Operational issues 
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WLCG 
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OPERATION TEAM 

Support team 
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This is not optional 
  
• CCIN2P3 operation people apply the WLCG 
procedures.  
 

• GGUS system is interfaced with our ticketing 
system 
 

• CCIN2P3 people attend the WLCG meetings 

Dedicated support is for facilitating the 
life of both the VO and the site. 
 
CCIN2P3 cannot sustain the effort of 
dealing with the operations of 4 VOs 
 
See Ghita’s talk about the manpower 
turnover problem 

Context 

We figured out at the end of September that LHCb 

underused CCIN2P3 resources during months 

 

Main reason 

• LHCb based its operations on the sites contacts 

• LHCb-dedicated person left CCIN2P3 early this year, 

months were needed to find a new person 

• LHCb problems did not come up through usual 

WLCG channels 
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Conclusions & Perspectives 
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Perspectives 

 Short/medium terms 
– Address near future storage scalability issues 

– Clarify the status of the national Analysis Facility 

– Improve our service monitoring 

 

 

 Longer terms 
– Follow up and participate as much as possible at 

the WLCG Technical Evolution Groups 
• Those groups are addressing most of our current 

concerns 

– Investigate new solutions and technologies 
• Whole node jobs in collaboration with both ATLAS and 

CMS 

• Virtualization and Cloud computing/storage 
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dCache entries history 

30 



Conclusions 

 Lot of work done since june 2010 

 

 The site was able to face the ramp up of the LHC 
– Despite many big changes at CC-IN2P3 

– Despite many changes from the VOs 

 

 The site contributed to LHC Computing in accordance with LCG France plans 

 

 We are far away from the initial grid model based on shared services 
– Computing model of each VO is evolving 

– CCIN2P3 is consequently used in separate ways 

 

 We must take care at the increasing entropy 
– Manpower consuming 

– Site is sized for sharing/mutualization 
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CCIN2P3-T1 Pledged Resources 
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CCIN2P3 T2 CPU usage 
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Compared CPU usages at CCIN2P3-T2 
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CCIN2P3 T2 compared to French T2s 

2011/11/30 37 

S
o

u
rc

e
: 

h
tt

p
:/

/l
c

g
.w

e
b

.c
e

rn
.c

h
/l
c

g
/a

c
c
o

u
n

ts
.h

tm
 

28% 

4% 
35% 

11% 

5% 

8% 
5% 4% 

CPU share of French T2s  
(Pledges 2011)  

CC-IN2P3 AF 
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GRIF, Paris 

IPHC, Strasbourg 

LAPP, Annecy 

LPC, Clermont-Ferrand 

LPSC Grenoble 
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