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Physics Objective of Belle and Belle II

✔ Confirmation of KM 
mechanism of CP in the 
Standard Model

✗ CP in the SM too small
(by many orders of magnitude) 
to generate observed 
baryon asymmetry 
in the universe

➔ Need sources 
of CP beyond 
the SM

535 x 106 BB

PRL 98,031802 (2007)  

B0

B0

➔ Super B factory
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Projection of Luminosity at SuperKEKB
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Belle II Detector

Belle II

Belle

➔ 10-20 x higher background, ~40 x higher event rate 



DIRAC Users Meeting 12.05.2011Thomas Kuhr Page 6

Estimated Data Rates

➔ High data rate is a challenge!

Experiment Event Size [kB] Rate [Hz] Rate [MB/s]

High rate scenario for Belle II DAQ:

Belle II 300 6,000 1,800

LCG TDR (2005):

ALICE (HI) 12,500 100 1,250

ALICE (pp) 1,000 100 100

ATLAS 1,600 200 320

CMS 1,500 150 225

LHCb 25 2,000 50
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Belle II Collaboration

~400 members
58 institutions 
from 13 countries

→ Distributed 
    collaboration

Founded in December 2008

USA(33)
Germany
    (50)

Russia
  (33) China (17)Korea (41)

Japan
(122)

India(10) Australia
   (10)

Taiwan(23)

Austria(11)

Czech(7)Slovenia
   (14)

Poland(12)
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Belle II Computing Model

Raw Data Storage
and Processing

MC Production
and Ntuple 
Production

MC Production
(optional)

Ntuple
Analysis
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DIRAC @ Belle II

Belle II distributed computing system is based on DIRAC

● It provides many features that we would have to 
develop on our own otherwise, like
– Pilot jobs, web frontend, …

● Modular design allows to easily extend and adjust
the system for Belle II

➔ Integration of cloud resources (Amazon EC2)
➢ Already used for Belle MC production

➔ Integration of OSG middleware
➔ Management of job collections (project)
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Extension for Virtual Machines
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DIRAC for VM management
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DIRAC Test Phase I: Only Cloud

250 VMs with 8 cores

Data transfer
to grid sites

● 120M events (2.7 TB) 
produced in 10 days

● 0.46 USD / 10k events
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DIRAC Test Phase II: Cloud + Local

Cloud (60%)

● 170M events (3.6 TB) produced in 6 days
● Amazon Spot Instances → 0.20 USD / 10k events

Local (40%)
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DIRAC Test Phase III: Cloud + Grid + Local

Cloud 
(8 cores)

Local (8 cores)

Grid 
(1 core)



DIRAC Users Meeting 12.05.2011Thomas Kuhr Page 15

User Interface: gbasf2

● Same python 
steering file 
as for offline 
basf2 job,
but with 
additional 
parameters 
for the grid job
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Metadata Catalog (AMGA)

➢ Input data selected by query on file level
metadata attributes

➢ “Datasets” are named queries
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gbasf2 Control Flow
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Analysis Projects

➢ Analysis projects
provide high level
user interface

➔ Bookkeeping
of jobs
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People

➢ Tom Fifield (Melbourne)

➢ Yanliang Han, Wenjing Wu (Beijing)

➢ Miłosz Zdybał, Rafal Grzymkowski (Krakow)

➢ Sunil Ahn, Jung-Hyun Kim (KISTI)

➢ Martin Sevior (Melbourne)
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Experience with DIRAC

➢ “I find it's very convenient to manage the grid proxy 
and then submit jobs to the grid with Dirac.”

➢ “I think the biggest problem with Dirac is that there are 
no manuals to introduce the Dirac functions and classes, 
so it's difficult to do development (We have to understand 
the code).”

➢ Dirac team provided great support for Belle MC
production campaign

Wish list: 
● Automatized client installation on any linux system
● Output merging
● Data transfer tools
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Summary

➢ Belle II is developing a distributed computing system
➔ It is based on DIRAC

➔ DIRAC was already successfully used for Belle MC 
production on grid, cloud, and local clusters

➢ Extension for analysis projects:
Bookkeeping of jobs in job collections

➢ Interface to metadata catalog

➔ Looking forward to continue
good collaboration between

and
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