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Outline

•Why top quark? 

•The LHC is back: a top factory at work

•The ATLAS detector: a top observer 

•Measuring top quark production (and 
mass)

•Towards new physics with top quark
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Disclaimer: wide field, concentrate on selected topics

Most recent 
public results!
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Standard (model) successes

3

8 41. Plots of cross sections and related quantities

Annihilation Cross Section Near MZ

 

 

Figure 41.8: Combined data from the ALEPH, DELPHI, L3, and OPAL Collaborations for the cross section in e+e− annihilation into
hadronic final states as a function of the center-of-mass energy near the Z pole. The curves show the predictions of the Standard Model with
two, three, and four species of light neutrinos. The asymmetry of the curve is produced by initial-state radiation. Note that the error bars have
been increased by a factor ten for display purposes. References:

ALEPH: R. Barate et al., Eur. Phys. J. C14, 1 (2000).
DELPHI: P. Abreu et al., Eur. Phys. J. C16, 371 (2000).
L3: M. Acciarri et al., Eur. Phys. J. C16, 1 (2000).
OPAL: G. Abbiendi et al., Eur. Phys. J. C19, 587 (2001).
Combination: The ALEPH, DELPHI, L3, OPAL, SLD Collaborations, the LEP Electroweak Working Group,

and the SLD Electroweak and Heavy Flavor Groups, Phys. Rept. 427, 257 (2006) [arXiv:hep-ex/0509008].
(Courtesy of M. Grünewald and the LEP Electroweak Working Group, 2007)

Top quark  is found

a quick (biased) selection..

9. Quantum chromodynamics 25

The central value is determined as the weighted average of the individual measurements.
For the error an overall, a-priori unknown, correlation coefficient is introduced and
determined by requiring that the total χ2 of the combination equals the number of
degrees of freedom. The world average quoted in Ref. 172 is

αs(M2
Z) = 0.1184 ± 0.0007 ,

with an astonishing precision of 0.6%. It is worth noting that a cross check performed in
Ref. 172, consisting in excluding each of the single measurements from the combination,
resulted in variations of the central value well below the quoted uncertainty, and in a
maximal increase of the combined error up to 0.0012. Most notably, excluding the most
precise determination from lattice QCD gives only a marginally different average value.
Nevertheless, there remains an apparent and long-standing systematic difference between
the results from structure functions and other determinations of similar accuracy. This
is evidenced in Fig. 9.2 (left), where the various inputs to this combination, evolved to
the Z mass scale, are shown. Fig. 9.2 (right) provides strongest evidence for the correct
prediction by QCD of the scale dependence of the strong coupling.
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Figure 9.2: Left: Summary of measurements of αs(M2
Z), used as input for the

world average value; Right: Summary of measurements of αs as a function of the
respective energy scale Q. Both plots are taken from Ref. 172.
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Standard (model) questions

4

•What is the origin of mass?

•Why 3 generations 
with different 
quantum numbers ?

•What accounts for the energy balance of the universe?

•Why different 
forces (ranges, 
strengths)?

•How is gravity 
incorporated?

mailto:fracesco.spano@cern.ch
mailto:fracesco.spano@cern.ch


francesco.spano@cern.ch Top Quark with ATLAS @ LHC CPPM Seminar -11th April 2011

Standard (model) questions

5

•What is the origin of mass?

•Why 3 generations 
with different 
quantum numbers ?

•What accounts for the energy balance of the universe?

•Why different 
forces (ranges, 
strengths)?

Higgs, SuperSymmetry, New 
Strong forces..

Dark matter, Dark energy...

•How is gravity 
incorporated?

String theory..

Quantum gravity
Extra dimensions...

4th generation...?
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Why Top (quark)?

7

Most massive constituent of matter
MTop~ M Gold Atom

Decay and strong production rate 
are tests of standard model

 Various scenarios with direct/indirect 
coupling to new physics: 

from extra dimensions to new strong forces

Background to possible new 
physics (Higgs, SUSY)

                      

  Cargese 2010                                                                                                                                                      Fabio Maltoni
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MC samples where spin correlations are kept 
and the full matrix element pp>X>tt>6f is 
used.

New resonances
In many scenarios for EWSB new resonances show up, some of which preferably couple 
to 3rd generation quarks.

Given the large number of models, in this case is more efficient to adopt a “model 
independent” search and try to get as much information as possible on the quantum 
numbers and coupling of the resonance.
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* Vector resonance, in a color 
singlet or octet states.

*Widths and rates very 
different

* Interference effects with 
SM ttbar production not 
always negligible

* Direct information on 
!•Br and ".
 

Phase 1: discovery

A large effort has been devoted to search for new physics in tt resonances
-

Frederix-Maltoni’09
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 LHC  : a Top producer
counter-rotating high intensity proton bunches colliding at center of mass 

energy (Ecm) = 7 TeV in 27 Km tunnel 
eventually: ECM=14TeV  (7 TeV per beam, design value)

S. Redaelli, LHC jamboree, 17-12-2010

Introduction

3

Units for the luminosity: 
! Peak luminosity given in event rate per unit of area! cm-2s-1:! 2010 goal = 1032cm-2s-1

! Integral luminosity (prop. to number of collisions)! ! fb-1!      : ! 2011 goal = 1 fb-1

L ∝ N1N2nb

σ2

Key parameters: 
! Ni = bunch intensity

! nb = number of bunches

! σ  = colliding beam size

The rate of new particle!s production 

is proportional to the luminosity:

Collisions at the LHC: counter-rotating, high-
intensity bunches of protons or heavy ions.

Nominal LHC parameters (7 TeV): 2808 bunches of 1.1x1011 protons, 0.000016 m size.

S. Redaelli, LHC jamboree, 17-12-2010
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Introduction

3

Units for the luminosity: 
! Peak luminosity given in event rate per unit of area! cm-2s-1:! 2010 goal = 1032cm-2s-1

! Integral luminosity (prop. to number of collisions)! ! fb-1!      : ! 2011 goal = 1 fb-1

L ∝ N1N2nb

σ2

Key parameters: 
! Ni = bunch intensity

! nb = number of bunches

! σ  = colliding beam size

The rate of new particle!s production 

is proportional to the luminosity:

Collisions at the LHC: counter-rotating, high-
intensity bunches of protons or heavy ions.

Nominal LHC parameters (7 TeV): 2808 bunches of 1.1x1011 protons, 0.000016 m size.dNevents/dt = Luminosity * cross section 

bunches of 1011  protons  guided to 
collision by ~2000 superconducting 

magnets operating at 1.9 K 

Nevents(Δt)= ∫Ldt * cross section
Δt
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 LHC  : a Top producer

2011

22nd March: Break 2010 record
peak lumi ~2.5⋅1032 cm-2 s-1 

Plans: 
peak lumi:~0.5 to 1⋅1033cm-2 s-1

 ∫Ldt between 1 and 3 fb-1 •peak instantaneous 
luminosity:2.1⋅1032 

cm-2s-1

•delivered integrated 
luminosity~50 pb-1

 2010

Ad maiora..

design lumi 1034cm-2 s-1  
(30 times Tevatron pp collider )

Ecm=7 TeV

Ecm=7 TeV

-

2012: run , parameters  depend on 2011 perf.
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Top quark (pair) production @ ECM =  7 TeV LHC

proton-proton collisions

10

total cross section =165+11-11 pb

~30% ~70%

top is also singly produced, but focus on dominant pair production

qq annihilation gluon fusion

@ 14 TeV : qq~10%, gg ~90% 

Aliev et al 2011
Beneke et al 2010

Langefeld Moch Uwer 2009
Moch,Uwer 2008
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846 A. Quadt: Top quark physics at hadron colliders

into the PDF fits in a more systematic fashion is under-
scored. On the same footing, the impact of higher order
corrections, as well as the treatment of higher twist ef-
fects in the fitting of low-Q2 data, may need some more
study before a final tabulation of the PDF uncertainties
can be achieved [120]. The PDF uncertainty on the top
quark pair production cross section is mostly driven by the
poorly known gluon density, whose luminosity in the rel-
evant kinematic range for the TEVATRON varies by up
to a factor of 2 within the 1σ PDF range. For the LHC
cross section calculations, dominated by the gluon–gluon
fusion, this uncertainty is even larger. In recent years,
with increasing precision of the measurements of the deep-
inelastic scattering cross sections at HERA [121–124], ex-
perimental and theoretical groups have focused on the
proper evaluation and propagation of uncertainties on the
parton distribution functions, starting with [125] and fol-
lowed by [120, 121, 126–135]. While the overall top pair
production rate at the TEVATRON has a large relative un-
certainty of approximately 15% (Fig. 16, right shows the
total uncertainty of the tt̄ production cross section calcu-
lations with gluon resummation [114, 116], including scale,
kinematics and PDF uncertainties, as a function of the top
quark mass), it is important to point out that the ratio of
cross sections at

√
s= 1.96 TeV and

√
s = 1.8 TeV is very

stable.
Table 3 summarises the tt̄ production cross section cal-

culation for Run I and Run II at the TEVATRON and
for the LHC. Reference [113] only considers uncertainties
from scale variations, resulting in a≈ 10% uncertainty. An-
other ≈ 6% come from PDFs and αs. Reference [116] only
considers uncertainties from scale variations, resulting in
a ≈ 4% uncertainty. Another ≈ 5% come from PDFs. Ref-
erence [114] considers uncertainties from scale variations,
PDFs and αs. At the TEVATRON, for every 1 GeV/c2 in-
crease in the top quarkmass over the interval 170<mtop <
190GeV/c2, the tt̄ cross section decreases by 0.2 pb. The
hard scattering cross sections for several processes, includ-
ing tt̄ production, are shown in Fig. 17 as a function of the
centre-of-mass energy, covering the energy range for the
TEVATRON and the LHC. In addition to having similar
event topology to the Standard Model Higgs production,
tt̄ production also has a similar cross section, many orders
of magnitude lower than the W - or Z-production or the
inclusive QCD b-production.

Table 3. Cross section, at next-to-leading order in QCD including gluon resumma-
tion corrections, for tt̄ production via the strong interaction at the TEVATRON and
the LHC for mt = 175 GeV/c

2. Details on the meaning of the quoted uncertainties are
given in the text and in references [114, 116]. For the

√
s = 1.96 TeV result of refer-

ence [116], the quoted error includes the uncertainty from the PDFs according to [119]

σNLO (pb) qq̄→ tt̄ gg→ tt̄

TEVATRON(
√
s= 1.8 TeV, pp̄) 5.19±13% [114] 90% 10%

5.24± 6% [116] 90% 10%
TEVATRON(

√
s= 1.96 TeV, pp̄) 6.70±13% [114] 85% 15%

6.77± 9% [116] 85% 15%
LHC (

√
s= 14 TeV, pp) 833±15% [113] 10% 90%

Fig. 17. QCD predictions for hard scattering cross sections at
the TEVATRON and the LHC [141]. σt stands for the tt̄ pro-
duction cross section. The steps in the curves at

√
s = 4TeV

mark the transition from pp̄ scattering at the TEVATRON to
pp scattering at the LHC

An accurate calculation of the cross section for top
quark pair production is a necessary ingredient for the
measurement of |Vtb| since tt̄ production is an import-
ant background for the electroweak single-top production.
More importantly, this cross section is sensitive to new
physics in top quark production and/or decay. A new
source of top quarks (such as gluino production, followed
by the decay g̃→ t̃t) would appear as an enhancement

Top @ LHC: in the context

11

LHC14 tt cross section 

Rate at L=
1033cm-2 s-1√s(TeV) xsec (pb)

1.96 (pp)
7 (pp)
14 (pp)

~7
~165
~900

0.2Hz

0.9Hz

LHC7

for ∫Ldt =1 fb-1 @ 7TeV, expect 16·104 events 

Tevatron (lower energy collider): ∫Ldt =9.4 
fb-1 on tape, expect ~ 6.6·104 events
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Top signatures

t
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1.6%
4.9%

13.5%

45.7%

4.7%

29.6%

(e,mu)+jets
Tau to (e,mu)+jets
Fully hadronic
Had tau
Di-lepton (e,mu)
Di-lepton (tau)

•High PT jets
•b-jets
•1 to 2 high PT leptons
•Missing energy

~32.4%
~67.6%
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size 
matters

p
θ

EM Calorimeters

Hadronic Calorimeters

Inner detector

3 trigger levels 
for event 
selection

Muon spectrometer
44m

25
m

η = pseudorapidity =-ln (tan(θ/2))

ϕ

p

!"#

The ATLAS Detector!
$%&'(#)*+*(+,-#.*(/0,1,23#

 ATLAS : a Top observer
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 ATLAS : a Top observer.....

14

Jet
Muon

electron

Missing
Energy

Muon

Top event selection

tt̄ → e+jets event display

15 / 22

Top-quark pair cross-section measurement in the lepton+jets channel at ATLAS

Top events are 
real 

commissioning 
tool: full 

detector at 
play
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...with excellent data taking performance

15

ATLAS Emily Nurse 

Excellent detector performance! 

5 

% of good quality data 

Data sample for first top paper~3 pb-1

For top analyses 
using 35 pb-1

Luminosity uncertainty ~ 3.4% 

expect ~5700 tt events

2010

Already collected ~ 
O(20) pb-1

2011

-
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Ingredients I : leptons

•Muons 
‣ combined fitted track 
‣ isolated
‣ central |ηtrack|<2.5, pT>20 GeV
‣ suppress heavy flavour decays: 

no muon within DR< 0.4  of a jet

16

•Electrons
‣ tight definition using shower 

shape variables, track quality, 
track-cluster matching, E/p, 
transition radiation
‣ isolated
‣ central*: |ηcluster|<2.4, pT>20 GeV
‣  remove  close-by duplicate jets

scale factors to correct small data/MC mismatch 

*  |ηcluster|∉ [1.37,1,52]
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Figure 6: Transverse mass of candidate W+ (left) and W− (right) events. The simulation is normalised
to the data.
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ATLAS-CONF-2011-041

Preliminary ATLAS
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ATLAS-CONF-2011-041
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Ingredient: jets
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•set of colour-less particles “remembering” momentum/colour flow from 
parton interaction

!"#

The ATLAS Detector!
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“hard stuff 
clusters with 

nearest 
neighbour”

Cluster 
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exp_noisecell) 
energy deposits 
in calorimeters

Topological Cluster Example

� look at di-jet MC sample including electronics noise with activity in the

forward region

� plots show |Ecell| on a color coded log-scale in MeV in the first (EM) FCal

sampling for one event
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� 2σ cut is removing cells from the signal region

� 4σ cut shows seeds for the cluster maker

� after clustering all cells in the signal regions are kept

� cluster splitter finds hot spots

S. Menke, MPP München � Topo Clusters and Local Had. Calib. � 4
th

US-ATLAS Hadronic Final State Forum, 25. Aug 2010, SLAC 11

Simulated QCD di-jet
MeV
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(Cacciari,Salam,
Soyez,2008)
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Ingredients II : jets (in the making)
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ATLAS test beam 2004

Extensive validation of simulation in test-
beam data →good collision data description

Linearity within ~2%
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Figure 3: 〈E/p〉 after background subtraction as a function of the track momentum in different |η| bins.
The black dots represent the collision data, while the green rectangles represent the MC prediction. The
lower part of the figures shows the ratio between the MC simulation prediction and collisions data. The
gray band indicates the size of the systematic error between data and MC. The dotted lines are placed at
±5% of unity.

The green shaded area corresponds to the MC simulation prediction and the black points are the collision
data. The width of the shaded band represents the MC statistical uncertainty. The lower part of the figure
represents the ratio between MC simulation and data. The maximum momentum that can be probed with
the available statistics is approximately 20 GeV. The same conclusions drawn in Ref. [16] hold: the
agreement between data and MC simulation is within 2% for particles with momentum up to 10 GeV
and it is around 5% for momentum in 10–20 GeV range.

When comparing data with Monte Carlo, systematic uncertainties have to be taken into account and
are indicated on the lower part of Figure 3 as a gray band. They are completely correlated between
all pseudorapidity and momentum bins in the E/p measurement. These uncertainties were discussed in
detail in References [12] and [16]:

• Track selection: The dependence of 〈E/p〉 on the tracking selection cuts in Section 3.1 gives a
0.5% uncertainty [16].

• Track momentum scale: The uncertainty on the momentum scale p as measured by the inner
detector is negligibly small for p < 5 GeV [23]. For p > 5 GeV a conservative 1% uncertainty has
been assumed on the momentum scale.

• Background subtraction: The comparison of 〈E/p〉 to the
√

s = 900 GeV measurement [16] gives

6

single pion response for known 
beam energy

single isolated charged hadron 
response vs track momentum

ATLAS colllisions 2010

Data/MC within 2% for p<10 GeV

ATLAS-CONF-2011-028

the measured distributions in a region 72s’s around the mean
value.3 The fit functions are superimposed to the data distributions
of Figs. 3 and 4. The results are reported in Tables 2 and 3.

5.2. Measurements of the energy response ratios and of the
fractional resolutions

The measurements of the energy response ratios,
REComb ¼ EComb=Ebeam and RETileCal ¼ ETileCal=Ebeam, are reported in
Tables 4 and 5, respectively. The quantity Ebeam is the beam

energy determined using beam line magnet measurements [8].
The differences between Ebeam and Enom were measured to be
smaller than 1%. The effects of the ID material in front of LAr were
estimated using few runs at Z¼ 0:45 with ID detectors
operational. A correction of +1% was applied to the values of
the energy response ratios. The values of energy response ratios
are ffi65% ðffi75%Þ at 20GeV and ffi78% ðffi86%Þ at 350GeV.

In the tables statistical and the systematic uncertainties were
combined in quadrature. Three sources of systematic uncertainty
were considered:

(i) the uncertainty on the LAr ðDLAr
scaleÞ and TileCal ðDTileCal
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Fig. 5. Energy response ratios, REComb
, measured (open circles) and predicted by Monte Carlo simulation (full points) as a function of beam energy for different Zbeam values:

(a) 0.20, (b) 0.25, (c) 0.35, (d) 0.45, (e) 0.55, and (f) 0.65. In the bottom of the histograms are shown the fractional differences DComb
E defined in Eq. (9). The dashed horizontal

lines indicate the 72% region. The uncertainty includes statistical and systematic effects combined in quadrature.

3 An iterative procedure has been applied in order to get stable values of the
parameters.

E. Abat et al. / Nuclear Instruments and Methods in Physics Research A 621 (2010) 134–150142

ηpion =0.55

NIMA 621 (2010) 134
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Ingredients II : jets  (scale)

•Calibrate jet energy scale with 
(η,pT) dependent weight from 
simulated “true” jet 
kinematics

•Scale uncertainty: range 
between 2% to 8% in pT  and η

•Contributions from 
‣ Physics models for generation 

and hadronization
‣ Calorimeter response: collision 

single particle data, test beam
‣ Detector simulation

•Validation in control samples
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Figure 12: Jet energy scale uncertainty as a function of p
jet
T in 0 ≤ |η | < 1.2. This plot shows the data

to Monte Carlo simulation ratios for several in-situ techniques that test the jet energy scale exploiting

photon jet balance (direct balance or using the missing transverse momentum projection technique), the

balance of a leading jet with a recoil system of two or more jets at lower transverse momentum (multi-

jets) or using the momentum measurement of tracks in jets.

the estimate in Ref. [12]. The jet energy scale calibration and the reduction in its uncertainty are validated594

by the comparison of calibrated jets in data and Monte Carlo simulation using in-situ techniques (tracks595

in jets, multi-jet balance, direct photon-jet balance, MPF method) up to jet transverse momenta of 1 TeV.596

The jet energy scale uncertainty is found to be similar for jets reconstructed with both the jet distance597

parameters studied: R = 0.4 and R= 0.6. In the central region (|η |< 0.8) the uncertainty is lower than598

4.6% for all jets with pT > 20 GeV, while for jet transverse momenta between 60 and 800 GeV the599

uncertainty is below 2.5%.600

In the endcap and forward region the relative intercalibration uncertainty dominates. The JES uncer-601

tainty amounts to a total of about 14% for the most forward pseudorapidities up to η = 4.5.602

The jet energy scale uncertainty is estimated for isolated jets, and similar results have been obtained603

using inclusive QCD jets. An additional correction due to the presence of close-by jets needs to be604

applied and an uncertainty of 1-3% added to the current estimate as a function of the distance to the605

nearest reconstructed jet.606

The JES uncertainty due to proton-proton collisions occurring in addition to the event of interest607

(pile-up) after a dedicated correction is applied is estimated separately as a function of the number of608

primary vertices. In the case of two primary vertices per event, the uncertainty due to pile-up for jets609

with pT = 20 GeV and pseudorapidity 0.3≤ |η |< 0.8 is about 1% while it amounts to about 2% for jets610

with pseudorapidity 2.1≤ |η |< 2.8. For jets with transverse momentum above 200 GeV, the uncertainty611

due to pile-up is negligible (< 1%) for jets in the full pseudorapidity range (|η |< 4.5).612
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Appendix A: additional jet energy scale uncertainty plots for comparison613

with ICHEP JES uncertainty614

This section contains the JES uncertainty summary plots of section 8 for the central and endcap η regions615

with the same axis range as Ref. [11] and Ref. [12].616
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Figure 13: Fractional jet energy scale systematic uncertainty as a function of p
jet
T for jets in the pseudo-

rapidity region 0.3≤ |η |< 0.8 in the calorimeter barrel. The total uncertainty is shown as the solid light

blue area. The individual sources are also shown, with statistical uncertainties if applicable.
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Figure 14: Fractional jet energy scale systematic uncertainty as a function of p
jet
T for jets in the pseu-

dorapidity region 2.1 ≤ |η | < 2.8. The JES uncertainty in the endcap region is extrapolated from the

barrel uncertainty, with the contribution from the η intercalibration between central and endcap jets in

data and Monte Carlo added in quadrature. The total uncertainty is shown as the solid light blue area.

The individual sources are also shown, with statistical uncertainties if applicable.
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•Negative vector sum of 
‣ energy in calorimeter cells, 

projected in transverse plane 
associated with high pt 
object 
‣muon momentum
‣dead material loss

projected in transverse plane

• Cells are calibrated according 
to association to high pT object 
(electron, photon,tau, jet, muon)

• Remove overlapping calo cells 
involving jets and electrons
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Ingredients III: missing transverse energy (ETmiss)

The figures shown in the following are done with the refined calibration where the Local Hadronic
calibration (LCW) is used for all calorimeter cells not associated to identified electrons or photons or not
crossed by a muon, so in minimum bias events the refined EmissT is very similar to the calorimeter EmissT
calibrated with the LCW.

The distributions for the refined calibrated EmissT is shown in Figure 10. It is similar to the one for the
LCW EmissT shown in Figure 3 (left), but it has slightly larger tails which are due to the addition of the
muon term (see below).

The contributions to EmissT given by the two dominant terms, Emiss,jetsT and Emiss,CellOutT are shown in
Figure 11. The Monte Carlo simulation expectations are superimposed and have been normalized to the
number of events in the data. Reasonable agreement is found between data and simulation for both terms.
Small differences in the shape and normalization still need further investigation. The Emiss,jetsT term is
only non-zero for a small percentage of events, about 4% (5%) in data (MC) respectively. Its contribu-
tion tends to be small because jets are in most cases accompanied by a partner jet that compensates its
transverse momentum.

Figure 12 shows that the contribution from reconstructed electrons with pT> 10 GeV, selected asking
for a ”medium” identification [17], and muons is small, as expected. In the Emiss,µT there are few events in
the tail due to fake muons, which could be suppressed applying more severe selection cuts for muons used
in the EmissT muon term calculation. The contributions from photons, ! and from the cryostat correction
are very small and not shown here.
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Figure 10: Distribution of EmissT as measured in a data sample of 15.2 million selected minimum bias
events (dots) at 7 TeV center-of-mass energy, recorded in April 2010. In the calculation only topocluster
cells are used, with energies calibrated with the Refined calibration. The expectation from Monte Carlo
simulation is superimposed (histogram) and normalized to the number of events in data.

7.2.1 The refined EmissT resolution

The EmissT resolution for the refined calibration including the best muon and electron reconstruction is
very similar to the one shown before for the LCW only cell calibrations, because the dominant contribu-
tions come from Emiss,CellOutT and Emiss,jetsT , which are presently not refined further. Insignificantly small
additional tails introduced by the muons have no effect on the resolution measurement.

7.2.2 The refined EmissT for the first physics analyses

The improvement in the EmissT reconstruction performance using the GCW or the LCW calibrations has
been demonstrated, and it is especially important for events containing jets. The LCW calibration shows
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ATLAS-CONF-2010-057
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Figure 8: Emissx and Emissy resolution as a function of the total transverse energy (!ET) for minimum
bias events. The line represents a fit to the resolution obtained in the Monte Carlo simulation and the full
dots represent the results from data taken at

√
s= 7 TeV. Emissx , Emissy , !ET are computed with topological

cluster cells calibrated with LCW.
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Figure 9: Emissx and Emissy resolution as a function of the total transverse energy (!ET) for minimum bias
and L1Calo events for data taken at

√
s= 7 TeV. Emissx , Emissy and !ET are computed with topocluster

cells at the electromagnetic scale (left) and calibrated with LCW (right).
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Ingredients IV : enter b-jets

21

• track impact parameter resolution d0/
σd0 → different probability for jet 
origin for b-jets 
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mismatch in the observed number of reconstructed primary vertices between data and MC.54

3 Object Selection55

The reconstruction of tt̄ events makes use of electrons, muons, jets, and of missing transverse energy,56

which is an indicator of undetected neutrinos. The same object definition used for the previous tt̄ cross-57

section measurement is used in this analysis, except for a tighter electron selection and more stringent58

inner detector track quality requirements for the muons. Electron candidates are defined as electro-59

magnetic clusters consistent with the energy deposition of an electron in the calorimeters and with an60

associated well-measured track. They are required to satisfy pT > 20 GeV and |ηcluster| < 2.47, where61

ηcluster is the pseudorapidity of the calorimeter cluster associated with the candidate. Candidates in the62

calorimeter transition region at 1.37 < |ηcluster| < 1.52 are excluded. Also, in order to suppress the back-63

ground from photon conversions, the track must have an associated hit in the innermost pixel layer, except64

when the track passes through one of the 2% of pixel modules known to be dead. Muon candidates are65

reconstructed from track segments in the different layers of the muon chambers. These segments are66

combined starting from the outermost layer, with a procedure that takes material effects into account,67

and matched with tracks found in the inner detector. The final candidates are refitted using the complete68

track information from both detector systems, and required to satisfy pT > 20 GeV and |η| < 2.5.69

To reduce background from leptons from the decays of hadrons and from heavy flavour decays in-70

side jets, the leptons in each event are required to be “isolated”. For electrons the ET deposited in the71

calorimeter towers in a cone2 of size ∆R = 0.2 around the electron position is corrected to take into72

account the leakage of the electron energy. The remaining ET is required to be less than 4 GeV. For73

muons, the corresponding calorimeter isolation energy in a cone of ∆R = 0.3 is required to be less than74

4 GeV, and the analogous sum of track transverse momenta in a cone of ∆R = 0.3 is also required to be75

less than 4 GeV. Additionally, muons are required to have a distance ∆R greater than 0.4 from any jet76

with pT > 20 GeV, further suppressing muons from heavy flavour decays inside jets.77

Jets are reconstructed with the anti-kt algorithm [7] (∆R = 0.4) from topological clusters [8] of energy78

deposits in the calorimeters, calibrated at the electromagnetic scale appropriate for the energy deposited79

by electrons or photons. These jets are calibrated to the hadronic energy scale, using a correction factor80

which depends upon pT and η obtained from simulation. If the closest object to an electron candidate is81

a jet with a separation ∆R < 0.2 the jet is removed to avoid double-counting of electrons as jets.82

Jets stemming from the hadronisation of b-quarks are identified using two complementary tagging83

algorithms that take advantage of the long lifetime of b-hadrons (about 1.5 ps). The first algorithm, called84

JetProb [9] and used for the baseline analysis reported here, relies on the transverse impact parameter d085

of the tracks in the jet: this is the distance of closest approach in the transverse plane of a track to the86

primary vertex. It is signed with respect to the jet direction: the sign is positive if the track crosses the jet87

axis in front of the primary vertex, negative otherwise. The signed impact parameter significance d0/σd088

of each selected track is compared to a resolution function for prompt tracks to measure the probability89

that the track originates from the primary vertex. The individual track probabilities are then combined90

into a probability that the jet originates from the primary vertex. Different resolution functions are used91

for experimental data and for simulated data, to account for small residual discrepancies. This algorithm92

can reach very high tagging efficiency, though at a cost of a modest rejection of light jets: in simulated93

tt̄ events for a 70% b-tagging efficiency about 5% of the light jets are wrongly tagged. The second94

algorithm, called SV0 [10], attempts to reconstruct the inclusive vertex formed by the decay products of95

the bottom hadron and possibly subsequent charm hadron decay products. The discriminating variable96

for SV0 is the decay length significance L3D/σL3D measured in 3D and signed with respect to the jet97

2∆R =
√

(∆η)2 + (∆ϕ)2

•Fit fraction of b-jets in sample with 
muons in jets, count how many are 
b-tagged

•Mis-tag rate: from secondary vertex 
properties (invariant mass of tracks, rate 
of negative decay length significance )

•B-hadrons have long lifetime ~observable flight (few mm)

Tagging 

Performance in data 

pT dependent scale factors to correct MC
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Figure 10: Distribution of the probability Pjet for
a jet to be compatible with a light jet, for real
data (solid black points) and for simulation (his-
tograms).
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Figure 11: Same result as Fig. 10 but shown as a
function of− log10(Pjet) for real data (solid black
points) and for simulation (histograms).

compatible with what is observed for the simulation, once the expected flavour composition taken from
Monte Carlo is folded in: the efficiency to reconstruct these two-track vertices seems therefore roughly
similar in experimental data and in simulation. The data and simulation plots are in good agreement, and
the light-jet simulated component is flat as expected. Heavy-flavoured particles, but also other long-lived
particles, would appear in the regions of low-Ptrk (and low-Pjet) values.

The probabilityPjet for a jet to be a light-jet, resulting from combining all selected tracks in a jet (cf.
Eq. 2), is shown in Fig. 10. The same result, but shown as the distribution of − log10(Pjet) is visible in
Fig. 11. The simulation describe relatively well the experimental data. The expected features related to
the jet flavour are visible on the simulated curves: the distribution of Pjet for the prompt jet component
is flat (in Fig. 10), and the heavy flavour component is localized at low values ofPjet.

The good agreement of the Monte Carlo simulation with the data for the Pjet distribution implies
that a cut on this variable leads to a very similar fraction of tagged jets in the experimental and in the
simulation. In the experimental data, 151 281 jets withPjet < 0.05 have been found while 148 272 were
expected from simulation, after normalizing the total number of taggable jets in Monte Carlo to the total
number of taggable jets in data, in which this Pjet cut selects 60% of the selected b-jets and 24% of the
c-jets.

6 The TrackCounting Tagging Algorithm

The TrackCounting b-tagging algorithm relies on a simple requirement of at least two good quality tracks
with a signed transverse impact parameter significance Sd0 exceeding a given threshold. The tracks have
to pass the b-tagging quality cuts described in Section 4.2. One advantage of this tagging algorithm is
that no calibration functions are needed to construct the discriminating variables.
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Selecting top pairs - single lepton 
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•Trigger on high pT single 
lepton 

•Good collision and good 
quality for jets

•only one high pT central lepton 
matching the trigger object

•high  ET
miss > 20 (35) GeV for e (μ) 

channel

•Large transverse leptonic W 
mass* > 25 GeV( 60GeV - ETmiss) for 
e (μ) channel

•≥ 1 central high pT jet  
pT> 25 GeV

ee μμ
3jets ≥4jets 3jets ≥4jets

tt 116 193 161 273

QCD 62 21 121 50

W+jets 580 181 1100 320

Z+jets 32 18 69 25

Single t 22 11 32 15

WW,WZ,ZZ 9 3 16 4

Total Exp 830 431 1500 680

Data 781 400 1356 653

t

νν

l+

W 
+

b

tW 
–

b

q

q'

∫Ldt =35 pb-1

ATLAS-CONF-2011-035

series of requirements on the reconstructed objects defined in Sec. 3, designed to select events with the
above topology. For each lepton flavour, the following event selections are first applied:

• the appropriate single-electron or single-muon trigger has fired;

• the event contains one and only one reconstructed lepton (electron or muon) with pT > 20 GeV,
matching the corresponding high-level trigger object;

• in the muon channel, EmissT > 20 GeV and EmissT +mT (W) > 60 GeV is required
2. The cut on EmissT

rejects a significant fraction of the QCD multi-jet background. Further rejection can be achieved
by applying a cut in the (EmissT , mT (W)) plane; true W → !ν decays with large E

miss
T also have

large mT (W), while mis-measured jets in QCD multi-jet events may result in large E
miss
T but small

mT (W). The requirement on the sum of E
miss
T and mT (W) discriminates between these two cases;

• in the electron channel more stringent cuts on EmissT and mT (W) are required because of the more
important QCD multi-jet background, i.e. EmissT > 35 GeV and mT (W) > 25 GeV;

• finally, the event is required to have ≥ 1 jet with pT > 25 GeV and |η| < 2.5. The requirement on
the pT and the pseudorapidity of the jets is a compromise between the efficiency of the tt̄ event
selection, and the rejection of W+jets and QCD multi-jet background.

Events are then classified by the number of jets with pT > 25 GeV and |η| < 2.5, being either 1, 2, 3 or at
least 4. The number of events observed in data and predicted by simulation or by data-driven estimates
(for QCD multi-jet as discussed in Sec. 4.1) are given in Table 1. The uncertainty on the number of
expected events comes from the data-driven method, in the case of the QCD background, or from the
theory predictions in the cases of the other processes. The number of observed and expected events are in
good agreement for each jet bin and lepton flavor. The distribution of mT (W) in the 2-jet control region
is shown in Fig. 1. A good agreement between data and predictions is observed in this region which is
dominated by the W+jets background. The distribution of the reconstructed hadronic top quark mass,
defined as the invariant mass of the three jets with the highest vector sum pT [6], is shown in Fig. 2 for
events with ≥4-jets. These events contain a significant fraction of tt̄ events and again a good agreement
between data and MC predictions is observed.
The estimated products of acceptance and branching fraction for tt̄ events, measured from Monte

Carlo samples, are 3.5% and 5.8% in the electron channel for events with exactly 3-jets and ≥4-jets,
respectively, and 5.1% and 8.6% in the muon channel for events with exactly 3-jets and ≥4-jets, respec-
tively.

4 QCD Data Driven Background Estimation

4.1 QCD background estimate in the µ+jets channel

In the µ+jets channel, the background to “real” (prompt) muons coming from non-prompt muons in QCD
multi-jet events is predominantly due to heavy flavor jets containing hadrons decaying semileptonically.
As all other processes in this channel (tt̄, W+jets, Z+jets and single-top) feature a prompt muon from a
W or Z boson decay, it is sufficient to estimate the number of events with a non-prompt muon to quantify
the QCD multi-jet background.
The number of events in the sample with a non-prompt muon can be extracted from the data by con-

sidering the event count in the signal region with two sets of muon identification criteria. The “standard”

2Here mT (W) is theW-boson transverse mass, defined as
√

2p!T p
ν
T (1 − cos(φ! − φν)) where the measured missing ET vector

provides the neutrino information.
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Background estimates: QCD multi-jet -single lep with btag

• “Fake” leptons:  mis-id 
jets,γ→e+e-, non-prompt 
leptons (b/c-decays)
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μ channel: matrix method

e channel: template method

• Derive QCD template←control region (electron 
fails one/more selection criteria)

• Normalize by fitting low ETmiss shape (QCD 
template + MC samples) to data→extrapolate to 
standard region

• Derive probability of real and fake μ to be 
isolated ←control region (low ETmiss ,MTW and Z→μ+μ-)

• Combine with measured N(isolated μ) and N(non-
iso μ) events → find isolated fake muons   

• Do it in bins of any variable to get standard estimate
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Figure 1: Transverse mass of theW boson in events with exactly two jets for (a) the electron channel, (b)
the muon channel. The QCD multi-jet background is obtained from the data-driven methods described
in the text whilst all the other backgrounds and tt̄ are obtained from MC simulation. The uncertainty on
the MC and data-driven predictions are shown.
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Figure 1: Transverse mass of theW boson in events with exactly two jets for (a) the electron channel, (b)
the muon channel. The QCD multi-jet background is obtained from the data-driven methods described
in the text whilst all the other backgrounds and tt̄ are obtained from MC simulation. The uncertainty on
the MC and data-driven predictions are shown.
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 Backgrounds estimates - single lepton with b-tagging
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• simulated shape
• data-driven 

normalization  for 
high jet multiplicity 
bins (>=3) 
←extrapolate content 
of 1 and 2 jet bins 
before tagging
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Figure 5: Distribution of the number of tagged jets in events passing the selection in the electron channel (left) and
the muon channel (right). The data are shown by the solid points, compared to the sum of all expected contributions,
taken from simulations (tt̄ signal, single top,W and Z+jets) or estimated using a data-driven technique (QCDmulti-
jet). The hatched area shows the uncertainty on the total expectation due to the uncertainties on the background
estimates.

7.1 Cross-section from counting

The simplest approach to a measurement of the tt̄ cross-section consists of estimating the yield of signal

events (Nsig) in the tagged 4-jet sample, which is calculated by subtracting the estimated background

(Nbkg) from the observed event yield (Nobs). The tt̄ cross-section is extracted using the formula:

σ(tt̄) =
Nsig

∫

L dt × ε
=
Nobs − Nbkg
∫

L dt × ε

where
∫

L dt is the integrated luminosity and ε is the product of the signal acceptance, efficiency and

branching ratio, estimated from simulation. For the QCD multi-jet background, the data-driven tech-

niques already mentioned are used. The estimation of the W+jet background is based on theW/Z ratio as

described in [11]. The per-event b-tagging probability is subsequently folded in as explained in [1]. For

the expected background coming from Z+jets and single top production, simulation estimates are used.

Table 3 lists the estimated signal and background contributions used in this calculation. The W+jets

background is reduced by an order of magnitude with respect to the analysis without b-tagging [11].

Table 3: Estimated yield of signal and background events in the b-tagged 4-jet inclusive sample for electrons
and muons. The uncertainty on the background estimates includes all sources of uncertainties. The uncertainty
on the estimated number of signal events include both the background uncertainty and the statistical uncertainty
on the number of observed events. The tt̄ estimate shown is the difference between the observed count and the
background estimate.

e+jets µ+jets

Data Observed 156 246

W+jets estimate 12 ± 5 40 ± 14
Total background estimate 29 ± 11 64 ± 15
tt̄ estimate 127 ± 17 182 ± 22
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Figure 5: Distribution of the number of tagged jets in events passing the selection in the electron channel (left) and
the muon channel (right). The data are shown by the solid points, compared to the sum of all expected contributions,
taken from simulations (tt̄ signal, single top,W and Z+jets) or estimated using a data-driven technique (QCDmulti-
jet). The hatched area shows the uncertainty on the total expectation due to the uncertainties on the background
estimates.

7.1 Cross-section from counting

The simplest approach to a measurement of the tt̄ cross-section consists of estimating the yield of signal

events (Nsig) in the tagged 4-jet sample, which is calculated by subtracting the estimated background

(Nbkg) from the observed event yield (Nobs). The tt̄ cross-section is extracted using the formula:

σ(tt̄) =
Nsig

∫

L dt × ε
=
Nobs − Nbkg
∫

L dt × ε

where
∫

L dt is the integrated luminosity and ε is the product of the signal acceptance, efficiency and

branching ratio, estimated from simulation. For the QCD multi-jet background, the data-driven tech-

niques already mentioned are used. The estimation of the W+jet background is based on theW/Z ratio as

described in [11]. The per-event b-tagging probability is subsequently folded in as explained in [1]. For

the expected background coming from Z+jets and single top production, simulation estimates are used.

Table 3 lists the estimated signal and background contributions used in this calculation. The W+jets

background is reduced by an order of magnitude with respect to the analysis without b-tagging [11].

Table 3: Estimated yield of signal and background events in the b-tagged 4-jet inclusive sample for electrons
and muons. The uncertainty on the background estimates includes all sources of uncertainties. The uncertainty
on the estimated number of signal events include both the background uncertainty and the statistical uncertainty
on the number of observed events. The tt̄ estimate shown is the difference between the observed count and the
background estimate.

e+jets µ+jets

Data Observed 156 246

W+jets estimate 12 ± 5 40 ± 14
Total background estimate 29 ± 11 64 ± 15
tt̄ estimate 127 ± 17 182 ± 22
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•Di-bosons 
(WW,WZ,ZZ)

Simulated
+

rate set to  
SM 

prediction

ATLAS-CONF-2011-035

•W+jets

mailto:fracesco.spano@cern.ch
mailto:fracesco.spano@cern.ch


francesco.spano@cern.ch Top Quark with ATLAS @ LHC CPPM Seminar -11th April 2011

Cross section - single lepton with b-tagging

•Build discriminant from
‣ lepton η,  aplanarity (top is 

more spherical)
‣ HT,3p ratio of transverse to 

longitudinal activity ←top is 
more transverse 
‣ average of two largest jet 

b-tagging probability←top 
has more b-jets

•Extract σtt from likelihood 
fit of discriminant to data 
in 3,4 and 5 jet bins

•  Systematic uncertainties 
part of fit as Gaussian 
nuisance parameters 
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Figure 2: Distribution of the electron pseudorapidity (top row) and aplanarity (second row) in the electron channel,
and of jet probability (third row) and HT,3p (bottom row) in the muon channel for the 4-jet sample (a) and ≥5-jet
sample (b). Data are superimposed on the Standard Model expectation normalized according to the result of the
fit. Kolmogorov-Smirnov (KS) tests between the data and the predictions are shown.
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Figure 2: Distribution of the electron pseudorapidity (top row) and aplanarity (second row) in the electron channel,
and of jet probability (third row) and HT,3p (bottom row) in the muon channel for the 4-jet sample (a) and ≥5-jet
sample (b). Data are superimposed on the Standard Model expectation normalized according to the result of the
fit. Kolmogorov-Smirnov (KS) tests between the data and the predictions are shown.
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Systematic uncertainties : single lepton  with b-tagging

•b-tagging efficiency jet 
properties (scale, 
multiplicity)  and heavy 
flavour  contents are 
the dominant 
contributors

•Background related  
and PDF uncertainty 
relative importance is 
reduced w.r.t to no b-
tagging
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within their respective uncertainties, conservatively assuming that they are uncorrelated. The magnitudes256

of these four variations are used as nuisance parameters in the final fit.257

The influence of the most important parameters on the cross-section has been studied with ensemble258

tests of 1,000 pseudo-experiments (PE). In these PE the nominal normalisations are used, and random259

variations of all nuisance parameters within their ±1σ ranges are applied. When all systematic uncertain-260

ties are included, the expected uncertainty, including template statistics, amounts to 11.5%. When the261

fit is repeated without any nuisance parameters, the uncertainty is reduced to 5.2%, which corresponds262

to the statistical uncertainty. Subtracting this number from the full uncertainty results in an expected263

systematic uncertainty of 10.3%. Table 2 shows the complete set of measured systematic uncertainties.264

Table A.1 in the appendix shows the fitted nuisance parameters.265

Statistical Error (%) +5.3 -5.2

Object selection (%)

Jet energy scale +3.8 -2.8
Jet reconstruction efficiency +4.2 -4.2
Jet energy resolution +0.8 -0.2
Electron scale factor +1.2 -0.8
Muon scale factor +0.5 -0.6
Electron smearing +0.3 -0.2
Muon smearing +0.6 -0.4

Background modeling (%)

Wjets HF content +7.2 -6.3
Wjets shape +1.5 -1.5
QCD shape +1.0 -1.0

tt̄ signal modeling (%)

ISR/FSR +4.0 -4.0
NLO generator +0.5 -0.7
Hadronisation +0.0 -0.6
PDF +1.7 -1.7

Others (%)

b-tagging calibration +7.5 -6.3
Simulation of pile-up +1.5 -0.6
Templates statistics +1.6 -1.5

Total Systematic (%) +11.5 -10.5

Table 2: Results of the profile likelihood fit to muon and electron data. The relative statistical and systematic un-
certainties for 35 pb−1 are shown. Each systematic uncertainty is obtained as the difference in quadrature between
the total uncertainty and the uncertainty obtained after having fixed the corresponding nuisance parameter to its
fitted value.

The linearity of the fit as a function of the input tt̄ cross-section has been checked. For each of266

nine cross-section values between 120 pb and 200 pb 1,000 PE have been generated. All templates are267

normalized to their nominal values except for tt̄ , whose initial normalisation is adjusted according to the268

input cross-section. As shown in Fig. 3 (a) the fit shows good linearity over the full range. The uncertainty269

returned by the fitter can be checked against the uncertainty from ensemble testing via pull distributions,270

shown in Fig. 3 (b). The values of sigma for all pull distributions are very close to, but slightly smaller271

than, unity 3. This indicates that the PE do not include a small part of the uncertainty that the likelihood272

fitter detects. To be conservative, all quoted numbers are based on the larger uncertainties obtained from273

3The average pull width over the range of input cross-sections considered in Fig. 3 is 0.92 ± 0.01.
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8 Summary371

Measurements of the tt̄ production cross-section in the single-lepton channel using the ATLAS detector372

and profiting from its b-tagging capabilities are reported. The cross-section is measured using a sample373

of 35 pb−1 with a profile likelihood fit to a discriminant variable. The result is374

σtt̄ = 186 ± 10 (stat.)+21−20 (syst.) ± 6 (lumi.) pb.

in good agreement with perturbative QCD calculations. The measurement is dominated by systematic375

uncertainties, the larger ones being the b-tagging calibration uncertainty and the understanding of the376

heavy flavour background.377

Alternative measurements using different discriminant variables or extraction methods are also pre-378

sented and agree with the main analysis. The summary of all the results is shown in Fig. 8 for the analyses379

discussed in Section 6 (multivariate), Section 7.2 (top mass profile fit), Section 7.3 (top mass standard380

fit), and Section 7.1 (counting method).381

[ pb ]
  t t

σ
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Counting - 28
+ 341  6± 10±156 

Top mass standard fit - 18
+ 201  6± 14±183 

Top mass profile fit - 16
+ 181  5± 8±156 

Multivariate - 20
+ 211  6± 10±186 

-1
 L = 35 pb∫Data 2010, 

L+jets w/ b-tagging

Theory (approx. NNLO)

 = 172.5 GeVtm

(lumi)±(syst)±(stat)

ATLAS Preliminary

Figure 8: Summary of the tt̄ cross-section measurements in the single-lepton channel with b-tagging using 35 pb−1

of data. Each measurement is quoted with its statistical, systematic and luminosity uncertainty. The yellow band
corresponds to the theory uncertainty. (Note that the measurements are correlated and a combination should not be
attempted.)
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Figure 9: Summary of the tt̄ cross-section measurements in the single lepton+jets channel without
b-tagging using 35 pb−1 of data. The yellow band shows the approximate NNLO perturbative QCD
prediction[1].

method are:

σtt̄(e) = 159 ± 17(stat.)+50−44(syst.) ± 5(lumi.) pb, (10)

σtt̄(µ) = 148 ± 16(stat.) ± 47(syst.) ± 5(lumi.) pb, (11)

σtt̄(comb.) = 154 ± 11(stat.)+48−43(syst.) ± 5(lumi.) pb. (12)

7 Conclusions

Measurements of the tt̄ production cross-section in the single-lepton channel without b-tagging using the
ATLAS detector have been reported. The main analysis uses a multivariate fit of lepton charge, lepton
rapidity and lepton-jets aplanarity to measure

σtt = 171 ± 17(stat.)
+20
−17(syst.) ± 6(lumi.) pb.

Full tt̄ cross-section measurements have been performed with simpler and complementary approaches to
cross-check the main result. Two of them employ simpler one-dimensional fits of the lepton pseudora-
pidity and the maximum pseudorapidity difference between the lepton and one of the three highest pT
jets (max∆η), respectively. “Cut and count” measurements have also been performed where the W+jets
background has been estimated using a data-driven approach.
The summary of the results presented in this note is presented in Fig. 9. The main result is in

agreement with perturbative QCD calculations. The cross-check measurements are consistent with each
other and with the main result.
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Summary for single lepton

•Use of b-tagging 
improves statistical 
uncertainty (enhanced 
background reduction)

27

•Systematics are as large 
as statistics; already 
dominant in b-tagging 
case
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Selecting top pairs : di-lepton 

28

•After single lepton trigger,  
exactly two opposite sign 
high pT central leptons 
(ee, eμ, μμ)  and ≥ 2 
central high pT jet  

•High ETmiss  or transverse 
activity

•veto Z-like events  

t

νν

l+

W 
+

b

tW 
–

b

q

q'

l-

ν-

Backgrounds

Z/γ*+jets
QCD, Di-bosons

single lepton
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Di-lepton main backgrounds
• “Fake” leptons from data (matrix method) 
‣ Invert high ET and Z window cuts → control 

samples enriched with real and “fake” leptons
‣ Derive probability for “fake” and real leptons to 

be in signal region 
‣ Estimate “fakes”  as a function of events in 

signal and control samples

29
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(b) Njets (ee)
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(c) Lepton pair mass (ee)
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(e) Njets (µµ)
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Figure 1: Control region distributions for the counting method analysis without b-tagging. Top row ee,

bottom row µµ: (a),(d) Emiss
T

in events with dilepton mass m!! inside the Z mass window with ≥ 2 jets,

(b),(e) the number of jets in events with m!! inside the Z mass window and Emiss
T
< 40 GeV and (c),(f),

the m!! of opposite-sign lepton pairs in events with ≥2 jets in the low Emiss
T

region. The error bands

reflect the statistical and systematic uncertainties of the MC prediction.
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• Z/γ* bkg : scale control region (CR) with 
simulation
‣ CR: Z mass window, >=2 jets, ETmiss>30

‣ Scale bkg-subtracted data in CR with ratio of Z/γ* 
events in signal to control regions from simulation
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(b) Njets (ee)
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(c) Lepton pair mass (ee)
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(e) Njets (µµ)
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Figure 1: Control region distributions for the counting method analysis without b-tagging. Top row ee,

bottom row µµ: (a),(d) Emiss
T

in events with dilepton mass m!! inside the Z mass window with ≥ 2 jets,

(b),(e) the number of jets in events with m!! inside the Z mass window and Emiss
T
< 40 GeV and (c),(f),

the m!! of opposite-sign lepton pairs in events with ≥2 jets in the low Emiss
T

region. The error bands

reflect the statistical and systematic uncertainties of the MC prediction.
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in Z window,no b-tag

for low ET
miss ,no b-tag

ee μμ eμ
tt 11 20 47

Bkg 4 7 11

Total Exp 15 27 58

Data 16 31 58

mailto:fracesco.spano@cern.ch
mailto:fracesco.spano@cern.ch


francesco.spano@cern.ch Top Quark with ATLAS @ LHC CPPM Seminar -11th April 2011

Di-lepton results

• Include estimated background 
•Cross section from likelihood fit combining channels and 

including systematics as nuisance parameters 

30
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Figure 2: Jet multiplicity distributions for the counting method in the signal region omitting the Njets ≥ 2

requirement in (a) the ee channel, (b) the µµ channel, (c) the eµ channel and (d) combined.

6.1 Counting method

The cross section measurement is a counting experiment where the excess of signal candidates above

background is corrected for acceptance. Drell-Yan and fake lepton backgrounds are estimated from data

and the other backgrounds are estimated from simulation.

6.1.1 Event yields

The expected and measured numbers of events in the signal region after applying all selection cuts as

described in Section 4.2 for each of the individual dilepton channels are shown in Table 4. A total of 105

candidate events are observed, 16 in the ee-channel, 31 in the µµ-channel and 58 in the eµ-channel.

The predicted and observed multiplicities of selected jets are compared in Figure 2 for each channel

individually and for all channels combined. Figure 3 shows the predicted and observed distributions

of Emiss
T

for the ee and µµ channels and of HT for the eµ channel. In general there is good agreement

between the background model and the data.

From the measured missing transverse energy, and the transverse momenta of the leptons and jets,
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Figure 2: Jet multiplicity distributions for the counting method in the signal region omitting the Njets ≥ 2

requirement in (a) the ee channel, (b) the µµ channel, (c) the eµ channel and (d) combined.

6.1 Counting method

The cross section measurement is a counting experiment where the excess of signal candidates above

background is corrected for acceptance. Drell-Yan and fake lepton backgrounds are estimated from data

and the other backgrounds are estimated from simulation.

6.1.1 Event yields

The expected and measured numbers of events in the signal region after applying all selection cuts as

described in Section 4.2 for each of the individual dilepton channels are shown in Table 4. A total of 105

candidate events are observed, 16 in the ee-channel, 31 in the µµ-channel and 58 in the eµ-channel.

The predicted and observed multiplicities of selected jets are compared in Figure 2 for each channel

individually and for all channels combined. Figure 3 shows the predicted and observed distributions

of Emiss
T

for the ee and µµ channels and of HT for the eµ channel. In general there is good agreement

between the background model and the data.

From the measured missing transverse energy, and the transverse momenta of the leptons and jets,
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Figure 2: Jet multiplicity distributions for the counting method in the signal region omitting the Njets ≥ 2

requirement in (a) the ee channel, (b) the µµ channel, (c) the eµ channel and (d) combined.

6.1 Counting method

The cross section measurement is a counting experiment where the excess of signal candidates above

background is corrected for acceptance. Drell-Yan and fake lepton backgrounds are estimated from data

and the other backgrounds are estimated from simulation.

6.1.1 Event yields

The expected and measured numbers of events in the signal region after applying all selection cuts as

described in Section 4.2 for each of the individual dilepton channels are shown in Table 4. A total of 105

candidate events are observed, 16 in the ee-channel, 31 in the µµ-channel and 58 in the eµ-channel.

The predicted and observed multiplicities of selected jets are compared in Figure 2 for each channel

individually and for all channels combined. Figure 3 shows the predicted and observed distributions

of Emiss
T

for the ee and µµ channels and of HT for the eµ channel. In general there is good agreement

between the background model and the data.

From the measured missing transverse energy, and the transverse momenta of the leptons and jets,
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Di-lepton summary

•Cross checks are consistent with baselines
•Systematics (10 to 12%) have similar size as statistics (~13%)
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8 Summary520
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Figure 8: The σtt̄ cross section measurements presented in the note. The bold-faced measurements

are the results of the two baseline analyses. The yellow bar reflects the uncertainty on the theoretical

prediction.

We have summarized measurements of the tt̄ production cross section in dilepton final states pro-521

duced in pp collisions at the Large Hadron Collider.522

The baseline analysis that performs a kinematic selection and counts the number of events in the ee,523

µµ and eµ final states results in524

σtt̄ = 173 ± 22(stat.)+18
−16(syst.)+8

−7(lum.) pb.

Extensions of the counting method presented in the note are an analysis in which the σtt̄ measurement is525

normalized using the Z cross section to reduce systematic uncertainties, and a template shape fit in a two-526

dimensional (Emiss
T

vs Njets) parameter space to simultaneously measure the production cross sections of527

tt̄, WW and Z → ττ.528

We also performed a b-tagging baseline counting measurement requiring at least one b-tagged jet529

with less restrictive kinematic requirements. This results in a cross section measurement of530

σtt̄ = 171 ± 22(stat.)+21
−16(syst.)+7

−6(lum.) pb.

This measurement was cross-checked with a complementary analysis that simultaneously measured σtt̄531

and the b-tagging efficiency.532

The σtt̄ cross section measurements presented in the note are summarized in Figure 8. We note that533

these two measurements are strongly correlated as they are based on the same data sample. They are in534

very good agreement with the expected results from SM tt̄ production predictions.535
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Figure 5: Plots of the measured value of σtt̄ in the single-lepton with b-tagging channel, the dilepton
without b-tagging channel, and the combination of these two channels, including error bars for both
statistical uncertainties only (blue) and with full systematics (red). Also included are measurements
from auxiliary single-lepton and dilepton measurements as well as the approximate NNLO prediction
with its error (yellow).
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Combined cross section results

• Combined result uncertainty is 
10%: comparable to theory
‣ATLAS: 180 ±18 pb 

‣CMS: 158±19 pb (12%)
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•Uncertainty 
dominated by 
systematics 

35 pb-1

Cross-section [pb] Signal significance [σ]

Single lepton channels 142 ± 34 +50−31 4.0

Dilepton channels 151 +78−62
+37
−24 2.8

All channels 145 ± 31 +42−27 4.8

Table 11: Summary of tt̄ cross-section and signal significance calculated by combining the single lepton
and dilepton channels individually and for all channels combined.

8 Summary

Measurements of the tt̄ production cross-section in the single-lepton and dilepton channels using the
ATLAS detector are reported. In a sample of 2.9 pb−1, 37 tt̄ candidate events are observed in the single-
lepton topology, as well as 9 candidate events in the dilepton topology, resulting in a measurement of the
inclusive tt̄ cross-section of

σtt̄ = 145 ± 31 +42−27 pb .
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Figure 9: Top quark pair-production cross-section at hadron colliders as measured by CDF and D0 at
Tevatron [3], CMS [4] and ATLAS (this measurement). The theoretical predictions for pp and pp̄ colli-
sions [33] include the scale and PDF uncertainties, obtained using the HATHOR tool with the CTEQ6.6
PDFs [34] and assume a top-quark mass of 172.5 GeV.

This is the first ATLAS Collaboration measurement making simultaneous use of reconstructed electrons,
muons, jets, b-tagged jets and missing transverse energy, therefore exploiting the full capacity of the
detector. The combined measurement, consisting of the first measurement of the tt̄ cross-section in
the single-lepton channel at the LHC and a measurement in the dilepton channel, is the most precise
measurement to date of the tt̄ cross-section at

√
s = 7 TeV.

The cross-sections measured in each of the five sub-channels are consistent with each other and
kinematic properties of the selected events are consistent with SM tt̄ production. The measured tt̄ cross-
section is in good agreement with the measurement in the dilepton channel by CMS [4], as well as

27
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Figure 6: The measured R32 distribution for the electron (a) and muon (b) channels. In addition shown

are the background PDF and the total PDF for the measured top-quark mass, i.e. for the top-quark mass

corresponding to the minimum of the likelihood function as shown in the inset.

studied using different Monte Carlo event generation models.

For each of the two samples with the JES shifted by +σ or −σ the jet energy scale of the b-tagged jets

is changed by an additional absolute ±2.5%with respect to the already changed JES. Pseudo-experiments

are performed using as input the four resulting templates. The maximum difference of any of the four

samples with respect to the corresponding sample with the JES changed by ±1σ is quoted as systematic

uncertainty.

b-tagging efficiency and mistag rate: The b-tagging efficiency and mistag rates in data and Monte

Carlo simulation are not identical. To accommodate this, b-tagging scale factors, together with their

uncertainties, are derived per jet [?]. They depend on the jet pT and η and the underlying quark-flavour.

For the default result the central values of the scale factors are applied. Two separate sets of templates

are generated in which the b-tagging scale factors are changed by ±1σ around their central values for

signal and background events.

Jet energy resolution: The uncertainty in the jet energy resolution depends on both the transverse

momentum and the rapidity of the jets. To assess the impact of this uncertainty, the energy smearing

of each reconstructed jet in the simulation by a Gaussian with a width of the corresponding uncertainty

used for the central result is not applied, the event selection is re-done, and the fit is performed.

Jet reconstruction efficiency: At present, the jet reconstruction efficiency for ATLAS data and the

Monte Carlo simulation are found to be in agreement to an accuracy of 2%. To account for this, jets are

randomly removed from the events using that fraction. The event selection and the fit are repeated on

that sample.

3.3 Top-quark mass measurement

Figure 6 shows the results of the R32 analysis when performed on data. For both channels the fit function

adequately coincides with the distribution observed in the data with χ2/dof = 0.9 (χ2/dof = 0.7),

for 9 (15) degrees of freedom in the electron (muon) channel, with the likelihood functions exhibiting

a parabolic shape. The observed statistical uncertainties in the data are according to the expectations

aforementioned. The results from both channels are statistically consistent with each other, and they

are also in agreement with the present world average for mtop. The combined measurement is obtained

from a χ2 minimization of the individual measurements using their full uncertainties [25, 26]. In this
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Measuring Top mass
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Figure 7: 2d-analysis: The reconstructed hadronic W boson mass from the selected light jet pair in the

data compared to signal and background predictions (a), and the reconstructed top-quark mass mreco
top

together with the parameterizations for signal and background for a high statistics pseudo-experiment

(b). Both figures are for the muon channel.

combination the statistical uncertainties are treated as uncorrelated and the systematic uncertainties as

fully correlated. Using the results of the fits and the estimate of the systematic uncertainty detailed above,

the measured values of the top-quark mass are:

mtop = (173.8 ± 6.7 ± 4.8) GeV electron channel

mtop = (166.7 ± 5.0 ± 5.0) GeV muon channel

mtop = (169.3 ± 4.0 ± 4.9) GeV combined

4 Results from the 2d-analysis

In the 2d-analysis, similarly to [27], both mtop and a global Jet energy Scale Factor (JSF) are determined

simultaneously by using the mreco
top and mreco

W
distributions7. Instead of stabilizing the experimental ob-

servable used against JES variations as it is done for the 1d-R32 analysis, in this analysis the emphasis is

on an in-situ jet rescaling. For this a global JSF (averaged over η and pT) is obtained, which is mainly

based on the observed differences between the predicted mreco
W

distribution and the data. This algorithm

predicts which global JSF correction should be applied to all jets to best fit the data. Due to this proce-

dure, the JSF is sensitive not only to the JES, but also to all possible differences in data and predictions

from specific assumptions made in the simulation that can lead to differences in the observed jets, such

as the fragmentation model, the underlying event, and also pile-up.

In this method, the systematic uncertainty on mtop stemming from the JES is reduced and partly

transformed into an additional statistical uncertainty on mtop due to the 2-d fit, see [16]. The well-

known values of mW and ΓW are used to improve on the experimental resolution of mreco
top by relating the

observed jet energies to the corresponding parton level as predicted by the signal Monte Carlo (i.e. to the

7Although for the three analyses mreco
top and mreco

W are calculated differently, the same symbols are used to indicate that these

are estimates of the same quantities.
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(a) Signal, electron channel
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(b) Signal, muon channel
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(c) Background, electron channel
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Figure 5: The templates, together with their respective fits, for the electron (a,c) and muon (b,d) channel.

For the signal templates (a,b) the superposition of the distributions for four mtop values are shown in

the top row. The bottom row shows the background templates (c,d), together with their respective fits.

The QCD multijet contribution to the background template is determined from data, and its systematic

uncertainty is included in the uncertainty shown.

9

e 
channel

ATLAS-
CONF-2011-033

ATLAS-CONF-2011-033

ATLAS-CONF-2011-033

•Same selection as cross section

•Measure mass using hadronic top
‣ Jet energy scale is crucial

•Three techniques 
‣baseline: template-fit ratio of  reconstructed 

di-jet (W) and 3-jet (top) mass
‣ simultaneous measurement of scale and top mass
‣ kinematic fitter based on likelihood
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Measuring top mass
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Figure 11: The results on mtop from the three analyses compared to the present world average value.

for the electron and muon channel. As an example, the distribution of the expected statistical uncertainty

for the electron channel, obtained from pseudo-experiments, is shown in Figure 9(b). This uncertainty

will decrease to about 0.7 GeV per channel for Lint = 1 fb−1.

For each channel mtop is obtained from the mreco
top distribution. As an example, Figure 10(a) shows

the observed mreco
top distribution in the electron channel. Within the quoted uncertainties the data can be

well described by the signal and background predictions. The result of a likelihood fit (similar to Eq. 2)

as a function of the top-quark mass is reported in Figure 10(b). The maximum of the likelihood profile

determines the measured mtop, and the 68% area around that value gives the statistical uncertainty. The

results for the two channels and their combination, performed as for the baseline analysis above, are:

mtop = (179.0 ± 4.3 ± 7.5) GeV electron channel

mtop = (172.0 ± 3.5 ± 7.5) GeV muon channel

mtop = (174.8 ± 2.7 ± 7.5) GeV combined

The measured values in both channels are consistent with those of the baseline analysis. The observed

statistical uncertainties are slightly worse than the expectations. Also here the evaluation of the system-

atic uncertainty is performed as described in Section 3.2. As expected, compared to the baseline analysis,

the statistical precision is significantly improved. The dominating uncertainty stems from the JES and

amounts to about 6.6 GeV. The other important uncertainties, i.e. those from the relative b-jet to light jet

energy scale and ISR/FSR variations are about the same size as for the baseline analysis.

6 Comparison of the three top-quark mass measurements

The results for all analyses, and for each lepton channel, shown in Figure 11, are consistent within

uncertainties. Using the results for mtop and the JSF for the electron channel from the 2d-analysis, and

correcting the observed mtop to the value corresponding to JSF = 1, a mass of mtop = 177.7 GeV is

obtained. For this calculation the correlation of mtop and JSF given by the fit for the electron channel
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Figure 10: 1d-kinfit analysis: The observed mreco
top distribution in the data compared to the signal and

background predictions (a) and the likelihood profile as a function of the top-quark mass (b). Both

distributions are for the electron channel.

a matching algorithm to relate reconstructed jets to quarks, and for the MC@NLO signal sample in

the muon channel, the purities, i.e. the fraction of events for which the object is correctly chosen, are

derived. They amount to 59% (78%) for the hadronically decaying W boson, 56% (71%), for the b-jet

on the hadronic side, and 74% (76%), for the b-jet on the leptonic side, for the kinematical likelihood

without (with) using the b-tagging information. The combination of these correlated quantities yields

52% (67%) for the entirely correct assignment.

With this analysis the correlation of all objects is utilized leading to a narrowermreco
top distribution than

that which is achieved by the baseline analysis, resulting in a significantly reduced expected statistical

uncertainty of mtop. However, the analysis is subject to a stronger JES sensitivity than the other two

analyses described above. Again, due to the different analysis concept the determination of mtop is

complementary.

The analysis is performed for the events fulfilling the common requirements listed in Section 2. The

observed numbers of events after the kinematical likelihood fit are 157 (247) in the electron (muon)

channel. The respective predicted numbers of signal events are 131.3 ± 0.9 and 190.4 ± 1.0, and the

S/B amounts to 3.8 and 4.3, in the electron and muon channel. The proper description of the b-jet

energy resolution observed in the signal Monte Carlo sample by the transfer function is demonstrated in

Figure 9(a). The distributions of many kinematic variables and their correlations have been investigated.

With the presently available data statistics no significant deviations from the Monte Carlo predictions are

observed.

As for the baseline analysis, the contributions of the mtop dependent background processes are in-

cluded in the signal template based on the same mass points as above. The signal templates are parame-

terized by a log-normal distribution and a Gaussian. The linearity of all parameters with mtop are verified

and consequently imposed for the combined fit. The background templates are mtop independent and

parameterized by a double Gaussian distribution. For all individual mass points and the combined fit

good fit qualities are obtained, the largest χ2/dof observed in any fit is 2.2.

The linear correlations ofmtop withm
in
top for both channels are verified to a precision below 1%. Using

pseudo-experiments it was verified that the mean values and widths of the pull distributions are consistent

with the expectations of zero and one. The observed value for the mean is 0.00±0.01 (−0.01±0.01) for the
electron (muon) channel. The corresponding value for the width is 1.00±0.01 (1.00±0.01), respectively.
The expected statistical uncertainties (mean ± RMS) for the data are (3.9± 0.6) GeV and (3.2± 0.5) GeV

17

top peak from kinematic fitter

ATLAS-CONF-2011-033

ATLAS-CONF-2011-033

CMS March 2011     175.5±4.6±4.6 GeV

Tevatron March 2011   173.1± 1.3 GeV  

• Statistics ≈ systematics 
• Largest systematics (baseline): jet energy scale, initial and final 

state radiation 
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Looking forward: top as a window on new physics
•Larger data sample: search for new physics in differential properties 
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@ Tevatron: Z’mass > 850 GeV @95%CL  (documented) 
@LHC: CMS @ MoriondEWK11 showed upper limits on Z’ xsec

Example: heavy resonances decaying 
to top 

                      

  Cargese 2010                                                                                                                                                      Fabio Maltoni
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W+To access the spin of the intermediate 
resonance spin correlations should be 
measured.

It therefore mandatory for such cases to have 
MC samples where spin correlations are kept 
and the full matrix element pp>X>tt>6f is 
used.

New resonances
In many scenarios for EWSB new resonances show up, some of which preferably couple 
to 3rd generation quarks.

Given the large number of models, in this case is more efficient to adopt a “model 
independent” search and try to get as much information as possible on the quantum 
numbers and coupling of the resonance.
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* Vector resonance, in a color 
singlet or octet states.

*Widths and rates very 
different

* Interference effects with 
SM ttbar production not 
always negligible

* Direct information on 
!•Br and ".
 

Phase 1: discovery

A large effort has been devoted to search for new physics in tt resonances
-

Frederix-Maltoni’09

 Status for Z’

arxiv:0712.2325

Figure 11: Invariant tt̄ spectrum for pp → tt̄ including a s-channel Z ′ color singlet vector
boson and color octet (axial) vector bosons with masses mX = 2000 GeV that couples
with standard model strength to quarks. Solid QCD tt̄ production, dotdashed with a color
singlet (Z ′), dotted with a color octet axial vector (axigluon g∗

A), dashed with a color octet
vector boson (KK gluon/coloron g∗

V ). All plots were produced using the CTEQ6L1 pdf set
with µR = µF = 2000 GeV. No cuts were applied in making any of the plots.

3.2 Spin-1 resonances

In this section we discuss a spin-1 resonance produced by qq̄ annihilation. This resonance
can either be a color singlet or a color octet. For the color octet case we distinguish between
a vector and an axial-vector. Although both the vector and the axial-vector interfere with
the QCD tt̄ production, only the vector shows interference effects in the tt̄ invariant mass
spectrum.

Including an s-channel color singlet vector boson (a “model-independent” Z ′) in the tt̄
production process gives a simple peak in the invariant mass spectrum as can be seen from
the dot-dashed line in Fig. 11. The precise width and height of the peak depends on the
model parameters in the model for the Z ′. As a benchmark we show a Z ′ vector boson
with mass mZ′ = 2 TeV that couples with the same strength to fermions as a standard
model Z boson. The interference effects with the SM Z boson can be neglected in the tt̄
channel, so the peak is independent of the parity of the coupling.

In general, for the color octet spin-1 particles the interference with the SM tt̄ production
cannot be neglected. Two cases are to be considered: a color octet vector particle (e.g., a
KK gluon [58] or coloron [57]), and an axial-vector particle (e.g., an axigluon [61, 62, 57]).
It is natural to assume a coupling strength equal to the strong (QCD) coupling gs for their
coupling to quarks.

In Fig. 11 the effects of a color octet spin-1 particle on the tt̄ invariant mass spectrum
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Top/anti-top resonances : ATLAS expectations
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In this case, the expected mass resolution ranges from 5% to 9% between 200 and 850 GeV. A

variable bin size of about twice the expected resolution is used to take such variation into account and

reduce bin-to-bin migrations. The di-top mass spectrum (dN/dmtt), reconstructed with the full event fit,

is shown in Fig. 10 (b) for the signal and the backgrounds studied. Backgrounds include: full hadronic

top, single top, W -boson+jets, Wbb̄ , Wcc̄ , inclusive Z-boson to leptons. The contribution from the

di-boson (WW ,WZ and ZZ) backgrounds is negligible.
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Figure 10: (a): Normalised di-top mass distribution for the more complex (dashed line) and the simple

reconstruction (dotted line). The normalised true di-top mass is also shown for reference (solid line).

(b): Expected reconstructed di-top mass distribution after all cuts for signal and studied backgrounds,

normalised to 100 pb
−1

.

2.5.1 Double differential cross-section as function of pT and y

The double differential cross-section for tt̄ production is sensitive to possible new physics beyond the

Standard Model, e.g. extra dimensions based on studies of the top quark spin correlation [13], which

depends on the knowledge of the top quark’s momentum. A measurement investigates the decay products

of the top quark in its rest frame and therefore good knowledge of its pT and y as defined in (3), for a top

quark of energy E and longitudinal momentum pz, is needed.

y =
1

2
ln

�
E + pz

E− pz

�
(3)

Theoretical predictions can be found in [4]. Here we present a feasibility study which, since the

neutrino momentum cannot be directly measured, concentrates on the reconstruction of the hadronically

decaying top quark in semileptonic tt̄ events. Since in this case a high purity is needed, the default

event selection is tightened by requiring exactly two b-tagged jets. The reconstruction of the hadronic

top quark proceeds as follows: all possible combinations of two non-b-tagged jets with 60 GeV< m j j <
100 GeV are selected as W -boson candidates. The nearest b-tagged jet for every W -boson candidate is

found. The combination with the highest transverse vector sum momentum is then taken as the recon-

structed hadronic top quark. This results in a purity of well reconstructed top quarks of 45%. The main

background is due to combinatorics.

Figure 11 shows the reconstructed double-differential distribution of the hadronic top scaled to an

integrated luminosity of 1 fb
−1

. In (a) the truth distribution of the tt̄ signal is presented, while in (b)

the distribution of reconstructed hadronic top-quarks is shown. In this distribution the contribution of

background (from single top, W -boson + jet, Wbb̄ and Wcc̄), which is very small after the requirement

TOP – DETERMINATION OF THE TOP QUARK PAIR PRODUCTION CROSS-SECTION

938

•Higher pT
top (or  Mtt ) → 

boosted “top jet”→ new 
reco to separate QCD, tt, 
possible new physics.

•At “low” Mtt

‣ add final state objects + algo 
to choose jets (pT order,χ2)
‣ perform kinematic fit  using 

MW, Mtop

•Search for peaks in Mtt → mass resolution is crucial

•ATLAS analysis with 35 pb-1 in 
advanced state. Expect results soon.

ECM =10 TeV,100 pb-1

Simulated tt
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Top/anti-top resonances: ATLAS expectations

•Reconstruct top with large cone 
‣ techniques to tag top jets using jet 

substructure and shapes 

•Start measuring basic properties: 
jet mass  and scale for large cones, 
splitting scales.

•With  O(1) fb-1 ATLAS sensitivity is 
expected reach resonance masses 
well beyond 1 TeV 
(ATL_PHYS_PUB_2010_008) →exciting time 
for searches!
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Figure 8: The reconstructed tt̄ mass spectrum for (a) the full reconstruction and (b) the mono-jet ap-
proach. The background sample corresponds to an integrated luminosity of 200 pb−1 .

6.2 Sensitivity projection

To determine the sensitivity of the early stages of the ATLAS experiment to tt̄ resonances, a statistical
analysis is performed on the distributions of figures 8 and 3. The results are presented in this section.
The 95 % confidence level signal cross-section limit is extracted using two different statistical tools:

1. A Bayesian analysis using a tool [61] implemented for the DØ experiment is used. For each bin
of the tt̄ invariant mass distribution, a likelihood function is defined. To retrieve a likelihood for
the whole distribution, the likelihoods of the single bins are multiplied. To combine the electron
and muon and the several jet multiplicity channels, again the product of the likelihoods of the
individual channels is taken. The posterior probability density is calculated using Bayes’ theorem,
with a flat prior for the positive cross-sections and a prior equal to zero for the negative cross-
sections. The cross-section limit of a pseudo-experiment is identified with the 95 % point of the
posterior density. The upper limit on the signal cross-section is determined as the median value in
10000 pseudo-experiments. The 16 % and 84 % quantiles are also determined.

2. A Feldman-Cousins [62] limit is determined using an implementation described in detail in [59].
In this approach the mass spectrum for electron and muon channels are fit simultaneously with
an exponential Cl exp [−!lmtt̄ ]. Thus, the derived limits take into account the uncertainty on the
background shape. The signal is represented by a Monte Carlo template. The uncertainty in the
signal template is encoded in the systematic error.

Both methods were cross-checked and found to agree with theCLs method of [63]. The results are shown
in figure 9. Those of selected mass points are listed in table 6. For the full reconstruction and mono-
jet approaches, both statistical methods have been applied, and a direct comparison is possible. The
agreement between the results of the Bayesian and Feldman-Cousins limit calculation is satisfactory.

To estimate the effect of systematic biases and uncertainties on the data, the analysis is repeated after
applying relevant effects to the Monte Carlo events. The estimates for the size of systematic detector
effects follow the prescriptions in reference [22]. In the following, an uncertainty on the jet energy
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(c) mono-jet, Z′
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(d) mono-jet, broad resonance

Figure 9: The ATLAS sensitivity with 200 pb−1 of data at a centre-of-mass energy of 10 TeV for a
narrow resonance obtained with (a) minimal reconstruction, (b) full reconstruction, and (c) mono-jet re-
construction. The sensitivity of the mono-jet approach to a broad resonance is shown in (d). The open
markers correspond to the result including systematic effects. The grey band indicates the ± 1 stan-
dard deviation interval, determined from the cross-section limit distribution of the pseudo-experiments
without signal.

scale (JES) of 10 % is considered. The jet energy resolution (JER) is moreover artificially degraded by
smearing the jet ET with an additional 25 % /

√

E [GeV]⊕ 5 %. The combined effect of these systematic
uncertainties is a significant degradation of the sensitivity, as indicated by the open markers in figures 9(a)
to 9(d). The grey band in the figure indicates the ± 1 standard deviation interval determined from the
cross-section distribution of the pseudo-experiments without signal.

Several other sources of systematic uncertainties are considered. A 10 % error on the luminosity is
found to have a considerable effect when the tool based on the Bayesian prescription is used. The limit
for the lowest mass points increases strongly: up to 30 % for mtt̄ = 700 GeV, while the effect at higher
mass is limited to a few %. Good control of the background normalization using data-driven methods is
therefore mandatory in this case. The approach based on the Feldman-Cousins prescription, on the other
hand, does not rely on the background normalization. The effect of the luminosity error on its results is
found to be negligible. The more detailed study in [64] corroborates that jet energy scale and resolution
and the luminosity error are the most important sources of uncertainty on the normalization of the SM tt̄
background. The systematics related to initial and final state radiation were moreover studied on the Z′

signal samples and found to be negligible.
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Conclusion

•Top quarks have finally visited Europe! Signal is now 
established at the LHC.

•ATLAS tt cross section measurements in single and di-lepton 
channel are in good agreement with standard model 
expectations.  Systematics dominated: 180±18 pb. 
Improvements will need to focus on reduction of  systematics 
uncertainties.

•ATLAS Top mass is 169 ±4(stat)±4.9 (syst) GeV

• If ∫Ldt = 300 to 500 pb-1 for summer 2011 and few fb-1 by the end 
of 2011→ exciting prospects for new physics searches with 
top, for instance top resonances 
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The top and the Higgs
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ETmiss from pp and  ion ion collisions

• Resolution  values are RMS
• Line is independent fits to resolution in pp and PbPb data
• ETmiss  obtained by summing cells with E>2σnoise, with global cell 

weighting calibration  
45
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Accelerator’s basics

46
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However, despite the successful development of this deep understanding of matter, we remain 
confronted with many outstanding questions: 
 

1. What is the orgin of mass? – Why the huge disparities in the masses of the 
fundamental constituents of matter? (MT/Me=350,000) 

2. Is there a whole new set of “partner” particles in addition to antimatter? – known as 
supersymmetric particles? 

3. Does space contain more than 3 dimensions? – Could explain why gravity is so weak 
compared to the other forces? 

4. Can quantum mechanics be combined with gravity? 
5. Is all matter composed of strings?—The answers to 1-4 are yes within a theoretical 

framework that has been developed over the last two decades called “string” theory. 
In this theory the elementary particles are different vibrational modes of extremely 
tiny strings embedded in a 11 dimensional space. 

6. Why are there 3 generations of quarks and leptons? 
7. Why is the universe made out of matter? – We believe that at the moment of the big 

bang equal amounts of matter and antimatter were present. 
8. What is the dark matter that comprises the bulk of the universe? And what is the dark 

energy that is powering the expansion of the universe? 

9. Why does time run forward? 
 
 
Providing the answers to these, as well as the set of questions we are not yet smart enough to 
write down, represent the challenge of the 21st century. 
 
 
 
IV. Accelerator Basics 
 
A particle under the influence of an electromagnetic field is accelerated according to the law: 
 

)( BvEqF
dt
pd rrrrr

!+==  

 
The change in the kinetic energy of the particle moving under the influence of an 
electromagnetic field is given by, 
 

ds 

x’ 

x 

dx 

x s 

Vertical 
Horizontal 

Longitudinal 

Figures from R. Steerenberg -AXEL 2008 @ CERN 

Transverse motion

Use EM fields

E: accelerate
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EvqFv
dt

dKE vvvv !=!=  

 
 

The only electromagnetic field component capable of changing the energy of a particle is an 
electric field component parallel to the velocity. 
 
In general the acceleration comes from a radio frequency (rf) system. The rf system provides a 
time varying electric field ( E

v
) over some physical length ( l

v
) and we denote the energy gain as 

 

rfqVlEqKE =!="
vv

 

 
 
The linear accelerator 
In a linear accelerator (“linac” for short) utilizes a set of rf accelerating structures arranged in 
series to accelerate a charged particle beam. The total energy of the beam is then the product of 
the electric field seen by the accelerating particle, the particle charge, and the length of the 
accelerator:  
 

LEqKE ##=  
 
 
The circular accelerator 
In the circular accelerator particles are recirculated many times through an rf field with their 
kinetic energy incremented by eVrf on each passage. So the ultimate energy becomes: 
 

turnsrf NVqKE ##=  

 
As a practical matter the energy obtainable is not set by the rf voltage, but by the recirculation 
configuration 

BRqp ##=  

where p is the beam momentum, q is the particle charge, R is the radius of the orbit, and B is the 
magnetic bend field.  

Focusing/Beam Emittance 
Magnetic fields are also used to confine beams so that they remain within the confines of both 
linear and circular accelerators. In both instances particles are confined by quadrupole magnets: 
 

 B: constrain along trajectory(dipoles 
→circular orbit) 
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The function of quadrupole magnets in an accelerator is completely analogous to lens  in an 
optical system. The force on a charge particle offset by an amount x in a quadrupole magnet is, 
 

xBzqvyBzqvxF )( %==  
 

There is a linear restoring (or anti-restoring, depending on the sign of B') force. It can be shown 
that if the polarity is chosen so that the force is restoring in the horizontal plane, then it is anti-
restoring in the vertical plane, and visa-versa.  
 
The motion of a single particle is governed by an equation that looks like a harmonic oscillator 
with a time varying spring constant: 

0)(2

2
=+ xsk

ds
xd

 

 
Not surprisingly, the solution to this equation looks like a harmonic oscillator with a time 
varying amplitude and frequency, 
 

))(cos()()( ossAsx !!" &=  

 
 
A collection of particles have a variety of A's and 'o's. The beam emittance is defined as, 
 

2

2
1

iA=#  

 
and the characteristic beam size is then given by,  

#"$ =)(s   
 
 
(Professor Kim will carry on from here in subsequent lectures) 
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A collection of particles have a variety of A's and 'o's. The beam emittance is defined as, 
 

2

2
1
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and the characteristic beam size is then given by,  

#"$ =)(s   
 
 
(Professor Kim will carry on from here in subsequent lectures) 
 

quadrupoles→  focus  in (x,y))
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Not surprisingly, the solution to this equation looks like a harmonic oscillator with a time 
varying amplitude and frequency, 
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A collection of particles have a variety of A's and 'o's. The beam emittance is defined as, 
 

2

2
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and the characteristic beam size is then given by,  

#"$ =)(s   
 
 
(Professor Kim will carry on from here in subsequent lectures) 
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The ATLAS detector

•Onion-like structure
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 ATLAS : a Top observer

• reconstruct interaction 
vertex, electrons, muons, jets 
and missing energy
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Z

phi

Top is a real commissiong tool: full detector at play

Jet

Electron

Muon

Missing
Energy

eta
ATLAS[LHC]

[Detectors]
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 ATLAS : a Top observer

52

size 
matters

p
θ

EM Calorimeters
Hadronic Calorimeters

Inner detector

3 trigger levels 
for event 
selection

Muon spectrometer

44m

25
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η = pseudorapidity =-ln (tan(θ/2))

ϕ

p
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 ATLAS : a Top observer
Inner detector

Transition radiation tracker
Semi conductor tracker

Pixel 
detec

tor
b-tagging

track, particle identifcation, 
pt measurement
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Calorimeters

54

Liquid Argon Calorimeter
Tile Calorimeter 

electron and jets reconstruction
Missing transverse energy
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 ATLAS : a Top observer
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Muon spectrometer
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 ATLAS : a Top observer

particle identification
pt measurement
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slide form pavia

F Spanò - Pions @ CALOR08
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Calorimeter Clustering
• Keep particle picture, capture shower, 

suppress noise
• Number of constituents per jet   and jet 

mass closest to “true” stable particle jets  

58

Jet Input � Number of Constituents

� Number of Constitutents per jet

• CSC book; di-jet MC; Kt6 jets

• stable particles vs. topo clusters

vs. towers

• clusters much closer to truth than

towers
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Jet Input � Jet Mass

� Jet Mass for the same

choice of jet inputs

• CSC book; di-jet MC;

Kt6 jets

• stable particles

vs. topo clusters

vs. towers

• again cluster jets

much closer to truth

than towers
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di-jet simulated events, anti-kT R=0.6
hep-ex:0901.0512

hep-ex:0901.0512
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Monte Carlo used in top analyses

•Top quark : MC@NLO
‣  xsec is normalized to NNLO effects

•Single top : MC@NLO
‣  t, Wt and s channels
‣ normalized to MC@NLO, remove Wt overlaps with tt final state

•Z/gamma+jets : PYTHIA for Z_tautau, ALPGEN (MLM matching 
for ) Z to ee and Z to mumu NLO factor of 1.25

•Di-boson : WW, ZZ: ALPGEN normalized to NLO from MCFM
•W+jets: ALPGEN
‣W+n light partons
‣W+bb
‣W+cc
‣W+c

59

Generation

Hadronization

•HERWIG + JIMMY for underlying event modelling

-

mailto:fracesco.spano@cern.ch
mailto:fracesco.spano@cern.ch


francesco.spano@cern.ch Top Quark with ATLAS @ LHC CPPM Seminar -11th April 2011

Trigger Details

•Level1 track in muon chambers with 
pT >10 GeV at level 1

•Confirm at level 2
•Match to track in inner detector . PT 

threshold between 10 and 13 GeV 
with pT >13 GeV muon, use 
precision chambers  at level 3

60

Efficiency for offline object is at plateau for pT 20 GeV

•EM calo energy deposit with ET 
between 10 and 15 GeV at level1

•More refined selection at level 2
•Match EM calorimeter cluster 

and Inner Dret track at level3
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Figure 15: Efficiency relative to L2 of the EF muon combined algorithm as a function of the offline
combined muon pT for a) the 4 GeV trigger, b) the 6 GeV trigger, c) the 10 GeV trigger and d) as a
function of offline combined muon η for the 4 GeV trigger for barrel and endcap region combined.

14

into account. Specifically, the SF depend in principle on a number of kinematic and/or isolation variables

�x:

S Ftrigger,reco,Id = S Ftrigger,reco,Id(�x) (2)

We study the dependence and provide a final set of SF binned as a function of those variables for which

a non-trivial behaviour is found. The final-end analysis apply these SF and obtain a rescaled acceptance

A�.
While for the single lepton channel the translation of the SF into the acceptance is linear, for the

di-leptonic channel the situation is more complicated for the trigger SF. The use of a single lepton trigger

in the case of two trigger candidates available changes the overall trigger efficiency. Infact, since we

define the trigger for dilepton event as the logical OR of single leptonic triggers, we would only fail to get

a trigger for dilepton event if both leptons do not fire. Therefore, the per-event weight depends on the

number of trigger candidates:

• if only one lepton has been matched to a trigger Region-Of-Interest (ROI) is just the single lepton

trigger SF;

• if instead both leptons were matched to an ROI, the dilepton scale factor is given by:

S Ftrigger,�� = 1 − [1 − S Ftrigger,1][1 − S Ftrigger,2] (3)

We then apply the standard error propagation rules to derive the uncertainties for SF. In particular,

for the case of binned SF with selected leptons falling into different bins, and assuming uncorrelated SF,

one has:

δS Ftrigger,�� =
�

((1 − S Ftrigger,2) × δS Ftrigger,1)2 + ((1 − S Ftrigger,1) × δS Ftrigger,2)2 (4)

While in the case of both leptons falling into the same bin or un-binned SF, assuming full correlation

between SF one gets:

δS Ftrigger,�� = 2 × S Ftrigger × δS Ftrigger (5)

3 Definition of efficiency for the trigger and offline lepton selections from
T&P

We adopt the following definitions for the efficiency on the trigger and offline lepton selections. For the

trigger efficiency:

εtrigger(Z T&P) =
Nmatched

Nprobes
(6)

where Nmatched is the number of trigger objects matched to a probe offline lepton.

For the offline selections, we separate the pure lepton reconstruction stage from the Top-specific selection

efficiency, given an already reconstructed lepton. These two terms are defined as:

εreco(Z T&P) =
Nmatched leptons

N probes
(7)

for the efficiency to reconstruct a lepton if it comes from a Z → �� decay; and as:

εId(Z T&P) =
Nmatched Top leptons

Nmatched leptons
(8)

(i.e. the efficiency to select a lepton which is isolated and of high-pT using the Top analysis requirements

on kinematic and isolation). As a consequence, we also consider separate SF: S Freco and S FId.

4

3rd level muon efficiency with respect to 
offline muon matched to level 1 and level2

ATL-CONF-2010-095

LHCC poster session,
 March 2011
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B-tagging : Jet prob algorithm

•Compare signed impact 
parameter significance for each 
track in jet  to resolution function  
to find track prob. to originate 

61

4.2 Track Selection

The tracks reconstructed in the ATLAS Inner Detector [1] are the main ingredient for b-tagging. For
detailed information about the reconstruction of tracks in this sample, their properties and the level of
agreement between data and simulation, the reader is referred to Ref. [10]. In particular the properties
most relevant for b-tagging, such as the impact parameter resolution and the hit patterns on tracks, are
discussed in that document.

In the following, the tracks from the so-called ”inside-out” approach are used: the pattern-recognition
starts in the two silicon systems (pixel and micro-strip detectors) and tracks are extended in increasing
radius. In addition to these tracks, the primary vertex also uses tracks from a specialized low-pT algo-
rithm.

Tracks are associated to the jets with a spatial matching in !R(jet, track). The association cut varies
as a function of the jet pT according to R = 0.239+ e(−1.22−1.64·10−5 ·p

jet
T ), in order to have a smaller cone

for jets at high pT which are more collimated. For the average jet pT of 26 GeV, the !R cut is 0.43. At
20 GeV, it is 0.45 while for a jet with a pT around 150 GeV the !R cut is 0.26. Only these tracks in jets
are considered in the rest of this note.

The track selection for b-tagging is designed to select well-measured tracks and reject fake tracks
and tracks from long-lived particles (K0S," or other hyperon decays) and material interactions (photon
conversions or hadronic interactions). At least seven precision hits (pixel or micro-strip hits) are required.
In addition, at least two hits in the pixel detector are required of which one must be in the innermost layer,
the b-layer. The transverse and longitudinal impact parameters computed with respect to the primary
vertex must fulfil |d0| < 1 mm and |z0 sin# | < 1.5 mm, respectively. Only tracks with pT > 1 GeV are
considered. The distribution of the number of selected tracks associated with a jet is shown in Fig. 2.
The distribution for the simulated events has been normalized to the number of real data entries, this will
be the case for all the following plots. The average track multiplicity in simulation (3.044±0.001) is in
reasonable agreement with experimental data (2.968±0.004).

In addition to this baseline b-tagging track selection, and for the JetProb algorithm, a further treat-
ment to attempt to reject long-lived particles is performed: two-track vertices compatible with K0s and "0
decays (later on referred as V 0), $ → e+e− conversions or hadronic interactions in the detector material
are sought for and the corresponding tracks rejected, both for the definition of the resolution function and
for the tagging itself. The reconstruction procedure for these two-track vertices is described in Ref. [11].

5 The JetProb Tagging Algorithm

JetProb is an implementation of the ALEPH tagging algorithm [12], used extensively at LEP and later at
the Tevatron. The signed impact parameter significance Sd0 ≡ d0/%d0 of each selected track in a jet (cf.
Section 5.1) is compared to a resolution functionR for prompt tracks, in order to measure the probability
that the track i originates from the primary vertex:

Ptrki =
∫ −|di0/% id0 |

−&
R(x)dx . (1)

The resolution function can be determined from experimental data using the negative side of the
signed impact parameter distribution (cf. Section 5.2), assuming the contribution from heavy-flavour
particles is negligible.

There are several ways to combine the individual probabilities of each of the N tracks associated to
the jet to obtain a jet probability, Pjet, which discriminates between b-jets and light jets. In this note,
only tracks with positive impact parameter are used and their individual probabilities Ptrk are combined
as follows:
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Figure 5: Distribution of the signed transverse impact parameter significance Sd0 for tracks fulfiling the
b-tagging quality cuts in selected jets, for real data (solid black points) and for simulation (histograms).
The region around Sd0 = 0 is zoomed in in the inset.
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Figure 6: Distribution of the transverse impact pa-
rameter significance Sd0 of tracks for tracks with
negative d0 in experimental data, symmetrized
around Sd0 = 0 and fitted with the functional form
of Equation 4.
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Equation 4.
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Figure 2: Distribution of the number of selected tracks associated with a jet for experimental data (solid
black points) and for simulation (histogram).

Pjet = P0

N−1

!
k=0

(−lnP0)
k

k!
, (2)

where

P0 =
N

"
i=1

Ptrki . (3)

Therefore the jet probability Pjet is the product P0 of all the individual track probabilities, with a
weighting factor depending on the track multiplicity. The physical interpretation ofPjet is the probability
that the jet has no decay products from long-lifetime particles.

5.1 Transverse impact parameter

The impact parameter of tracks is computed with respect to the event primary vertex candidate. It is
signed to further discriminate the tracks originating from b-hadron decays from tracks originating from
the primary vertex. The sign is defined using the jet direction measured by the calorimeters: it is positive
if the angle between the jet direction and the line joining the primary vertex to the point of closest
approach is less than 90◦, negative otherwise. The experimental resolution generates a random sign for
the tracks originating from the primary vertex, while tracks from c- or b-hadron decays tend to have a
positive sign.

The distribution of the signed transverse impact parameter d0 is illustrated in Fig. 3, for tracks coming
from b-jets, c-jets and light jets in simulated tt̄ events at

√
s= 14 TeV [11]. Fig. 4 shows the significance

distribution Sd0 ≡ d0/#d0 which gives more weight to precisely measured tracks. Note that a specific
treatment, explained in Section 4.2, to reject tracks from two-track vertices compatible with K0s and $0
decays, % → e+e− conversions or hadronic interactions in the detector material was applied.

The distribution of the signed transverse impact parameter significance Sd0 for the tracks in the se-
lected jets is shown in Fig. 5, for experimental data and for the simulation at

√
s = 7 TeV. In general,

we observe very good agreement between Monte Carlo and data for the impact parameter, however the
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Figure 5: Distribution of the signed transverse impact parameter significance Sd0 for tracks fulfiling the
b-tagging quality cuts in selected jets, for real data (solid black points) and for simulation (histograms).
The region around Sd0 = 0 is zoomed in in the inset.
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Figure 6: Distribution of the transverse impact pa-
rameter significance Sd0 of tracks for tracks with
negative d0 in experimental data, symmetrized
around Sd0 = 0 and fitted with the functional form
of Equation 4.
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Figure 7: Distribution of the transverse impact pa-
rameter significance Sd0 of tracks for tracks with
negative d0 in simulation, symmetrized around
Sd0 = 0 and fitted with the functional form of
Equation 4.
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In sim. tt events: 70% b-
tag efficiency and 5% of 
wrongly tagged light jets
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Jet calibration steps

•Average pile-up is  subtracted by  correction constants derived 
in-situ

• jet position is corrected for the jet to point to primary vertex of 
interaction (rather than centre of ATLAS detector)

• jet energy and position are corrected to corresponding truth 
jets 
‣ truth jets are formed by running jet algorithm on stable interacting 

particles, i.e. lifetime>10 ps, muons and neutrinos are excluded)
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Jet uncertainty contributions

• JES calib method
• JES in calorimeter response
‣ in simulation, link true calo deposits to particles from collision
‣ uncertainties on single particles constrained from in-situ, derive jet uncertainty. It 

Includes
❖  uncertainties on charged hadrons, calo acceptance,large p particles
❖EM scale for hadronic and EM calo for particles not measured in situ
❖ uncertainties for  neutral hadrons

• JES in det simulation
‣ uncertainty in calo noise thresholds
‣ detector material description (cryostat, presampler, transition barrel endcap)

• JES in physics model (hadronization) and parameters in generation
• JES in relative calib for eta>0.8
• Pile-up

63

Estimated by Simulated samples

Estimated by single particle response

Estimated by in situ measurements
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JES in situ methods
•Photon balance
‣ transverse photon momentum balanced against fullhadronic 

response  by projecting ETmiss on photon direction; no explicit jet 
algo involved

•High pt jet balance by one or more lower pt jets
‣ if low pT jets are well calibrated, check high pT jets against them.
‣ High reach in pT , |eta |<2.8

•Compare calo jet to associated tracks
‣  Calculate mean transverse momentum sum of tracks in a cone 
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Jet calibration : top Specific effects

•Close by jet
‣ jet splitting can bias scale
‣ recover by monte carlo baed correction as a  fucntion of isolation

•Gluon vs quark jets
‣ different response in gluon initiated and uqark initiated jets
‣ validation in di-jet (gluon) and gamma-jet (quark) samples

•B-jet 
‣ tag and probe method in data-MC in di-jet
‣ comparison to track jets (data/MC)
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Ingredients II : jets (making and calibrating)

66

Extensive validation of simulation 
in test-beam data →good 
collision data description

<E
/P

>

0.3

0.4

0.5

0.6

0.7

0.8

ATLAS Preliminary

|<0.6)!(0.0<|
-1bµData 2010. L=866 

Pythia ATLAS MC10

systematic uncertainty

p[GeV]
1 10

M
C

/D
AT

A

0.9

1

1.1

<E
/P

>

0.3

0.4

0.5

0.6

0.7

0.8

ATLAS Preliminary

|<1.1)!(0.6<|
-1bµData 2010. L=866 

Pythia ATLAS MC10

systematic uncertainty

p[GeV]
1 10

M
C

/D
AT

A

0.9

1

1.1

Figure 3: 〈E/p〉 after background subtraction as a function of the track momentum in different |η| bins.
The black dots represent the collision data, while the green rectangles represent the MC prediction. The
lower part of the figures shows the ratio between the MC simulation prediction and collisions data. The
gray band indicates the size of the systematic error between data and MC. The dotted lines are placed at
±5% of unity.

The green shaded area corresponds to the MC simulation prediction and the black points are the collision
data. The width of the shaded band represents the MC statistical uncertainty. The lower part of the figure
represents the ratio between MC simulation and data. The maximum momentum that can be probed with
the available statistics is approximately 20 GeV. The same conclusions drawn in Ref. [16] hold: the
agreement between data and MC simulation is within 2% for particles with momentum up to 10 GeV
and it is around 5% for momentum in 10–20 GeV range.

When comparing data with Monte Carlo, systematic uncertainties have to be taken into account and
are indicated on the lower part of Figure 3 as a gray band. They are completely correlated between
all pseudorapidity and momentum bins in the E/p measurement. These uncertainties were discussed in
detail in References [12] and [16]:

• Track selection: The dependence of 〈E/p〉 on the tracking selection cuts in Section 3.1 gives a
0.5% uncertainty [16].

• Track momentum scale: The uncertainty on the momentum scale p as measured by the inner
detector is negligibly small for p < 5 GeV [23]. For p > 5 GeV a conservative 1% uncertainty has
been assumed on the momentum scale.

• Background subtraction: The comparison of 〈E/p〉 to the
√

s = 900 GeV measurement [16] gives

6

charged hadron response vs track momentum
Data/MC within 2% for p<10 GeV

ATLAS-CONF-2011-028

•Calibrate jet energy scale with 
(η,pT) dependent weight from 
simulated “true” jet 
kinematics

•Scale uncertainty: range 
between 2% to 8% in pT  and η
• Contributions from  physics 

modelling, calo response, det 

phys models
calo response
det simulation
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Figure 12: Jet energy scale uncertainty as a function of p
jet
T in 0 ≤ |η | < 1.2. This plot shows the data

to Monte Carlo simulation ratios for several in-situ techniques that test the jet energy scale exploiting

photon jet balance (direct balance or using the missing transverse momentum projection technique), the

balance of a leading jet with a recoil system of two or more jets at lower transverse momentum (multi-

jets) or using the momentum measurement of tracks in jets.

the estimate in Ref. [12]. The jet energy scale calibration and the reduction in its uncertainty are validated594

by the comparison of calibrated jets in data and Monte Carlo simulation using in-situ techniques (tracks595

in jets, multi-jet balance, direct photon-jet balance, MPF method) up to jet transverse momenta of 1 TeV.596

The jet energy scale uncertainty is found to be similar for jets reconstructed with both the jet distance597

parameters studied: R = 0.4 and R= 0.6. In the central region (|η |< 0.8) the uncertainty is lower than598

4.6% for all jets with pT > 20 GeV, while for jet transverse momenta between 60 and 800 GeV the599

uncertainty is below 2.5%.600

In the endcap and forward region the relative intercalibration uncertainty dominates. The JES uncer-601

tainty amounts to a total of about 14% for the most forward pseudorapidities up to η = 4.5.602

The jet energy scale uncertainty is estimated for isolated jets, and similar results have been obtained603

using inclusive QCD jets. An additional correction due to the presence of close-by jets needs to be604

applied and an uncertainty of 1-3% added to the current estimate as a function of the distance to the605

nearest reconstructed jet.606

The JES uncertainty due to proton-proton collisions occurring in addition to the event of interest607

(pile-up) after a dedicated correction is applied is estimated separately as a function of the number of608

primary vertices. In the case of two primary vertices per event, the uncertainty due to pile-up for jets609

with pT = 20 GeV and pseudorapidity 0.3≤ |η |< 0.8 is about 1% while it amounts to about 2% for jets610

with pseudorapidity 2.1≤ |η |< 2.8. For jets with transverse momentum above 200 GeV, the uncertainty611

due to pile-up is negligible (< 1%) for jets in the full pseudorapidity range (|η |< 4.5).612

•Validation in control samples
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MIssing transverse energy (I)

•overlap removal order is 
‣ electron, photon, hadronic taus, jets, muons
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Apart from the loss of muons outside the acceptance of the muon spectrometer (|! | > 2.7), muons
are lost in other small regions not covered by the muon spectrometer. The muons reconstructed from the
inner detector and calorimeter energy deposits can be used to recover these EmissT contributions.

The EmissT resolution in minimum bias events is not affected by the muon term, due to the small
number of muons in this sample. However, unmeasured, badly measured, or fake muons can be a source
of large fake EmissT .

6.3 The EmissT cryostat term

The correction for the energy lost in the cryostat between the LAr barrel electromagnetic calorimeter and
the TileCal barrel hadronic calorimeter, which at a thickness of about half an interaction length can lead
to significant energy losses in hadronic showers, is separately applied in case of the calorimeter term
calibration with GCW. When the calorimeter term is calibrated with the LCW scheme, a corresponding
correction is already done at topocluster level, e.g. Emiss,cryox(y) = 0.

The EmissT reconstruction, when it is calibrated with GCW, recovers this loss of energy in the cryostat
using the correlation of energies between the last layer of the LAr calorimeter and the first layer of the
hadronic calorimeter. This correction is called the “cryostat term” when used for jet energy correction.
It is defined as follows:

Emiss,cryox(y) = −!
jets
E jet,cryox(y) (5)

where all reconstructed jets are summed in the event, and

E jet,cryox = wcryo
√

E jetEM3×E jetHAD1
cos"jet
cosh!jet

E jet,cryoy = wcryo
√

E jetEM3×E jetHAD1
sin"jet
cosh!jet

(6)

where wcryo is a calibration factor, determined together with the cell signal calibration weights in the
GCW fits. EEM3 and EHAD are the energies in jets deposited on the third layer of the electromagnetic
calorimeter and in the first layer of the hadronic calorimeter, respectively. The cryostat correction turns
out to only be non-negligible for high-pT jets, so it is not crucial in minimum bias events.

Figure 1: Sketch to illustrate how the reconstructed physics objects are used to reconstruct EmissT .

6

5 Jet reconstruction and selection

Jets are reconstructed with the anti-kt algorithm [11, 12] with a distance parameter R = 0.4 and full
four-momentum recombination. In collision data ”fake” jets arise from various sources, ranging from
hardware problems, LHC beam conditions and cosmic-ray showers. Three main sources of ”fake” jets
have been identified and a dedicated selection criteria has been considered for each of them [6]:

• Fake jets caused by sporadic noise bursts in the HEC are identified by requiring that the fraction
of the jet’s energy in the HEC is larger than 0.8, and that 90% of jet energy is distributed over
less than 6 calorimeter cells. It was observed that this criterion is not working if the HEC burst
is overlaid with real energy deposition, so an additional cut is applied based on the correlation
between the jet energy fraction in HEC and the jet quality, defined on the base of the fraction of
jet energy from LAr calorimeter cells flagged as problematic (low signal quality).

• Fake jets in the electromagnetic calorimeter caused by coherent noise bursts in neighboring cells
are identified by requiring the fraction of jet energy from LAr calorimeter cells flagged as prob-
lematic to be greater than 0.8, and the fraction of energy in only the electromagnetic calorimeter
to be greater than 0.95.

• Jets reconstructed from large out-of-time energy deposits in the calorimeter (for example those
due to photons produced by cosmic ray muons overlaid on a minimum bias collision event) are
identified if the time associated to the jet, calculated as the energy squared weighted time of its
constituents, is more than 50 ns different from that of the average event time.

For the results presented in this note, events were rejected if any jet in the event with transverse
momentum pT> 10 GeV at the electromagnetic scale fell into any of the three categories above. The
fraction of events removed by this requirement is only about 10−4 of all selected collision events.

6 EmissT reconstruction and calibration

The EmissT reconstruction presently used in ATLAS for physics analysis includes contributions from
transverse energy deposits in the calorimeters, corrections for energy loss in the cryostat, and measured
muons:

Emissx(y) = Emiss,calox(y) +Emiss,cryox(y) +Emiss,muonx(y) (1)

The three terms in the above equation, referred to as the calorimeter, cryostat and muon terms, will be
described in some detail in the following.

6.1 The EmissT calorimeter term

In minimum bias events, the dominant term by far is the calorimeter term, since most of the energy is
deposited by low-energy hadrons, with few events containg jets or muons in present data. The calorimeter
term is defined as:

Emiss,calox = −
Ncell

!
i=1

Ei sin!i cos"i ,

Emiss,caloy = −
Ncell

!
i=1

Ei sin!i sin"i , (2)

Emiss,caloT =

√

(

Emiss,calox

)2
+

(

Emiss,caloy

)2

3
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MIssing transverse energy (II)
•The three terms are, muons
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5 Jet reconstruction and selection

Jets are reconstructed with the anti-kt algorithm [11, 12] with a distance parameter R = 0.4 and full
four-momentum recombination. In collision data ”fake” jets arise from various sources, ranging from
hardware problems, LHC beam conditions and cosmic-ray showers. Three main sources of ”fake” jets
have been identified and a dedicated selection criteria has been considered for each of them [6]:

• Fake jets caused by sporadic noise bursts in the HEC are identified by requiring that the fraction
of the jet’s energy in the HEC is larger than 0.8, and that 90% of jet energy is distributed over
less than 6 calorimeter cells. It was observed that this criterion is not working if the HEC burst
is overlaid with real energy deposition, so an additional cut is applied based on the correlation
between the jet energy fraction in HEC and the jet quality, defined on the base of the fraction of
jet energy from LAr calorimeter cells flagged as problematic (low signal quality).

• Fake jets in the electromagnetic calorimeter caused by coherent noise bursts in neighboring cells
are identified by requiring the fraction of jet energy from LAr calorimeter cells flagged as prob-
lematic to be greater than 0.8, and the fraction of energy in only the electromagnetic calorimeter
to be greater than 0.95.

• Jets reconstructed from large out-of-time energy deposits in the calorimeter (for example those
due to photons produced by cosmic ray muons overlaid on a minimum bias collision event) are
identified if the time associated to the jet, calculated as the energy squared weighted time of its
constituents, is more than 50 ns different from that of the average event time.

For the results presented in this note, events were rejected if any jet in the event with transverse
momentum pT> 10 GeV at the electromagnetic scale fell into any of the three categories above. The
fraction of events removed by this requirement is only about 10−4 of all selected collision events.

6 EmissT reconstruction and calibration

The EmissT reconstruction presently used in ATLAS for physics analysis includes contributions from
transverse energy deposits in the calorimeters, corrections for energy loss in the cryostat, and measured
muons:

Emissx(y) = Emiss,calox(y) +Emiss,cryox(y) +Emiss,muonx(y) (1)

The three terms in the above equation, referred to as the calorimeter, cryostat and muon terms, will be
described in some detail in the following.

6.1 The EmissT calorimeter term

In minimum bias events, the dominant term by far is the calorimeter term, since most of the energy is
deposited by low-energy hadrons, with few events containg jets or muons in present data. The calorimeter
term is defined as:

Emiss,calox = −
Ncell

!
i=1

Ei sin!i cos"i ,

Emiss,caloy = −
Ncell

!
i=1

Ei sin!i sin"i , (2)

Emiss,caloT =

√

(

Emiss,calox

)2
+

(

Emiss,caloy

)2

3

6.1.2 Refinement of EmissT calibration

The final step is the refinement of the calibration of cells on the base of the reconstructed ”physics”
object they belong to (refined calibration or RefFinal ). Calorimeter cells are associated with a parent
reconstructed and identified high-pT object, in a chosen order: electrons, photons, hadronically decaying
!-leptons, jets and muons. They are separately and independently calibrated, as are those belonging to
topoclusters not associated with any such objects [15].

Once the cells are associated with categories of objects as described above and calibrated, EmissT is
calculated as follows:

Emiss,calo,calibx(y) = Emiss,ex(y) +Emiss,!x(y) +Emiss,"x(y) +Emiss,jetsx(y) +Emiss,calo,µx(y) +Emiss,CellOutx(y) (3)

where each term is calculated from the negative sum of calibrated cell energies inside the corresponding
objects. The Emiss,calo,µx(y) is the contribution to EmissT from the energy lost by muons in the calorimeter.
It contributes to the final EmissT according to the muon type used for the calculation of the EmissT muon
term (see next section). The Emiss,CellOutx(y) term is calculated from the cells in topoclusters which are not
included in the reconstructed objects. This calibration improves the performance in terms of EmissT mean
and resolution for events containing electrons, photons, taus, and muons for which the GCW or the LCW
are not appropriate.

The final Emiss,calibx(y) is then calculated from equation 1 adding the Emiss,µx(y) and Emiss,cryox(y) terms, which
are discussed in more detail below (see also Figure 1).

6.2 The EmissT muon term

The EmissT muon term is calculated from the momenta of muons measured in a range of pseudorapidity
|" | < 2.7:

Emiss,µx(y) = − !
selected muons

Eµ
x(y) (4)

In the region |" | < 2.5 only good-quality muons in the muon spectrometer with a matched track in
the inner detector are considered. The matching requirement considerably reduces contributions from
fake muons, sometimes created from high hit multiplicities in the muon spectrometer in events with very
energetic jets.

The muon term is calculated in a different way for isolated and non-isolated muons3, as explained in
the following.

• The pT of an isolated muon is determined from the combined measurement of the inner detector
and muon spectrometer. In this case the energy lost by the muon in the calorimeters (Emiss,calo,µx(y) )
is not added to the calorimeter term.

• For a non-isolated muon, the energy lost in the calorimeter cannot be separated from the nearby
jet energy. The muon spectrometer measurement of the muon momenta after energy loss in the
calorimeter is therefore used unless there is a significant mis-match between the spectrometer and
the combined measurement. In this case the combined measurement minus the parameterized
energy loss in the calorimeter is used.

For higher values of the pseudorapidity outside the fiducial volume of the inner detector (2.5< |" |< 2.7),
there is no matched track requirement and the muon spectrometer is used alone.

3Non-isolated muons are those within the distance R=
√

!!2+!"2 < 0.3 of a jet in the event
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Apart from the loss of muons outside the acceptance of the muon spectrometer (|! | > 2.7), muons
are lost in other small regions not covered by the muon spectrometer. The muons reconstructed from the
inner detector and calorimeter energy deposits can be used to recover these EmissT contributions.

The EmissT resolution in minimum bias events is not affected by the muon term, due to the small
number of muons in this sample. However, unmeasured, badly measured, or fake muons can be a source
of large fake EmissT .

6.3 The EmissT cryostat term

The correction for the energy lost in the cryostat between the LAr barrel electromagnetic calorimeter and
the TileCal barrel hadronic calorimeter, which at a thickness of about half an interaction length can lead
to significant energy losses in hadronic showers, is separately applied in case of the calorimeter term
calibration with GCW. When the calorimeter term is calibrated with the LCW scheme, a corresponding
correction is already done at topocluster level, e.g. Emiss,cryox(y) = 0.

The EmissT reconstruction, when it is calibrated with GCW, recovers this loss of energy in the cryostat
using the correlation of energies between the last layer of the LAr calorimeter and the first layer of the
hadronic calorimeter. This correction is called the “cryostat term” when used for jet energy correction.
It is defined as follows:

Emiss,cryox(y) = −!
jets
E jet,cryox(y) (5)

where all reconstructed jets are summed in the event, and

E jet,cryox = wcryo
√

E jetEM3×E jetHAD1
cos"jet
cosh!jet

E jet,cryoy = wcryo
√

E jetEM3×E jetHAD1
sin"jet
cosh!jet

(6)

where wcryo is a calibration factor, determined together with the cell signal calibration weights in the
GCW fits. EEM3 and EHAD are the energies in jets deposited on the third layer of the electromagnetic
calorimeter and in the first layer of the hadronic calorimeter, respectively. The cryostat correction turns
out to only be non-negligible for high-pT jets, so it is not crucial in minimum bias events.

Figure 1: Sketch to illustrate how the reconstructed physics objects are used to reconstruct EmissT .
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are lost in other small regions not covered by the muon spectrometer. The muons reconstructed from the
inner detector and calorimeter energy deposits can be used to recover these EmissT contributions.

The EmissT resolution in minimum bias events is not affected by the muon term, due to the small
number of muons in this sample. However, unmeasured, badly measured, or fake muons can be a source
of large fake EmissT .

6.3 The EmissT cryostat term

The correction for the energy lost in the cryostat between the LAr barrel electromagnetic calorimeter and
the TileCal barrel hadronic calorimeter, which at a thickness of about half an interaction length can lead
to significant energy losses in hadronic showers, is separately applied in case of the calorimeter term
calibration with GCW. When the calorimeter term is calibrated with the LCW scheme, a corresponding
correction is already done at topocluster level, e.g. Emiss,cryox(y) = 0.

The EmissT reconstruction, when it is calibrated with GCW, recovers this loss of energy in the cryostat
using the correlation of energies between the last layer of the LAr calorimeter and the first layer of the
hadronic calorimeter. This correction is called the “cryostat term” when used for jet energy correction.
It is defined as follows:

Emiss,cryox(y) = −!
jets
E jet,cryox(y) (5)

where all reconstructed jets are summed in the event, and

E jet,cryox = wcryo
√

E jetEM3×E jetHAD1
cos"jet
cosh!jet

E jet,cryoy = wcryo
√

E jetEM3×E jetHAD1
sin"jet
cosh!jet

(6)

where wcryo is a calibration factor, determined together with the cell signal calibration weights in the
GCW fits. EEM3 and EHAD are the energies in jets deposited on the third layer of the electromagnetic
calorimeter and in the first layer of the hadronic calorimeter, respectively. The cryostat correction turns
out to only be non-negligible for high-pT jets, so it is not crucial in minimum bias events.

Figure 1: Sketch to illustrate how the reconstructed physics objects are used to reconstruct EmissT .

6

isolated muons

non-isolated muons

mailto:fracesco.spano@cern.ch
mailto:fracesco.spano@cern.ch


francesco.spano@cern.ch Top Quark with ATLAS @ LHC CPPM Seminar -11th April 2011

Triangular cut
•True W leptonic decay with large missing transverse energy 
ETmiss also have large W transverse mass MTW

•Mis-measured jets in QCD may have large missing transverse 
energy ETmiss, but small transverse mass MTW

•Requirement on transverse missing energy and transverse 
mass discriminates the two
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True W

QCD

MTW

 ETmiss 

MTW>60 GeV - ETmiss
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Backgrounds - single lepton

•Single top

70

•W(/Z)+jets
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Figure 2: Distribution of the invariant mass mj j j of the three jets with the highest vector sum pT for the
events passing the baseline event selection in (a) the electron channel and (b) the muon channel. The
QCD multi-jet background is obtained from the data-driven methods described in the text whilst all the
other backgrounds and tt̄ are obtained from MC simulation. The uncertainty on the MC and data-driven
predictions are shown.
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ATLAS-CONF-2011-023

•Di-bosons 
(WW,WZ,ZZ)

Simulated
+

rate set to  
SM 

prediction

Shape from 
simulation

rate from final fit

after all cuts

ATLAS-CONF-2011-023
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Background estimates: QCD multi-jet -single lep (with btag)

• “Fake” leptons:  mis-id jets,γ→e+e-, 
non-prompt leptons (b/c-decays)

71

Nloose = Nloosefake + Nloosereal 
Nstandard= εfake  Nloosefake + εreal Nloosereal 

ATLAS-CONF- 2011-035

ATLAS-
CONF- 

2011-035

μ channel: matrix method

εfake  from low ETmiss ,MTW and  εreal  from Z→μ+μ-

e channel: template method

• Derive QCD template from control region 
(electron fails one/more selection criteria)

• Normalize by fitting low ETmiss shape (QCD 
template + MC samples) to data→extrapolate to 
standard region

• Measure  Nstandard  (isolated-μ) and Nloose(non-iso-μ) 
events and find standard fake muons from  

• Do it in bins of any variable to get proper estimate
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Figure 1: Transverse mass of theW boson in events with exactly two jets for (a) the electron channel, (b)
the muon channel. The QCD multi-jet background is obtained from the data-driven methods described
in the text whilst all the other backgrounds and tt̄ are obtained from MC simulation. The uncertainty on
the MC and data-driven predictions are shown.

5

Transverse Mass [GeV]

0 20 40 60 80 100 120 140 160

E
ve

n
ts

 /
 5

 G
e

V

0

100

200

300

400

500

Transverse Mass [GeV]

0 20 40 60 80 100 120 140 160

E
ve

n
ts

 /
 5

 G
e

V

0

100

200

300

400

500
e+2-jetsATLAS

Preliminary

-1
 L = 35 pb∫

data

tt
W + jets

Other Bkgd

QCD

uncertainty

Transverse Mass [GeV]

0 20 40 60 80 100 120 140 160

E
ve

n
ts

 /
 5

 G
e

V

0

100

200

300

400

500

600

700

800

900

Transverse Mass [GeV]

0 20 40 60 80 100 120 140 160

E
ve

n
ts

 /
 5

 G
e

V

0

100

200

300

400

500

600

700

800

900

+2-jetsµATLAS
Preliminary

-1
 L = 35 pb∫

data

tt
W + jets

Other Bkgd

QCD

uncertainty

(a) (b)

Figure 1: Transverse mass of theW boson in events with exactly two jets for (a) the electron channel, (b)
the muon channel. The QCD multi-jet background is obtained from the data-driven methods described
in the text whilst all the other backgrounds and tt̄ are obtained from MC simulation. The uncertainty on
the MC and data-driven predictions are shown.

5

ATLAS-
CONF- 

2011-023

ATLAS-
CONF- 

2011-023

mailto:fracesco.spano@cern.ch
mailto:fracesco.spano@cern.ch


francesco.spano@cern.ch Top Quark with ATLAS @ LHC CPPM Seminar -11th April 2011

W+jets estimate with ratio method

• Assume W+jets amounts in jet  
bin multiplicity are such that

72

probability:

W≥4-jettagged = W
≥4-jet
pre-tag · f

≥4-jet
tagged. (2)

Here W≥4-jetpre-tag is an estimate of the W+jets event count in the pre-tag ≥4 jet sample and f ≥4-jettagged is the
fraction of these events that are tagged, calculated as

f ≥4-jettagged = f 2-jettagged · f
corr
2→≥4, (3)

where f 2-jettagged is a measurement of the W+jets tag fraction in the 2-jet sample and f corr2→≥4 accounts for
the difference in flavour composition between the 2-jet and ≥4-jet samples as well as differences in the
per-flavour event tagging probabilities, which may lead to different event rates after b-tagging.

For the first ingredient, W≥4-jetpre-tag , the fact that the ratio of W+n+1 jets to W+n jets is expected to be
approximately constant as a function of n is exploited [27, 28]. This is supported by the good agreement
with the Standard Model expectation as shown in Figure 1. The number ofW events in the ≥4-jet pre-tag
sample can thus be estimated as

W≥4-jetpre-tag = W
2-jet
pre-tag ·

∞
∑

n=2
(W2-jet

pre-tag/W
1-jet
pre-tag)

n, (4)

where the sum is used to extrapolate to a sample with four or more jets. These rates are obtained by
subtracting the estimated non-W boson contributions from the event count in the pre-tag 1-jet and 2-jet
bins. The QCD multi-jet contribution is estimated from data as described in Section 5.3 and simulation-
based estimates are used for the other backgrounds. The scaling behaviour of Equation 4 does not
apply to W → τν events as their selection efficiency depends significantly on the jet multiplicity. This
contribution is subtracted from the observed event count in the W1-jet

pre-tag and W
2-jet
pre-tag control samples and

is estimated separately in the electron and the muon channel using the simulation to predict the ratio of
(W → τν / W → #ν). The data-driven technique is used for the estimation of the W → eν background in
the electron channel and the W → µν background in the muon channel. Table 2 compares the observed
event yields in both the 1-jet and 2-jet samples with the estimated pre-tag backgrounds for both the
electron and muon channels. Figures 2 (b) and 2 (e) show the mT (W) distribution for the 2-jet pre-tag
samples in the muon and electron channels, respectively.

1-jet pre-tag e 1-jet pre-tag µ 2-jet pre-tag e 2-jet pre-tag µ
Observed 1815 1593 404 370

QCD multijet (DD) 517 ± 89 65 ± 28 190 ± 43 20.0 ± 9.7
W(τν)+jets (MC) 39 ± 10 43 ± 11 11.7 ± 4.4 13.6 ± 5.1
Z+jets (MC) 19.0 ± 9.1 48 ± 12 11.6 ± 5.2 14.0 ± 4.8
tt̄ (MC) 1.7 ± 0.8 1.7 ± 0.8 7.0 ± 3.0 7.7 ± 3.3

single-t (MC) 4.4 ± 0.7 5.0 ± 0.8 5.2 ± 0.8 5.1 ± 0.8
diboson (MC) 4.8 ± 4.8 5.7 ± 5.7 3.8 ± 3.8 4.4 ± 4.4

Total (non W(lν)+jets) 585 ± 90 168 ± 33 229 ± 44 65 ± 13
Estimated W(lν)+jets 1230 ± 100 1425 ± 52 175 ± 49 305 ± 23

Table 2: Observed event yields in the pre-tag 1-jet and 2-jet samples and estimated contributions from
non-W processes and W → τν. The estimation for QCD multi-jet events is data-driven (DD), all other
estimates are based on simulation (MC). The last row gives the number of W(lν)+jet events, estimated
as the observed event count minus all other contributions.

13

probability:

W≥4-jettagged = W
≥4-jet
pre-tag · f

≥4-jet
tagged. (2)

Here W≥4-jetpre-tag is an estimate of the W+jets event count in the pre-tag ≥4 jet sample and f ≥4-jettagged is the
fraction of these events that are tagged, calculated as

f ≥4-jettagged = f 2-jettagged · f
corr
2→≥4, (3)

where f 2-jettagged is a measurement of the W+jets tag fraction in the 2-jet sample and f corr2→≥4 accounts for
the difference in flavour composition between the 2-jet and ≥4-jet samples as well as differences in the
per-flavour event tagging probabilities, which may lead to different event rates after b-tagging.

For the first ingredient, W≥4-jetpre-tag , the fact that the ratio of W+n+1 jets to W+n jets is expected to be
approximately constant as a function of n is exploited [27, 28]. This is supported by the good agreement
with the Standard Model expectation as shown in Figure 1. The number ofW events in the ≥4-jet pre-tag
sample can thus be estimated as

W≥4-jetpre-tag = W
2-jet
pre-tag ·

∞
∑

n=2
(W2-jet

pre-tag/W
1-jet
pre-tag)

n, (4)

where the sum is used to extrapolate to a sample with four or more jets. These rates are obtained by
subtracting the estimated non-W boson contributions from the event count in the pre-tag 1-jet and 2-jet
bins. The QCD multi-jet contribution is estimated from data as described in Section 5.3 and simulation-
based estimates are used for the other backgrounds. The scaling behaviour of Equation 4 does not
apply to W → τν events as their selection efficiency depends significantly on the jet multiplicity. This
contribution is subtracted from the observed event count in the W1-jet

pre-tag and W
2-jet
pre-tag control samples and

is estimated separately in the electron and the muon channel using the simulation to predict the ratio of
(W → τν / W → #ν). The data-driven technique is used for the estimation of the W → eν background in
the electron channel and the W → µν background in the muon channel. Table 2 compares the observed
event yields in both the 1-jet and 2-jet samples with the estimated pre-tag backgrounds for both the
electron and muon channels. Figures 2 (b) and 2 (e) show the mT (W) distribution for the 2-jet pre-tag
samples in the muon and electron channels, respectively.

1-jet pre-tag e 1-jet pre-tag µ 2-jet pre-tag e 2-jet pre-tag µ
Observed 1815 1593 404 370

QCD multijet (DD) 517 ± 89 65 ± 28 190 ± 43 20.0 ± 9.7
W(τν)+jets (MC) 39 ± 10 43 ± 11 11.7 ± 4.4 13.6 ± 5.1
Z+jets (MC) 19.0 ± 9.1 48 ± 12 11.6 ± 5.2 14.0 ± 4.8
tt̄ (MC) 1.7 ± 0.8 1.7 ± 0.8 7.0 ± 3.0 7.7 ± 3.3

single-t (MC) 4.4 ± 0.7 5.0 ± 0.8 5.2 ± 0.8 5.1 ± 0.8
diboson (MC) 4.8 ± 4.8 5.7 ± 5.7 3.8 ± 3.8 4.4 ± 4.4

Total (non W(lν)+jets) 585 ± 90 168 ± 33 229 ± 44 65 ± 13
Estimated W(lν)+jets 1230 ± 100 1425 ± 52 175 ± 49 305 ± 23

Table 2: Observed event yields in the pre-tag 1-jet and 2-jet samples and estimated contributions from
non-W processes and W → τν. The estimation for QCD multi-jet events is data-driven (DD), all other
estimates are based on simulation (MC). The last row gives the number of W(lν)+jet events, estimated
as the observed event count minus all other contributions.

13

probability:

W≥4-jettagged = W
≥4-jet
pre-tag · f

≥4-jet
tagged. (2)

Here W≥4-jetpre-tag is an estimate of the W+jets event count in the pre-tag ≥4 jet sample and f ≥4-jettagged is the
fraction of these events that are tagged, calculated as

f ≥4-jettagged = f 2-jettagged · f
corr
2→≥4, (3)

where f 2-jettagged is a measurement of the W+jets tag fraction in the 2-jet sample and f corr2→≥4 accounts for
the difference in flavour composition between the 2-jet and ≥4-jet samples as well as differences in the
per-flavour event tagging probabilities, which may lead to different event rates after b-tagging.

For the first ingredient, W≥4-jetpre-tag , the fact that the ratio of W+n+1 jets to W+n jets is expected to be
approximately constant as a function of n is exploited [27, 28]. This is supported by the good agreement
with the Standard Model expectation as shown in Figure 1. The number ofW events in the ≥4-jet pre-tag
sample can thus be estimated as

W≥4-jetpre-tag = W
2-jet
pre-tag ·

∞
∑

n=2
(W2-jet

pre-tag/W
1-jet
pre-tag)

n, (4)

where the sum is used to extrapolate to a sample with four or more jets. These rates are obtained by
subtracting the estimated non-W boson contributions from the event count in the pre-tag 1-jet and 2-jet
bins. The QCD multi-jet contribution is estimated from data as described in Section 5.3 and simulation-
based estimates are used for the other backgrounds. The scaling behaviour of Equation 4 does not
apply to W → τν events as their selection efficiency depends significantly on the jet multiplicity. This
contribution is subtracted from the observed event count in the W1-jet

pre-tag and W
2-jet
pre-tag control samples and

is estimated separately in the electron and the muon channel using the simulation to predict the ratio of
(W → τν / W → #ν). The data-driven technique is used for the estimation of the W → eν background in
the electron channel and the W → µν background in the muon channel. Table 2 compares the observed
event yields in both the 1-jet and 2-jet samples with the estimated pre-tag backgrounds for both the
electron and muon channels. Figures 2 (b) and 2 (e) show the mT (W) distribution for the 2-jet pre-tag
samples in the muon and electron channels, respectively.

1-jet pre-tag e 1-jet pre-tag µ 2-jet pre-tag e 2-jet pre-tag µ
Observed 1815 1593 404 370

QCD multijet (DD) 517 ± 89 65 ± 28 190 ± 43 20.0 ± 9.7
W(τν)+jets (MC) 39 ± 10 43 ± 11 11.7 ± 4.4 13.6 ± 5.1
Z+jets (MC) 19.0 ± 9.1 48 ± 12 11.6 ± 5.2 14.0 ± 4.8
tt̄ (MC) 1.7 ± 0.8 1.7 ± 0.8 7.0 ± 3.0 7.7 ± 3.3

single-t (MC) 4.4 ± 0.7 5.0 ± 0.8 5.2 ± 0.8 5.1 ± 0.8
diboson (MC) 4.8 ± 4.8 5.7 ± 5.7 3.8 ± 3.8 4.4 ± 4.4

Total (non W(lν)+jets) 585 ± 90 168 ± 33 229 ± 44 65 ± 13
Estimated W(lν)+jets 1230 ± 100 1425 ± 52 175 ± 49 305 ± 23

Table 2: Observed event yields in the pre-tag 1-jet and 2-jet samples and estimated contributions from
non-W processes and W → τν. The estimation for QCD multi-jet events is data-driven (DD), all other
estimates are based on simulation (MC). The last row gives the number of W(lν)+jet events, estimated
as the observed event count minus all other contributions.

13

Wn+1-jets/Wn-jets~constant (Berends
,Giele)

Wn-jets/W2-jets=Wn-jets/Wn-1je * (Wn-jets/Wn-1jet....

Estimate pre-tagged amount of W+jets in 4-jet bin then correct it to tagged sample

Measured by subtracting  simulated 
nonW bkg in 1,2 jet bin, before b-tagging

good agreement data/MC in control region

Subtract MC in content of 2jet bin 
bef  and after tagging. Take ratio  

(only in mu, less QCD)

from simulation

The ratio between the 2-jet and 1-jet rates is measured with significantly poorer precision in the
electron channel, because of the larger QCD multi-jet contamination. Since the ratio between the 2-jet
and 1-jet rates is expected to be independent of the W boson decay mode, the muon channel estimation
is used also for the electron channel, giving

W≥4-jetpre-tag = 11.2 ± 2.2(stat.) ± 4.0(syst.), e channel,

W≥4-jetpre-tag = 18.9 ± 4.1(stat.) ± 5.0(syst.), µ channel.

The leading systematic uncertainties are the uncertainty on the purity of the low jet multiplicity control
samples and the uncertainty associated with the assumption that the (W + n + 1 jets)/(W + n jets) ratio is
constant. The latter relative uncertainty has been evaluated to be 24% from the results reported in [29].

For the second ingredient, f 2-jettagged, the pre-tag yield is taken from Table 2 and the pre-tag non-W
boson backgrounds (also from Table 2) are subtracted from this yield. This gives an estimate of the
W+jets contribution in the 2-jet pre-tag sample. The same is done in the tagged sample: the estimated
non-W boson backgrounds, as shown in Table 1, are subtracted from the measured yield after applying
the tagging criteria resulting in an estimate of the W+jets contribution in the 2-jet sample after tagging.
The ratio of the tagged to the pre-tag contributions represents the estimate of the fraction of tagged events
in the 2-jet sample

f 2-jettagged = 0.060 ± 0.018(stat.) ± 0.007(syst.).

This quantity is computed from the muon channel only, due to the large uncertainty originating from the
QCD multi-jet contamination in the electron channel. Figures 2 (b) and 2 (c) show the distribution of the
transverse mass mT (W) for the µ+jets 2-jet pre-tag and tagged samples respectively. Clear W signals are
evident in both samples.

The final ingredient, the correction factor f corr2→≥4, is defined as f
corr
2→≥4 = f ≥4-jettagged/ f

2-jet
tagged. It is obtained

from simulation studies on AlpgenW+jets events and is determined to be:

f corr2→≥4 = 2.8 ± 0.8(syst.). (5)

The quoted uncertainty on f corr2→≥4 reflects uncertainties on the assumed flavour composition of the pre-tag
2-jet sample, the uncertainty on the scaling factors for the b-tagging efficiency for b, c and light-quark
jets, and the uncertainty on the ratio of fractions in the 2-jet bin and the ≥4-jet bin for W+bb̄+jets,
W+cc̄+jets and W+c+jets. The leading uncertainty on f corr2→≥4 is due to the uncertainty on the predicted
ratios of flavour fractions in the 2-jet and ≥4-jet bin. This is estimated by the variation of several Alpgen
generator parameters that are known to influence these ratios [9], and adds up to a relative 40%-60% per
ratio. The uncertainty on the flavour composition in the 2-jet bin, while large in itself, has a small effect
on f corr2→≥4 due to effective cancellations in the ratio.

Applying Equation (2) and Equation (3) the estimated yields forW+jets in the ≥4-jet tagged samples
are

W≥4-jettagged = 1.9 ± 0.7(stat.) ± 0.9(syst.), e channel,

W≥4-jettagged = 3.2 ± 1.2(stat.) ± 1.2(syst.), µ channel.

as reported in Table 1.
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Figure 3: Input variables to the likelihood discriminant for the muon channel. The plots on the left and
right are for events with exactly 3-jets and ≥4-jets, respectively. The variables are the lepton charge (top
row), lepton η (middle row) and exp(−8 ×A), where A is the aplanarity of the jets and lepton (bottom
row). The normalization of the simulated processes is taken from theoretical predictions (including for
tt̄) except for QCD multi-jet which uses the normalization extracted in Sec. 4.1.
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Figure 4: Input variables to the likelihood discriminant for the electron channel. The plots on the left and
right are for events with exactly 3-jets and ≥4-jets, respectively. The variables are the lepton charge (top
row), lepton η (middle row) and exp(−8 ×A), where A is the aplanarity of the jets and lepton (bottom
row). The normalization of the simulated processes is taken from theoretical predictions (including for
tt̄) except for QCD multi-jet which uses the normalization extracted in Sec. 4.1.
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Extract top cross section (I) - single lepton

•For Njets=3, 4 an 5 , build 
discriminant from distributions of
‣ lepton pseudorapidity  ←top is 

more central
‣ lepton charge  ←top is 

symmetric,W+jets isn’t
‣ aplanarity   ←top is more 

spherical
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Figure 3: Input variables to the likelihood discriminant for the muon channel. The plots on the left and
right are for events with exactly 3-jets and ≥4-jets, respectively. The variables are the lepton charge (top
row), lepton η (middle row) and exp(−8 ×A), where A is the aplanarity of the jets and lepton (bottom
row). The normalization of the simulated processes is taken from theoretical predictions (including for
tt̄) except for QCD multi-jet which uses the normalization extracted in Sec. 4.1.
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Extracting cross section (II) - single lepton

•Perform maximum likelihood fit to discriminant in 3,>=4 jet bin for 
both channels. Fix QCD and smaller bkg, fit top and W+jets contrib.
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• Cross section 
found as
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Figure 5: Likelihood discriminants for tt̄ (solid blue) andW+jets (dashed red). Top row - muon channel:
(a) events with 3-jets, (b) events with ≥4-jets. Bottom row - electron channel: (c) events with 3-jets, (d)
events with ≥4-jets. The shapes have been normalized to the same area.

The individual likelihoods are products of the corresponding probability densities of the discriminating
input variables xk defined above, for example for the signal likelihood:

LS (i) =
3
∏

k=1

pS ,k(xk(i)). (3)

This simple multivariate approach assumes that the variables xk are uncorrelated. The variables used
in the analysis have been found to have small correlation coefficients, up to 2% in the worst case. The
resulting templates of the likelihood discriminants are shown in Fig. 5 for tt̄ andW+jet events normalized
to the same area.
A binned maximum likelihood fit is applied to the discriminant shapes described previously to extract

the tt̄ cross-section. Likelihood functions are defined for each of the four channels (e and µ, 3-jets and
≥4-jets) and are multiplied together in a combined fit to extract the total number of tt̄ events. The QCD
multi-jet and small backgrounds (single top, diboson. Z+jets) are fixed to their expected contributions in
the fit. The tt̄ cross-section is then extracted using the usual formula:

σtt =
Nsig

∫

Ldt × εsig
, (4)
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Figure 5: Likelihood discriminants for tt̄ (solid blue) andW+jets (dashed red). Top row - muon channel:
(a) events with 3-jets, (b) events with ≥4-jets. Bottom row - electron channel: (c) events with 3-jets, (d)
events with ≥4-jets. The shapes have been normalized to the same area.

The individual likelihoods are products of the corresponding probability densities of the discriminating
input variables xk defined above, for example for the signal likelihood:

LS (i) =
3
∏

k=1

pS ,k(xk(i)). (3)

This simple multivariate approach assumes that the variables xk are uncorrelated. The variables used
in the analysis have been found to have small correlation coefficients, up to 2% in the worst case. The
resulting templates of the likelihood discriminants are shown in Fig. 5 for tt̄ andW+jet events normalized
to the same area.
A binned maximum likelihood fit is applied to the discriminant shapes described previously to extract

the tt̄ cross-section. Likelihood functions are defined for each of the four channels (e and µ, 3-jets and
≥4-jets) and are multiplied together in a combined fit to extract the total number of tt̄ events. The QCD
multi-jet and small backgrounds (single top, diboson. Z+jets) are fixed to their expected contributions in
the fit. The tt̄ cross-section is then extracted using the usual formula:

σtt =
Nsig

∫

Ldt × εsig
, (4)
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signal acceptance, efficiency and branching ratio from simulation 
+ data/MC scaling factors

where
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Systematic uncertainties -  single lepton 

jet properties (scale, multiplicity)  and background normalization 
are the dominant contributors
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Source Relative cross-section uncertainty [%]

Object selection

Lepton reconstruction, identification, trigger -1.9 / +2.6
Jet energy scale and reconstruction -6.1 / +5.7
Background rates and shape

QCD normalisation ±3.9
QCD shape ±3.4
W+jets shape ±1.2
Other backgrounds normalisation ±0.5
Simulation

Initial/final state radiation -2.1 / +6.1
Parton distribution functions -3.0 / +2.8
Parton shower and hadronisation ±3.3
Next-to-leading-order generator ±2.1
MC statistics ±1.8
Pile-up ±1.2
Total systematic uncertainty -10.2 / +11.6

Table 2: Summary of individual systematic uncertainty contributions to the multivariate fit analysis.

Channel σtt̄ (pb)
e + 3 jets 225 ± 72
e + ≥4 jets 182 ± 29
µ + 3 jets 143 ± 67
µ + ≥4 jets 164 ± 24
Combined 171 ± 17

Table 3: Results of the likelihood fit to individual channels in the data (statistical uncertainty only).

6 Further Cross-Section Measurements

Several complementary methods (with slightly higher total uncertainties) have been used to measure the
tt̄ cross-section in the single lepton channel without b-tagging and are described in this section.

6.1 One-dimensional likelihood fits

Simpler fits using only one variable have also been used to extract the tt̄ cross-section. These methods
do not provide as precise a measurement as the one described in Sec. 5, but have the advantage of being
simpler and sensitive to different systematics, and thus provide good cross-checks. Two variables are
used for these cross-checks: max∆η, the maximum pseudorapidity difference between the lepton and
any of the three highest pT jets, and the lepton pseudorapidity |ηlepton|. Two different fitting methods are
used to extract the top cross section from these two variables.
The max∆η uses a modified χ2 function [15] to fit for 5 parameters; the number of tt̄ events and

the number of W+jet events are floated freely in the fit, the number of QCD events is fixed for all but
the electron channel fit where it is constrained within its uncertainty (50%), the other sources: Z+jets,
diboson and single-top are constrained to their predicted number of events within the uncertainty of
the prediction. It is found that the small sources do not contribute significantly to the fit result, thus
fixing them in the fit would give very similar results. Both 3-jets and ≥4-jets samples are used in the
measurement.
The analysis methods for both cross-checks are very similar to those of the main analysis in terms

14
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Cross section summary - single lepton

•Consistency with SM prediction and amongst techniques
•Statistical (10%) and  systematic (11%) uncertainties have the 

same order of magnitude
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Figure 9: Summary of the tt̄ cross-section measurements in the single lepton+jets channel without
b-tagging using 35 pb−1 of data. The yellow band shows the approximate NNLO perturbative QCD
prediction[1].

method are:

σtt̄(e) = 159 ± 17(stat.)+50−44(syst.) ± 5(lumi.) pb, (10)

σtt̄(µ) = 148 ± 16(stat.) ± 47(syst.) ± 5(lumi.) pb, (11)

σtt̄(comb.) = 154 ± 11(stat.)+48−43(syst.) ± 5(lumi.) pb. (12)

7 Conclusions

Measurements of the tt̄ production cross-section in the single-lepton channel without b-tagging using the
ATLAS detector have been reported. The main analysis uses a multivariate fit of lepton charge, lepton
rapidity and lepton-jets aplanarity to measure

σtt = 171 ± 17(stat.)
+20
−17(syst.) ± 6(lumi.) pb.

Full tt̄ cross-section measurements have been performed with simpler and complementary approaches to
cross-check the main result. Two of them employ simpler one-dimensional fits of the lepton pseudora-
pidity and the maximum pseudorapidity difference between the lepton and one of the three highest pT
jets (max∆η), respectively. “Cut and count” measurements have also been performed where the W+jets
background has been estimated using a data-driven approach.
The summary of the results presented in this note is presented in Fig. 9. The main result is in

agreement with perturbative QCD calculations. The cross-check measurements are consistent with each
other and with the main result.
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Cross section - single lepton with b-tagging

•Build discriminant from
‣ lepton eta,  aplanarity
‣ HT,3p ratio of transverse to 

longitudinal activity ←top is 
more transverse 
‣ average of two largest jet b-

tagging probability←top has 
more b-jets

•Extract σtt from likelihood 
fit of discriminant to data in 
3,4 and 5 jet bins

•  Systematic uncertainties 
part of fit as Gaussian 
nuisance parameters 
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Figure 2: Distribution of the electron pseudorapidity (top row) and aplanarity (second row) in the electron channel,
and of jet probability (third row) and HT,3p (bottom row) in the muon channel for the 4-jet sample (a) and ≥5-jet
sample (b). Data are superimposed on the Standard Model expectation normalized according to the result of the
fit. Kolmogorov-Smirnov (KS) tests between the data and the predictions are shown.
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Figure 2: Distribution of the electron pseudorapidity (top row) and aplanarity (second row) in the electron channel,
and of jet probability (third row) and HT,3p (bottom row) in the muon channel for the 4-jet sample (a) and ≥5-jet
sample (b). Data are superimposed on the Standard Model expectation normalized according to the result of the
fit. Kolmogorov-Smirnov (KS) tests between the data and the predictions are shown.
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Figure 6: (a) Ratio of the fitted to the nominal tt̄ cross-section as a function of the input ratio, (b) Pull
distribution of the likelihood fit at the nominal cross-section.

where Nsig is the number of tt̄ events extracted from the fit,
∫

Ldt is the integrated luminosity and εsig
is the product of the signal acceptance, efficiency and branching ratio, which is calculated using the tt̄
simulation augmented with data-to-simulation scale factors described in Sec. 3. The performance of the
likelihood fit is estimated by performing pseudo-experiments. Signal and background events are drawn
randomly from the discriminant templates and the same fit as used on the data is applied to this simulated
data sample. This operation is repeated a thousand times. The pull distribution and test of the linearity
of the fit as a function of the input tt̄ cross-section demonstrate the validity of the method, as shown
in Fig. 6. The expected statistical uncertainty of the likelihood fit is 9.7% with the current integrated
luminosity.
The systematic uncertainties of the measurement are extracted using the pseudo-experiments method

described above. These are associated with the simulation, object definitions and the QCD multi-jet
estimate as described in Secs. 2, 3 and 4.1, respectively. Some of the uncertainties, including the jet
energy scale, will affect both the shape of the discriminant templates as well the tt̄ acceptance, and
thus both Nsig and εsig in Eq. 4. The correlation between these two effects is taken into account when
calculating the systematic uncertainties on the tt̄ cross-section. The list of all systematic uncertainties are
provided in Table 2. They are added in quadrature to give a relative uncertainty on the cross-section of
-10.2/+11.6%. The effects of the parton distribution function uncertainty on both the tt̄ acceptance and
the W charge asymmetry have been considered. The dominant systematic uncertainty is the jet energy
scale uncertainty.
The results of the likelihood fit applied to the data are shown in Fig. 7, where the shape of the

discriminant in the data is overlaid on the signal and background templates in the proportion returned by
the fit. The combined fit yields σtt̄ = 171 ± 17 pb (stat.). The results of the likelihood applied to the four
individual channels are given in Table 3 and are found to be in good agreement with each other.
In conclusion a measurement of the tt̄ cross-section has been performed using a simple multivariate

fit analysis without b-tagging. The final result is

σtt = 171 ± 17(stat.)
+20
−17(syst.) ± 6(lumi.) pb, (5)

for a total relative uncertainty of -14.5/+15.5%. The measured cross-section is in good agreement with
theoretical predictions.
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where Nsig is the number of tt̄ events extracted from the fit,
∫

Ldt is the integrated luminosity and εsig
is the product of the signal acceptance, efficiency and branching ratio, which is calculated using the tt̄
simulation augmented with data-to-simulation scale factors described in Sec. 3. The performance of the
likelihood fit is estimated by performing pseudo-experiments. Signal and background events are drawn
randomly from the discriminant templates and the same fit as used on the data is applied to this simulated
data sample. This operation is repeated a thousand times. The pull distribution and test of the linearity
of the fit as a function of the input tt̄ cross-section demonstrate the validity of the method, as shown
in Fig. 6. The expected statistical uncertainty of the likelihood fit is 9.7% with the current integrated
luminosity.
The systematic uncertainties of the measurement are extracted using the pseudo-experiments method

described above. These are associated with the simulation, object definitions and the QCD multi-jet
estimate as described in Secs. 2, 3 and 4.1, respectively. Some of the uncertainties, including the jet
energy scale, will affect both the shape of the discriminant templates as well the tt̄ acceptance, and
thus both Nsig and εsig in Eq. 4. The correlation between these two effects is taken into account when
calculating the systematic uncertainties on the tt̄ cross-section. The list of all systematic uncertainties are
provided in Table 2. They are added in quadrature to give a relative uncertainty on the cross-section of
-10.2/+11.6%. The effects of the parton distribution function uncertainty on both the tt̄ acceptance and
the W charge asymmetry have been considered. The dominant systematic uncertainty is the jet energy
scale uncertainty.
The results of the likelihood fit applied to the data are shown in Fig. 7, where the shape of the

discriminant in the data is overlaid on the signal and background templates in the proportion returned by
the fit. The combined fit yields σtt̄ = 171 ± 17 pb (stat.). The results of the likelihood applied to the four
individual channels are given in Table 3 and are found to be in good agreement with each other.
In conclusion a measurement of the tt̄ cross-section has been performed using a simple multivariate

fit analysis without b-tagging. The final result is

σtt = 171 ± 17(stat.)
+20
−17(syst.) ± 6(lumi.) pb, (5)

for a total relative uncertainty of -14.5/+15.5%. The measured cross-section is in good agreement with
theoretical predictions.
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Figure 3: (a) Linearity test and (b) pull distribution as a function of input tt̄ cross-section.

The pull distributions are slightly smaller than unity3. This indicates that the PE do not include a

small part of the uncertainty that the likelihood fitter detects. To be conservative, all quoted numbers

are based on the larger uncertainties obtained from the likelihood fitter. The robustness of this fitting

approach has also been checked with ensemble tests. Pseudo-experiments are performed from various

distributions that correspond to extreme parameter choices or that do not match the original ones. The lat-

ter include templates distorted within the envelope of the systematic uncertainties and templates obtained

applying systematic shifts to the distributions found in data. The variations in the fitted tt̄ cross-section

are well within the quoted systematic uncertainties. Furthermore, the likelihood is “profiled” by fixing

the value of the tt̄ cross-section and minimizing with respect to all other fit parameters. The fitted values

of all parameters change smoothly according to their correlations with the tt̄ cross-section.

The maximum likelihood fit including all systematic uncertainties and bin-by-bin statistical uncer-

tainties of the templates is applied to the data to extract the tt̄ production cross-section:

σtt̄ = 186 ± 10 (stat.)+21−20 (syst.) ± 6 (lumi.) pb.

Figure 4 shows the the likelihood discriminant distribution D for the selected data superimposed on

the prediction. The fitter treats the templates of the six analysis channels with 20 bins each as one large

120-bin histogram, the left bins corresponding to the muon channel and the right bins to the electron

channel. The expected contributions have been scaled according to the results of the fit.

3The average pull width over the range of input cross-sections considered in Fig. 3 is 0.92 ± 0.01.
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The pull distributions are slightly smaller than unity3. This indicates that the PE do not include a

small part of the uncertainty that the likelihood fitter detects. To be conservative, all quoted numbers

are based on the larger uncertainties obtained from the likelihood fitter. The robustness of this fitting

approach has also been checked with ensemble tests. Pseudo-experiments are performed from various

distributions that correspond to extreme parameter choices or that do not match the original ones. The lat-

ter include templates distorted within the envelope of the systematic uncertainties and templates obtained

applying systematic shifts to the distributions found in data. The variations in the fitted tt̄ cross-section

are well within the quoted systematic uncertainties. Furthermore, the likelihood is “profiled” by fixing

the value of the tt̄ cross-section and minimizing with respect to all other fit parameters. The fitted values

of all parameters change smoothly according to their correlations with the tt̄ cross-section.

The maximum likelihood fit including all systematic uncertainties and bin-by-bin statistical uncer-

tainties of the templates is applied to the data to extract the tt̄ production cross-section:

σtt̄ = 186 ± 10 (stat.)+21−20 (syst.) ± 6 (lumi.) pb.

Figure 4 shows the the likelihood discriminant distribution D for the selected data superimposed on

the prediction. The fitter treats the templates of the six analysis channels with 20 bins each as one large

120-bin histogram, the left bins corresponding to the muon channel and the right bins to the electron

channel. The expected contributions have been scaled according to the results of the fit.

3The average pull width over the range of input cross-sections considered in Fig. 3 is 0.92 ± 0.01.
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Figure 5: Distribution of the number of tagged jets in events passing the selection in the electron channel (left) and
the muon channel (right). The data are shown by the solid points, compared to the sum of all expected contributions,
taken from simulations (tt̄ signal, single top, W and Z+jets) or estimated using a data-driven technique (QCDmulti-
jet). The hatched area shows the uncertainty on the total expectation due to the uncertainties on the background
estimates.

7.1 Cross-section from counting293

The simplest approach to a measurement of the tt̄ cross-section consists in estimating the yield of signal

events (Nsig) in the tagged 4-jet sample, which is calculated by subtracting the estimated background

(Nbkg) from the observed event yield (Nobs). The tt̄ cross-section is extracted using the formula:

σ(tt̄) =
Nsig

L × ε
=
Nobs − Nbkg
L × ε

where L is the integrated luminosity and ε is the acceptance times efficiency for signal events to fulfil the294

selection criteria, estimated from simulation. For the QCD multi-jet background, the data-driven tech-295

niques already mentioned are used. The estimation of the W+jet background is based on theW/Z ratio as296

described in [11]. The per-event b-tagging probability is subsequently folded in as explained in [1]. For297

the expected background coming from Z+jets and single top production, simulation estimates are used.298

Table 3 lists the estimated signal and background contributions used in this calculation. The W+jets299

background is reduced by an order of magnitude with respect to the analysis without b-tagging [11],300

e+jets µ+jets

Data Observed 156 246

W+jets estimate 12 ± 5 40 ± 14
Total background estimate 29 ± 11 64 ± 15
tt̄ estimate 127 ± 17 182 ± 22

Table 3: Estimated yield of signal and background events in the b-tagged 4-jet inclusive sample for electrons and
muons. The uncertainty on the background estimates includes all sources of uncertainties. The uncertainty on the
estimated number of signal events include both the background uncertainty and the statistical uncertainty on the
number of observed events.

The three largest contributions to the systematic uncertainty on the estimated signal acceptance are301

the b-tagging efficiency (11%), the jet energy scale (9%), and the ISR/FSR (7%). The electron and302

•Likelihood fit of the 3-jet mass to 
weighted sum of templates (in 3, 4, 
5 jet bin) in two ways
‣ including systematics as nuisance 

parameters in fit
‣ standard fit, no nuisance par; vary 

parameters to assess systematics

Wigner distributions) are applied to the two reconstructed W masses and to the two reconstructed top

quark masses, the top pole mass being a free parameter. In addition to this parameter, 16 parameters are

used in the fitting procedure: the energies of the 4 jets and of the lepton (pT in the case of a muon), the

azimuthal and longitudinal angles of the jets, and the three momentum components of the neutrino. The

jet permutation that is the most consistent with originating from a tt̄ event is kept.

The 3-jet and ≥ 4-jet samples are further split in three subsamples according to the number of b-tags:
0, 1 and 2 or more. Templates of mj j j for the six cases are built from Monte-Carlo for the signal and

from a QCD multi-jet enhanced data sample for the sum of all backgrounds. This analysis does not rely

on the independent data-driven estimates of the QCD and W+jet backgrounds mentioned previously. It

is a fully data-driven technique in which the shape of the hadronic top candidate invariant mass mj j j for

background is evaluated from data. A single template for both the QCD and the W+jet contributions

is derived from a QCD-enriched data sample obtained by inverting some lepton identification cuts. The

distributions are extracted from the ≥3 jet, 0-tag inclusive sample. The per-event b-tagging rate of events
is fit together with the number of events for the background in the 2-jet data sample and extrapolated to

the 3-jet sample using a correction factor obtained from Monte-Carlo simulation.

The fit to the distribution of the reconstructed hadronic top mass in the muon channel is shown in

Fig. 7. The result of the fit in the electron channel is shown in Fig. C.1 in Appendix C. The measured

tt̄ cross-section, obtained by combining the electron and muon channels which are fitted separately, is

σtt̄ = 183 ± 14 (stat.) +20−18 (syst.) ± 6 (lumi) pb. This fit approach is less sensitive to the jet energy scale
uncertainty (+3.8/-0.0%) and strongly constrains the b-tagging systematic uncertainty, which contributes

±1.2% to the cross-section uncertainty. The most important contribution to the systematic uncertainty
are heavy flavour content (6%) and ISR/FSR (4.5%). The fit also returns the b-tagging efficiency: 0.51±
0.03(stat.) ± 0.03(syst.), in excellent agreement with the expectations.
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Figure 7: Top mass standard fit: fit to the distribution of reconstructed mj j j in the 3- and ≥4-jet inclusive sample
for the muon channel. Data are shown overlaid on the models for the background and the sum of signal and
background. The upper row corresponds to the 3-jet bin and the bottom row to the ≥ 4-jet bin.
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B Fit of the 3-jet invariant mass in the 3-, 4-, and ≥ 5-jet samples

Figure B.1: Result of the fit of the 3-jet invariant mass in the 3-, 4-, and ≥5-jet samples for the electron data. The
tt̄ and W+jets contributions have been scaled according to the results of the fit and the shapes of the Monte-Carlo
samples morphed in accordance with the results of the nuisance factors.
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Figure 2: Distribution of the electron pseudorapidity (top row) and aplanarity (second row) in the electron channel,
and of jet probability (third row) and HT,3p (bottom row) in the muon channel for the 4-jet sample (a) and ≥5-jet
sample (b). Data are superimposed on the Standard Model expectation normalized according to the result of the
fit. Kolmogorov-Smirnov (KS) tests between the data and the predictions are shown.
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Figure 2: Distribution of the electron pseudorapidity (top row) and aplanarity (second row) in the electron channel,
and of jet probability (third row) and HT,3p (bottom row) in the muon channel for the 4-jet sample (a) and ≥5-jet
sample (b). Data are superimposed on the Standard Model expectation normalized according to the result of the
fit. Kolmogorov-Smirnov (KS) tests between the data and the predictions are shown.
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6 Baseline Multivariate Analysis

The baseline analysis is based on a multivariate likelihood discriminant D, constructed from the follow-

ing four input variables:

• The pseudorapidity of the lepton.

• The aplanarity, defined as 1.5 times the smallest eigenvalue of the momentum tensor
Mi j =

∑Nobjects
k=1

pik p jk/
∑Nobjects
k=1

p2
k
, where pik is the i-th momentum component and pk is the modulus

of the momentum of object k. To smooth the aplanarity distribution exp (−8 × aplanarity) is used
as input to the discriminant.

• The variable HT,3p, given by the transverse energy of all jets except the two leading ones, normal-
ized to the sum of absolute values of all longitudinal momenta in the event,

HT,3p =
∑Nnjets
i=3
|p2T,i|/

∑Nobjects
j=1

|pz, j|, where pT is the transverse momentum and pz the longitudi-
nal momentum. The sum over all objects includes the charged lepton, the neutrino and all jets.

The longitudinal momentum of the neutrino is obtained by solving the event kinematics using the

W mass constraint and taking the smaller neutrino pz solution. To smooth the HT,3p distribution

exp (−4 × HT,3p) is used as input to the discriminant.

• The average of the two lowest light-jet probabilities (Pl) in the event, as computed by the JetProb
b-tagging algorithm (see Section 3). These are the jets which have the most significant b-tags. The

weight returned by the tagger is transformed toWJP = − log10 Pl.

The choice of variables is intended to be complementary in terms of sensitivity and uncertainties

while the small number of variables is intended to maintain simplicity.

To provide the maximum sensitivity, the fit is performed simultaneously to three samples (3-jet, 4-jet

and ≥5-jet) in the electron and muon channels separately. The high jet-multiplicity bins are the ones
where one expects to collect most of the tt̄ signal, as seen in Table 1. However, there is also a significant

fraction of signal in the three-jet bin, which is included in the fit. Furthermore, the inclusion of the three-

jet bin helps to constrain the systematic uncertainty due to the W+jets modeling. Figures 1 and 2 show

some distributions of the templates for the selected data superimposed on the Standard Model prediction.

The discriminant D is a projective likelihood estimator without prior decorrelation of the input vari-

ables. The cross-section is extracted from a binned likelihood fit of D to a weighted sum of templates cor-

responding to the signal and different backgrounds. The template shape describing tt̄ events is taken from

simulation, as are the shapes describing W+jets, Z+jets, single top and di-boson processes. The tt̄ signal

templates across the six channels are assumed to be 100% correlated. Their normalisation is the param-

eter of interest in the fit and is allowed to vary freely. The fit employs six different templates for W+jets,

each with its individual normalization parameter obtained from simulation, and a 24 (40, 60)% Gaus-

sian constraint on the 3-jet (4-jet, ≥5-jet) bin is applied. As the Z+jets constitutes a small background,
100% correlation is assumed across the six channels and a single template is used. Its normalisation is

constrained to be within 30% of its nominal value. The small contributions from single top and dibo-

son production are normalized to the latest NLO calculation of their respective cross-sections [12, 13].

These calculations have uncertainties of approximately 10% for single top and 5% for diboson produc-

tion, which are used as Gaussian constraints on their normalisation. Finally, six independent parameters

are used for the QCD multijet channels, assuming a 50% uncertainty in their normalisation [11].
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6 Baseline Multivariate Analysis

The baseline analysis is based on a multivariate likelihood discriminant D, constructed from the follow-

ing four input variables:

• The pseudorapidity of the lepton.

• The aplanarity, defined as 1.5 times the smallest eigenvalue of the momentum tensor
Mi j =

∑Nobjects
k=1

pik p jk/
∑Nobjects
k=1

p2
k
, where pik is the i-th momentum component and pk is the modulus

of the momentum of object k. To smooth the aplanarity distribution exp (−8 × aplanarity) is used
as input to the discriminant.

• The variable HT,3p, given by the transverse energy of all jets except the two leading ones, normal-
ized to the sum of absolute values of all longitudinal momenta in the event,

HT,3p =
∑Nnjets
i=3
|p2T,i|/

∑Nobjects
j=1

|pz, j|, where pT is the transverse momentum and pz the longitudi-
nal momentum. The sum over all objects includes the charged lepton, the neutrino and all jets.

The longitudinal momentum of the neutrino is obtained by solving the event kinematics using the

W mass constraint and taking the smaller neutrino pz solution. To smooth the HT,3p distribution

exp (−4 × HT,3p) is used as input to the discriminant.

• The average of the two lowest light-jet probabilities (Pl) in the event, as computed by the JetProb
b-tagging algorithm (see Section 3). These are the jets which have the most significant b-tags. The

weight returned by the tagger is transformed toWJP = − log10 Pl.

The choice of variables is intended to be complementary in terms of sensitivity and uncertainties

while the small number of variables is intended to maintain simplicity.

To provide the maximum sensitivity, the fit is performed simultaneously to three samples (3-jet, 4-jet

and ≥5-jet) in the electron and muon channels separately. The high jet-multiplicity bins are the ones
where one expects to collect most of the tt̄ signal, as seen in Table 1. However, there is also a significant

fraction of signal in the three-jet bin, which is included in the fit. Furthermore, the inclusion of the three-

jet bin helps to constrain the systematic uncertainty due to the W+jets modeling. Figures 1 and 2 show

some distributions of the templates for the selected data superimposed on the Standard Model prediction.

The discriminant D is a projective likelihood estimator without prior decorrelation of the input vari-

ables. The cross-section is extracted from a binned likelihood fit of D to a weighted sum of templates cor-

responding to the signal and different backgrounds. The template shape describing tt̄ events is taken from

simulation, as are the shapes describing W+jets, Z+jets, single top and di-boson processes. The tt̄ signal

templates across the six channels are assumed to be 100% correlated. Their normalisation is the param-

eter of interest in the fit and is allowed to vary freely. The fit employs six different templates for W+jets,

each with its individual normalization parameter obtained from simulation, and a 24 (40, 60)% Gaus-

sian constraint on the 3-jet (4-jet, ≥5-jet) bin is applied. As the Z+jets constitutes a small background,
100% correlation is assumed across the six channels and a single template is used. Its normalisation is

constrained to be within 30% of its nominal value. The small contributions from single top and dibo-

son production are normalized to the latest NLO calculation of their respective cross-sections [12, 13].

These calculations have uncertainties of approximately 10% for single top and 5% for diboson produc-

tion, which are used as Gaussian constraints on their normalisation. Finally, six independent parameters

are used for the QCD multijet channels, assuming a 50% uncertainty in their normalisation [11].
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Figure 2: Distribution of the electron pseudorapidity (top row) and aplanarity (second row) in the electron channel,
and of jet probability (third row) and HT,3p (bottom row) in the muon channel for the 4-jet sample (a) and ≥5-jet
sample (b). Data are superimposed on the Standard Model expectation normalized according to the result of the
fit. Kolmogorov-Smirnov (KS) tests between the data and the predictions are shown.
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•After single lept trigger,  
exactly two opposite sign 
high pT central leptons 
(ee, eμ, μμ)  and ≥ 2 
central high pT jet  

•High ETmiss  or trasverse 
activity

•veto Z-like events  

t

νν

l+

W 
+

b

tW 
–

b

q

q'

l-

ν-

Backgrounds

Z/γ*+jets
QCD, Di-bosons

single lepton
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•Trigger on high pT single 
lepton 

•Good collision and good 
quality for jets

•exactly two opposite sign 
high pT central leptons (ee, 
e,mumu) matching the trigger 
object

•≥ 2 central high pT jet  
pT> 20 GeV

•Mll >15 GeV against b-
decays and vector mesons

•exclude cosmic rays 
candidates mu pairs with large 
opposite sign impact par + back to 
back in r/phi

• reject events with overlapping 
muon and electron tracks

• |Mll -MZ |<10 GeV  against Z/gamma

•high  ET
miss > 40 GeV  against QCD

•  HT >130 GeV , HT is sum of all 
transverse momenta

+

Common

ee, mumu

e,mu

Cuts optimized  for
 significance of signal over bkg
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•Define tight (standard) and loose lepton 
samples relaxing 
‣ calo and track isolation for μ
‣ calo isolation, TRT hits, E/p cuts for e

•Express measured (tight,loose) samples in 
terms of unknown (real, fake) and 
estimated probabilities r (f): for real (fake) 
leptons passing loose also to pass tight 
cuts

•Extract fake content by matrix inversion

85

The LHC instantaneous luminosity varied by several orders of magnitude during this data-taking

period, reaching a peak of about 2 × 1032 cm−2s−1. An average of about two extra pp interactions

are superimposed on each MC event, which is the average number of extra pp interactions expected in

the analyzed data sample. Data-driven determinations of efficiencies and backgrounds naturally include

effects of the extra interactions.

5 Backgrounds

The dominant backgrounds come from Z/γ∗+jets production and W+jets production with additional

leptons coming from b-quark decays, lighter hadron decays and conversions (non-prompt leptons), and

misidentified leptons arising from QCD jets. The term ‘fake lepton’ will in the following refer to both

sources of backgrounds. Both of these backgrounds are estimated from data. The calculation of the

fake lepton backgrounds uses a matrix method (Section 5.1). As this background is determined using

data-driven techniques, to avoid double-counting MC events when performing acceptance calculations,

misidentified leptons are removed from estimates obtained from Monte-Carlo. The calculation of the

Z/γ∗+jets background (Section 5.2) is assisted by Monte-Carlo calculations.

The contributions from other small cross section electroweak background processes, such as single

top, WW, ZZ and WZ production are estimated from Monte-Carlo simulations.

5.1 Non-Z lepton backgrounds

True tt̄ dilepton events contain two leptons from W decays; the background comes predominantly from

W+jets events (including the single-lepton tt̄ production) with a real and a fake lepton, though there

is a smaller contribution with two fake leptons coming from QCD multi-jet production. In the case

of muons, the dominant fake-lepton mechanism is a semi-leptonic decay of a heavy-flavour hadron,

in which a muon survives the isolation requirement. In the case of electrons, the three mechanisms

are heavy flavour decay, light flavour jets with a leading π0 overlapping with a charged particle, and

conversion of photons.

The fraction of the dilepton sample that comes from fake leptons is measured with the matrix method.

‘Loose’ muons are defined in the same way as tight muons (see Section 4.1), except that the calorimeter

and track isolation are relaxed. ‘Loose’ electrons must fulfill the tight electron cuts (see Section 4.1),

except that the requirements on calorimeter isolation, high threshold TRT hits and on E/p are relaxed [3].

The loose lepton selection criteria are then used to count the number of observed dilepton events

with two tight, two loose or one tight and one loose leptons (NTT , NLL or NT L and NLT , respectively).

Then two probabilities are defined, r ( f ), to be the probability that real (fake) leptons that pass the loose

identification criteria, will also pass the tight criteria. Using r and f , linear expressions are then obtained

for the observed yields as a function of the number of events with two real, two fake or one real and one

fake leptons (NRR, NFF and NRF or NFR, respectively). The method explicitly accounts for the presence

of events with two fake leptons. These linear expressions form a matrix that is inverted in order to extract

the real and fake content of the observed dilepton event sample:
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The efficiency for a real loose lepton to pass the tight criteria, r, is measured in data in a sample

of Z → ## events as a function of jet multiplicity. The corresponding efficiency for fake leptons, f , is

measured in data in events with a single loose lepton and low Emiss
T

, which are dominated by QCD di-jet

5

Measure r in Z →ll
Measure f in QCD enriched sample: single loose lepton, low ETmiss

(W+jets subtracted using simulation)
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(c) Lepton pair mass (ee)
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Figure 1: Control region distributions for the counting method analysis without b-tagging. Top row ee,

bottom row µµ: (a),(d) Emiss
T

in events with dilepton mass m!! inside the Z mass window with ≥ 2 jets,

(b),(e) the number of jets in events with m!! inside the Z mass window and Emiss
T
< 40 GeV and (c),(f),

the m!! of opposite-sign lepton pairs in events with ≥2 jets in the low Emiss
T

region. The error bands

reflect the statistical and systematic uncertainties of the MC prediction.
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(c)

Figure 3: Emiss
T
/HT distributions for the counting method in the signal region. The Emiss

T
distribution is

shown for (a) the ee channel and for (b) the µµ channel without the Emiss
T
> 40 GeV requirement, and (c)

HT, defined as the scalar sum of the transverse energies of the two leptons and all selected jets, is shown

without the HT > 130 GeV requirement.

ee µµ eµ

Z/γ∗+jets (DD) 1.2+0.5
−0.6 3.4+1.9

−1.4 -

Z(→ ττ)+jets (MC) 0.4+0.4
−0.3 1.2+0.7

−0.6 3.2+1.6
−1.3

Non-Z leptons (DD) 0.8 ± 0.8 0.5 ± 0.6 3.0 ± 2.6

Single top (MC) 0.7 ± 0.1 1.3 ± 0.2 2.5 ± 0.4

Dibosons (MC) 0.5 ± 0.1 0.9 ± 0.2 2.1+0.5
−0.3

Total (non tt̄) 3.5 ± 1.1 7.3+1.8
−1.5 10.8 ± 3.4

tt̄ (MC) 11.5 ± 1.3 20.1 ± 1.7 47.4 ± 4.0

Total expected events 15.0 ± 1.7 27.4 ± 2.4 58.2 ± 5.2

Observed events 16 31 58

Table 4: Full breakdown of the expected tt̄-signal and background in the signal region compared to the

observed event yields, for each of the dilepton channels (MC is simulation based, DD is data driven). All

systematic uncertainties are included, and correlations between different background sources are taken

into account.

the transverse mass variable mT2 [28] is constructed for each selected event. It is defined as

m2
T2 = min

/p(1)+/p(2)=Emiss
T

[

max{m2
T(p

l j(1)
T
, /p(1)),m

2
T(p

l j(2)
T
, /p(2))}

]

where

m2
T(p

l j(i)
T
, /p(i)) = m2

l j(i) + m2
/p(i)
+ 2[E

l j(i)
T

E
/p(i)

T
− #p l j(i)

T
#p
/p(i)

T
]
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Di-lepton main backgrounds

• “Fake” leptons from data (matrix method) 
‣ Invert high ET and Z window cuts → control 

samples enriched with real and “fake” leptons
‣ Derive probability for “fake” and real leptons to 

be in signal region 
‣ Estimate “fakes”  as a function of events in 

signal and control samples
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(b) Njets (ee)
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(c) Lepton pair mass (ee)
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(d) Emiss
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(e) Njets (µµ)
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(f) Lepton pair mass (µµ)

Figure 1: Control region distributions for the counting method analysis without b-tagging. Top row ee,

bottom row µµ: (a),(d) Emiss
T

in events with dilepton mass m!! inside the Z mass window with ≥ 2 jets,

(b),(e) the number of jets in events with m!! inside the Z mass window and Emiss
T
< 40 GeV and (c),(f),

the m!! of opposite-sign lepton pairs in events with ≥2 jets in the low Emiss
T

region. The error bands

reflect the statistical and systematic uncertainties of the MC prediction.
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• Z/γ* bkg : scale control region with simulation
‣ in Z mass window, >=2 jets, ETmiss>30

‣ NZ/γ  (SigReg) = Data(ConReg)-OtherMC(CR)*[  MCZ/γ 
(SigReg)/MCZ/γ (ConReg) ]
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(b) Njets (ee)
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(c) Lepton pair mass (ee)
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(d) Emiss
T (µµ)
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(e) Njets (µµ)
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(f) Lepton pair mass (µµ)

Figure 1: Control region distributions for the counting method analysis without b-tagging. Top row ee,

bottom row µµ: (a),(d) Emiss
T

in events with dilepton mass m!! inside the Z mass window with ≥ 2 jets,

(b),(e) the number of jets in events with m!! inside the Z mass window and Emiss
T
< 40 GeV and (c),(f),

the m!! of opposite-sign lepton pairs in events with ≥2 jets in the low Emiss
T

region. The error bands

reflect the statistical and systematic uncertainties of the MC prediction.

8

ATLAS-
CONF-2011-

027

in Z window

for low ETmiss 

mailto:fracesco.spano@cern.ch
mailto:fracesco.spano@cern.ch


francesco.spano@cern.ch Top Quark with ATLAS @ LHC CPPM Seminar -11th April 2011

Di-lepton results

•Subtract estimated background 
•Cross section from likelihood fit combining channels and 

including systematics as nuisance parameters 
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Figure 2: Jet multiplicity distributions for the counting method in the signal region omitting the Njets ≥ 2

requirement in (a) the ee channel, (b) the µµ channel, (c) the eµ channel and (d) combined.

6.1 Counting method

The cross section measurement is a counting experiment where the excess of signal candidates above

background is corrected for acceptance. Drell-Yan and fake lepton backgrounds are estimated from data

and the other backgrounds are estimated from simulation.

6.1.1 Event yields

The expected and measured numbers of events in the signal region after applying all selection cuts as

described in Section 4.2 for each of the individual dilepton channels are shown in Table 4. A total of 105

candidate events are observed, 16 in the ee-channel, 31 in the µµ-channel and 58 in the eµ-channel.

The predicted and observed multiplicities of selected jets are compared in Figure 2 for each channel

individually and for all channels combined. Figure 3 shows the predicted and observed distributions

of Emiss
T

for the ee and µµ channels and of HT for the eµ channel. In general there is good agreement

between the background model and the data.

From the measured missing transverse energy, and the transverse momenta of the leptons and jets,
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Figure 2: Jet multiplicity distributions for the counting method in the signal region omitting the Njets ≥ 2

requirement in (a) the ee channel, (b) the µµ channel, (c) the eµ channel and (d) combined.

6.1 Counting method

The cross section measurement is a counting experiment where the excess of signal candidates above

background is corrected for acceptance. Drell-Yan and fake lepton backgrounds are estimated from data

and the other backgrounds are estimated from simulation.

6.1.1 Event yields

The expected and measured numbers of events in the signal region after applying all selection cuts as

described in Section 4.2 for each of the individual dilepton channels are shown in Table 4. A total of 105

candidate events are observed, 16 in the ee-channel, 31 in the µµ-channel and 58 in the eµ-channel.

The predicted and observed multiplicities of selected jets are compared in Figure 2 for each channel

individually and for all channels combined. Figure 3 shows the predicted and observed distributions

of Emiss
T

for the ee and µµ channels and of HT for the eµ channel. In general there is good agreement

between the background model and the data.

From the measured missing transverse energy, and the transverse momenta of the leptons and jets,
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Figure 2: Jet multiplicity distributions for the counting method in the signal region omitting the Njets ≥ 2

requirement in (a) the ee channel, (b) the µµ channel, (c) the eµ channel and (d) combined.

6.1 Counting method

The cross section measurement is a counting experiment where the excess of signal candidates above

background is corrected for acceptance. Drell-Yan and fake lepton backgrounds are estimated from data

and the other backgrounds are estimated from simulation.

6.1.1 Event yields

The expected and measured numbers of events in the signal region after applying all selection cuts as

described in Section 4.2 for each of the individual dilepton channels are shown in Table 4. A total of 105

candidate events are observed, 16 in the ee-channel, 31 in the µµ-channel and 58 in the eµ-channel.

The predicted and observed multiplicities of selected jets are compared in Figure 2 for each channel

individually and for all channels combined. Figure 3 shows the predicted and observed distributions

of Emiss
T

for the ee and µµ channels and of HT for the eµ channel. In general there is good agreement

between the background model and the data.

From the measured missing transverse energy, and the transverse momenta of the leptons and jets,

9

after all cuts, except Njets (notice log scale)
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Di-lepton cross checks
•Normalize tt signal to 

measured Z decay rate

•2-d template shape fit
‣ ETmiss vs NJets

‣ extract  cross section for tt, 
WW and Z tauta
‣ relaxed Njets and total 

transverse energy cuts

•Fit distribution of number of 
tagged jets to extract tt cross 
section and  b-tagging 
efficiency
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Figure 7: Fitted and observed b-tagged jet multiplicity distribution showing the signal and background

contributions (a) and the contour for the measured b-tagging efficiency and tt̄ cross section when com-

bining the ee, µµ and eµ final states (b).

Channel σtt̄ (pb) (stat., syst., lumi.)

ee 196 +63
−52
+28
−25
±7

µµ 197 +49
−43
+25
−22
±7

eµ 162 +27
−25
±16±6

Combined 176±22 ± 22 ± 6

Table 13: Measured cross sections for the simultaneous measurement of the cross section and b-tagging

efficiency for the three dilepton channels, and the all three channels combined. The uncertainties are

obtained from the likelihood minimization.

of the likelihood fit are shown in Table 14, which summarizes the measured values and the uncertainties

for the b-tagging efficiency and tt̄ cross section measurements.
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Di-lepton summary

•Cross checks are consistent with baselines
•Systematics (10 to 12%) have similar size as statistics (~13%)
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8 Summary520
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Figure 8: The σtt̄ cross section measurements presented in the note. The bold-faced measurements

are the results of the two baseline analyses. The yellow bar reflects the uncertainty on the theoretical

prediction.

We have summarized measurements of the tt̄ production cross section in dilepton final states pro-521

duced in pp collisions at the Large Hadron Collider.522

The baseline analysis that performs a kinematic selection and counts the number of events in the ee,523

µµ and eµ final states results in524

σtt̄ = 173 ± 22(stat.)+18
−16(syst.)+8

−7(lum.) pb.

Extensions of the counting method presented in the note are an analysis in which the σtt̄ measurement is525

normalized using the Z cross section to reduce systematic uncertainties, and a template shape fit in a two-526

dimensional (Emiss
T

vs Njets) parameter space to simultaneously measure the production cross sections of527

tt̄, WW and Z → ττ.528

We also performed a b-tagging baseline counting measurement requiring at least one b-tagged jet529

with less restrictive kinematic requirements. This results in a cross section measurement of530

σtt̄ = 171 ± 22(stat.)+21
−16(syst.)+7

−6(lum.) pb.

This measurement was cross-checked with a complementary analysis that simultaneously measured σtt̄531

and the b-tagging efficiency.532

The σtt̄ cross section measurements presented in the note are summarized in Figure 8. We note that533

these two measurements are strongly correlated as they are based on the same data sample. They are in534

very good agreement with the expected results from SM tt̄ production predictions.535
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Measuring Top mass

•Same selection as cross section

•Measure mass using hadronic top
‣ Jet energy scale is crucial

•Three techniques 
‣ baseline: fit ratio of  reconstructed di-jet (W) and 3-jet (top) mass
‣ simultaneous measurement of scale and top mass
‣ kinematic fitter based on likelihood
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Figure 7: 2d-analysis: The reconstructed hadronic W boson mass from the selected light jet pair in the

data compared to signal and background predictions (a), and the reconstructed top-quark mass mreco
top

together with the parameterizations for signal and background for a high statistics pseudo-experiment

(b). Both figures are for the muon channel.

combination the statistical uncertainties are treated as uncorrelated and the systematic uncertainties as

fully correlated. Using the results of the fits and the estimate of the systematic uncertainty detailed above,

the measured values of the top-quark mass are:

mtop = (173.8 ± 6.7 ± 4.8) GeV electron channel

mtop = (166.7 ± 5.0 ± 5.0) GeV muon channel

mtop = (169.3 ± 4.0 ± 4.9) GeV combined

4 Results from the 2d-analysis

In the 2d-analysis, similarly to [27], both mtop and a global Jet energy Scale Factor (JSF) are determined

simultaneously by using the mreco
top and mreco

W
distributions7. Instead of stabilizing the experimental ob-

servable used against JES variations as it is done for the 1d-R32 analysis, in this analysis the emphasis is

on an in-situ jet rescaling. For this a global JSF (averaged over η and pT) is obtained, which is mainly

based on the observed differences between the predicted mreco
W

distribution and the data. This algorithm

predicts which global JSF correction should be applied to all jets to best fit the data. Due to this proce-

dure, the JSF is sensitive not only to the JES, but also to all possible differences in data and predictions

from specific assumptions made in the simulation that can lead to differences in the observed jets, such

as the fragmentation model, the underlying event, and also pile-up.

In this method, the systematic uncertainty on mtop stemming from the JES is reduced and partly

transformed into an additional statistical uncertainty on mtop due to the 2-d fit, see [16]. The well-

known values of mW and ΓW are used to improve on the experimental resolution of mreco
top by relating the

observed jet energies to the corresponding parton level as predicted by the signal Monte Carlo (i.e. to the

7Although for the three analyses mreco
top and mreco

W are calculated differently, the same symbols are used to indicate that these

are estimates of the same quantities.
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Figure 6: The measured R32 distribution for the electron (a) and muon (b) channels. In addition shown

are the background PDF and the total PDF for the measured top-quark mass, i.e. for the top-quark mass

corresponding to the minimum of the likelihood function as shown in the inset.

studied using different Monte Carlo event generation models.

For each of the two samples with the JES shifted by +σ or −σ the jet energy scale of the b-tagged jets

is changed by an additional absolute ±2.5%with respect to the already changed JES. Pseudo-experiments

are performed using as input the four resulting templates. The maximum difference of any of the four

samples with respect to the corresponding sample with the JES changed by ±1σ is quoted as systematic

uncertainty.

b-tagging efficiency and mistag rate: The b-tagging efficiency and mistag rates in data and Monte

Carlo simulation are not identical. To accommodate this, b-tagging scale factors, together with their

uncertainties, are derived per jet [?]. They depend on the jet pT and η and the underlying quark-flavour.

For the default result the central values of the scale factors are applied. Two separate sets of templates

are generated in which the b-tagging scale factors are changed by ±1σ around their central values for

signal and background events.

Jet energy resolution: The uncertainty in the jet energy resolution depends on both the transverse

momentum and the rapidity of the jets. To assess the impact of this uncertainty, the energy smearing

of each reconstructed jet in the simulation by a Gaussian with a width of the corresponding uncertainty

used for the central result is not applied, the event selection is re-done, and the fit is performed.

Jet reconstruction efficiency: At present, the jet reconstruction efficiency for ATLAS data and the

Monte Carlo simulation are found to be in agreement to an accuracy of 2%. To account for this, jets are

randomly removed from the events using that fraction. The event selection and the fit are repeated on

that sample.

3.3 Top-quark mass measurement

Figure 6 shows the results of the R32 analysis when performed on data. For both channels the fit function

adequately coincides with the distribution observed in the data with χ2/dof = 0.9 (χ2/dof = 0.7),

for 9 (15) degrees of freedom in the electron (muon) channel, with the likelihood functions exhibiting

a parabolic shape. The observed statistical uncertainties in the data are according to the expectations

aforementioned. The results from both channels are statistically consistent with each other, and they

are also in agreement with the present world average for mtop. The combined measurement is obtained

from a χ2 minimization of the individual measurements using their full uncertainties [25, 26]. In this

12
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(a) Signal, electron channel
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(b) Signal, muon channel
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(c) Background, electron channel
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(d) Background, muon channel

Figure 5: The templates, together with their respective fits, for the electron (a,c) and muon (b,d) channel.

For the signal templates (a,b) the superposition of the distributions for four mtop values are shown in

the top row. The bottom row shows the background templates (c,d), together with their respective fits.

The QCD multijet contribution to the background template is determined from data, and its systematic

uncertainty is included in the uncertainty shown.
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Measuring top mass

•Largest systematics (baseline): jet energy scale, initial and 
final state radiation 
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Figure 11: The results on mtop from the three analyses compared to the present world average value.

for the electron and muon channel. As an example, the distribution of the expected statistical uncertainty

for the electron channel, obtained from pseudo-experiments, is shown in Figure 9(b). This uncertainty

will decrease to about 0.7 GeV per channel for Lint = 1 fb−1.

For each channel mtop is obtained from the mreco
top distribution. As an example, Figure 10(a) shows

the observed mreco
top distribution in the electron channel. Within the quoted uncertainties the data can be

well described by the signal and background predictions. The result of a likelihood fit (similar to Eq. 2)

as a function of the top-quark mass is reported in Figure 10(b). The maximum of the likelihood profile

determines the measured mtop, and the 68% area around that value gives the statistical uncertainty. The

results for the two channels and their combination, performed as for the baseline analysis above, are:

mtop = (179.0 ± 4.3 ± 7.5) GeV electron channel

mtop = (172.0 ± 3.5 ± 7.5) GeV muon channel

mtop = (174.8 ± 2.7 ± 7.5) GeV combined

The measured values in both channels are consistent with those of the baseline analysis. The observed

statistical uncertainties are slightly worse than the expectations. Also here the evaluation of the system-

atic uncertainty is performed as described in Section 3.2. As expected, compared to the baseline analysis,

the statistical precision is significantly improved. The dominating uncertainty stems from the JES and

amounts to about 6.6 GeV. The other important uncertainties, i.e. those from the relative b-jet to light jet

energy scale and ISR/FSR variations are about the same size as for the baseline analysis.

6 Comparison of the three top-quark mass measurements

The results for all analyses, and for each lepton channel, shown in Figure 11, are consistent within

uncertainties. Using the results for mtop and the JSF for the electron channel from the 2d-analysis, and

correcting the observed mtop to the value corresponding to JSF = 1, a mass of mtop = 177.7 GeV is

obtained. For this calculation the correlation of mtop and JSF given by the fit for the electron channel

18
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Figure 10: 1d-kinfit analysis: The observed mreco
top distribution in the data compared to the signal and

background predictions (a) and the likelihood profile as a function of the top-quark mass (b). Both

distributions are for the electron channel.

a matching algorithm to relate reconstructed jets to quarks, and for the MC@NLO signal sample in

the muon channel, the purities, i.e. the fraction of events for which the object is correctly chosen, are

derived. They amount to 59% (78%) for the hadronically decaying W boson, 56% (71%), for the b-jet

on the hadronic side, and 74% (76%), for the b-jet on the leptonic side, for the kinematical likelihood

without (with) using the b-tagging information. The combination of these correlated quantities yields

52% (67%) for the entirely correct assignment.

With this analysis the correlation of all objects is utilized leading to a narrowermreco
top distribution than

that which is achieved by the baseline analysis, resulting in a significantly reduced expected statistical

uncertainty of mtop. However, the analysis is subject to a stronger JES sensitivity than the other two

analyses described above. Again, due to the different analysis concept the determination of mtop is

complementary.

The analysis is performed for the events fulfilling the common requirements listed in Section 2. The

observed numbers of events after the kinematical likelihood fit are 157 (247) in the electron (muon)

channel. The respective predicted numbers of signal events are 131.3 ± 0.9 and 190.4 ± 1.0, and the

S/B amounts to 3.8 and 4.3, in the electron and muon channel. The proper description of the b-jet

energy resolution observed in the signal Monte Carlo sample by the transfer function is demonstrated in

Figure 9(a). The distributions of many kinematic variables and their correlations have been investigated.

With the presently available data statistics no significant deviations from the Monte Carlo predictions are

observed.

As for the baseline analysis, the contributions of the mtop dependent background processes are in-

cluded in the signal template based on the same mass points as above. The signal templates are parame-

terized by a log-normal distribution and a Gaussian. The linearity of all parameters with mtop are verified

and consequently imposed for the combined fit. The background templates are mtop independent and

parameterized by a double Gaussian distribution. For all individual mass points and the combined fit

good fit qualities are obtained, the largest χ2/dof observed in any fit is 2.2.

The linear correlations ofmtop withm
in
top for both channels are verified to a precision below 1%. Using

pseudo-experiments it was verified that the mean values and widths of the pull distributions are consistent

with the expectations of zero and one. The observed value for the mean is 0.00±0.01 (−0.01±0.01) for the
electron (muon) channel. The corresponding value for the width is 1.00±0.01 (1.00±0.01), respectively.
The expected statistical uncertainties (mean ± RMS) for the data are (3.9± 0.6) GeV and (3.2± 0.5) GeV
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Measuring Top mass

•Same selection as cross section
•Measure mass using hadronic top
‣ Jet energy scale is crucial
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Figure 6: The measured R32 distribution for the electron (a) and muon (b) channels. In addition shown

are the background PDF and the total PDF for the measured top-quark mass, i.e. for the top-quark mass

corresponding to the minimum of the likelihood function as shown in the inset.

studied using different Monte Carlo event generation models.

For each of the two samples with the JES shifted by +σ or −σ the jet energy scale of the b-tagged jets

is changed by an additional absolute ±2.5%with respect to the already changed JES. Pseudo-experiments

are performed using as input the four resulting templates. The maximum difference of any of the four

samples with respect to the corresponding sample with the JES changed by ±1σ is quoted as systematic

uncertainty.

b-tagging efficiency and mistag rate: The b-tagging efficiency and mistag rates in data and Monte

Carlo simulation are not identical. To accommodate this, b-tagging scale factors, together with their

uncertainties, are derived per jet [?]. They depend on the jet pT and η and the underlying quark-flavour.

For the default result the central values of the scale factors are applied. Two separate sets of templates

are generated in which the b-tagging scale factors are changed by ±1σ around their central values for

signal and background events.

Jet energy resolution: The uncertainty in the jet energy resolution depends on both the transverse

momentum and the rapidity of the jets. To assess the impact of this uncertainty, the energy smearing

of each reconstructed jet in the simulation by a Gaussian with a width of the corresponding uncertainty

used for the central result is not applied, the event selection is re-done, and the fit is performed.

Jet reconstruction efficiency: At present, the jet reconstruction efficiency for ATLAS data and the

Monte Carlo simulation are found to be in agreement to an accuracy of 2%. To account for this, jets are

randomly removed from the events using that fraction. The event selection and the fit are repeated on

that sample.

3.3 Top-quark mass measurement

Figure 6 shows the results of the R32 analysis when performed on data. For both channels the fit function

adequately coincides with the distribution observed in the data with χ2/dof = 0.9 (χ2/dof = 0.7),

for 9 (15) degrees of freedom in the electron (muon) channel, with the likelihood functions exhibiting

a parabolic shape. The observed statistical uncertainties in the data are according to the expectations

aforementioned. The results from both channels are statistically consistent with each other, and they

are also in agreement with the present world average for mtop. The combined measurement is obtained

from a χ2 minimization of the individual measurements using their full uncertainties [25, 26]. In this

12
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Figure 11: The results on mtop from the three analyses compared to the present world average value.

for the electron and muon channel. As an example, the distribution of the expected statistical uncertainty

for the electron channel, obtained from pseudo-experiments, is shown in Figure 9(b). This uncertainty

will decrease to about 0.7 GeV per channel for Lint = 1 fb−1.

For each channel mtop is obtained from the mreco
top distribution. As an example, Figure 10(a) shows

the observed mreco
top distribution in the electron channel. Within the quoted uncertainties the data can be

well described by the signal and background predictions. The result of a likelihood fit (similar to Eq. 2)

as a function of the top-quark mass is reported in Figure 10(b). The maximum of the likelihood profile

determines the measured mtop, and the 68% area around that value gives the statistical uncertainty. The

results for the two channels and their combination, performed as for the baseline analysis above, are:

mtop = (179.0 ± 4.3 ± 7.5) GeV electron channel

mtop = (172.0 ± 3.5 ± 7.5) GeV muon channel

mtop = (174.8 ± 2.7 ± 7.5) GeV combined

The measured values in both channels are consistent with those of the baseline analysis. The observed

statistical uncertainties are slightly worse than the expectations. Also here the evaluation of the system-

atic uncertainty is performed as described in Section 3.2. As expected, compared to the baseline analysis,

the statistical precision is significantly improved. The dominating uncertainty stems from the JES and

amounts to about 6.6 GeV. The other important uncertainties, i.e. those from the relative b-jet to light jet

energy scale and ISR/FSR variations are about the same size as for the baseline analysis.

6 Comparison of the three top-quark mass measurements

The results for all analyses, and for each lepton channel, shown in Figure 11, are consistent within

uncertainties. Using the results for mtop and the JSF for the electron channel from the 2d-analysis, and

correcting the observed mtop to the value corresponding to JSF = 1, a mass of mtop = 177.7 GeV is

obtained. For this calculation the correlation of mtop and JSF given by the fit for the electron channel
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Uncertainty [GeV]

Electron channel Muon channel

Statistical uncertainty 6.7 5.0

Method calibration 0.7 0.5

Signal MC generator(P vs. MC@NLO) 0.7 0.6

Hadronization P (P vs. H) 1.0 0.5

Pileup 0.6 0.8

ISR and FSR (signal only) 2.2 2.6

Proton PDF 0.6 0.5

W/Z+jets background normalization (±100%) 1.3 1.7

W/Z+jets background shape 0.6 1.0

QCD background normalization (±100%) 0.8 0.7

QCD background shape 0.6 0.5

Jet energy scale (±1σ) plus 5% for close by jets 2.3 1.9

b-jet energy scale (±2.5%) 2.5 2.5

b-tagging efficiency and mistag rate 0.6 0.5

Jet energy resolution 0.6 1.1

Jet reconstruction efficiency (±2%) 0.6 0.5

Total systematic uncertainty 4.8 5.0

Table 2: The contributions of various sources to the uncertainty formtop. The quoted values correspond to

the larger of the observed shift using the pseudo-experiment and the statistical precision of the estimates.

the respective quantities by ±1σ with respect to the default case. Using the changed parameters, pseudo-

experiments are either performed directly or templates are constructed and then subsequently used for

pseudo-experiments, without altering the probability density function parameterizations. If not stated

differently, for each source of uncertainty the maximum difference in mtop from the default result, ob-

served for any of the altered samples, is quoted as systematic uncertainty. The sources of systematic

uncertainties investigated, together with the resulting uncertainties, are listed in Table 2. The statistical

precision of the evaluations of the systematic uncertainties is about 0.6 GeV (0.5 GeV) in the electron

(muon) channel. If the observed shift is smaller than this precision, the precision is quoted instead. Ne-

glecting possible correlations, the total uncertainty is calculated as the quadratic sum of all individual

contributions. The estimation of the uncertainties from the individual contributions are described in the

following.

Method calibration: The limited statistics of the Monte Carlo samples leads to a systematic uncer-

tainty in the template fits. To evaluate this, pseudo-experiments are generated where the R32 templates are

fluctuated within their statistical uncertainties. These templates are used to derive different PDFs to be

used to fit a given pseudo-data distribution. In this way ‘data’ are fixed, while different fitting functions

are used. The resulting mtop values are distributed according to a Gaussian with a width which is taken as

the corresponding uncertainty. The procedure has been applied separately for the signal and background

templates. The value quoted is the quadratic sum of these two uncertainties and the statistical precision

of the fit to the residual distribution (mtop − min
top) of the corresponding channel.

Signal Monte Carlo generator: The systematic uncertainty related to the choice of the gener-

ator program is accounted for by comparing the results of pseudo-experiments carried out using the

MC@NLO and the P samples [19] generated with mtop = 172.5 GeV.
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Figure 4: Likelihood constructed to discriminate againstW+jets background in the two-jet pretag sample

for the electron (a) and muon (b) channels and for the combined electron/muon channels in the two-jet

tag sample for positive (c) and negative (d) lepton charges.
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Figure 5: Number of events versus lepton type and charge for the cut-based (a) and likelihood (b) analy-

sis. The bins correspond, from left to right, to the µ+,e+,e− and µ− channels.

observed event yields as a function of the lepton type and charge for the cut-based (a) and likelihood (b)

analyses.
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Figure 7: Distributions for the dilepton analysis combining ee, µµ and eµ samples

the previous paragraph. The backgrounds from fake leptons and Z → ee/µµ events have been estimated
by re-running the data-driven methods of Section 5.2 in the exclusive one-jet bin.

Figure 7(c-d) shows the distributions of two discriminant variables, ∆φ( j1, E
miss
T
) and ∆R("1, "2), in

the signal region. Satisfactory agreement between data and the sum of the expected signal and back-

ground contributions is found.

6 Systematic uncertainties

Systematic uncertainties in the extraction of the t- andWt-channel cross-sections affect the normalisation

of the individual backgrounds and the signal acceptance. They can be split into several categories; for

each subset, we quote the dominant effects on the relative error on the measured cross-sections (∆σ/σ).

• Object energy scale/resolution and efficiencies: Systematic uncertainties due to the residual
differences between data and Monte Carlo simulations, on jets, electron and muon reconstruction

after calibration, and errors on corrective scale factors are propagated to the event yields. The main

source of uncertainty comes from the jet energy scale (40 and 20% in the t-channel andWt-channel

lepton+jets analyses, 100% in the dilepton analysis) and the modelling of b-jet identification (40%

and 15% in the t- andWt-channel lepton+jets analyses respectively).

• Monte Carlo generators and parton densities: Systematic effects from Monte Carlo modelling
are estimated by comparing several generators (MC@NLO, P+P and P+H),
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Figure 8: Observed likelihood ratio (red dashed) and profile likelihood ratio (blue solid) curves for (a)

the t-channel cut-based analysis and (b) the combined Wt-channel analysis. The horizontal green lines

represent, from the top, the 95%, 90%, and 68% confidence intervals on the extracted cross-section. The

likelihood ratio shows the effect of statistical uncertainties while the profile likelihood ratio also includes

the effect of all systematic uncertainties.

Table 8: Expected (Standard Model) and observed upper limits on theWt-channel cross-section

Analysis Expected limit Observed limit

Lepton+jets 123 pb 198 pb

Dilepton 112 pb 110 pb

Combined 94 pb 158 pb
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Figure 4: Likelihood constructed to discriminate againstW+jets background in the two-jet pretag sample

for the electron (a) and muon (b) channels and for the combined electron/muon channels in the two-jet

tag sample for positive (c) and negative (d) lepton charges.
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Figure 5: Number of events versus lepton type and charge for the cut-based (a) and likelihood (b) analy-

sis. The bins correspond, from left to right, to the µ+,e+,e− and µ− channels.

observed event yields as a function of the lepton type and charge for the cut-based (a) and likelihood (b)

analyses.
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Figure 1: Probability that the three partons from a hadronic top decay are found within a !R distance
of 0.8 (a). The red squares indicate the probability that no partons merge, the green triangles that two
partons merge, but the third remains well separated, and the blue triangles that all three partons merge.
Reconstructed invariant mass of the leading jet (anti-kT on topological calorimeter clusters, with R=0.8)
in pp→ X → tt̄ → lepton + jets events (b).

decay products are collimated in a narrow cone. Jet algorithms with standard distance criteria are no
longer able to resolve the individual partons and reconstruct the hadronic decay as a single top mono-jet.
Similarly, the lepton from the leptonically decaying top quark is embedded in the jet and is no longer
isolated.

To put this rather schematic discussion on a more quantitative basis, a parton-level study has been
performed on a test sample with an approximately uniform population over a large tt̄ invariant mass range
( 2mt < mtt̄ < 2.5 TeV). The probability that the partons from a hadronic top decay are found within a
given !R distance of 0.8, is shown in figure 1(a). Clearly, the resolved topology (no partons merge)
dominates for tt̄ events produced at rest. For a tt̄ invariant mass greater than approximately 700 GeV
the partially merged topology takes over. The mono-jet topology only becomes dominant for masses
beyond 1.7 TeV (< ptT >= 600 GeV). By varying the cone size, the relative frequency of each topology
is altered. An increase of the !R distance to 1.6 brings the 50 % point of the mono-jet approach down
to approximately 800 GeV. For any choice of the distance a significant fraction of the events in the test
sample is classified in the partially merged topology: 32 % for !R= 0.8, 46 % for !R= 1.4 and 40 % for
!R = 1.6. This result clearly shows that a complete reconstruction of the tt̄ invariant mass distribution
has to deal with very different topologies. In the tt̄ invariant mass range between approximately 500 GeV
and 1.5 TeV, called transition region in this note, algorithms have to cope with a mixture of topologies.

The topology of the event can be identified on the basis of the substructure of the jets. The jet
invariant mass, calculated on all topological calorimeter clusters belonging to the jet, provides a very
sensitive measure. The jet invariant mass distribution of the leading (anti-kT , R = 0.8) jet after pT
ordering is shown in figure 1(b). Each event is classified as belonging to the resolved, partially merged
or fully merged topology on the basis of the !R matching of the quarks to reconstructed jets as in the
previous section. For the partially merged topology events where the quarks from the W boson decay
merge (qq’) are moreover distinguished from events where the overlap is between one quark from the
W-decay and the b-quark (bq). The distribution for each of these topologies is indicated on the same
figure. The three topologies clearly populate different intervals of the jet mass distribution. While the
resolved topologies are concentrated at very low jet mass, for events where two or three quarks merge
the W and top mass peaks are clearly visible. The topology of the event can be estimated by dividing
the invariant mass distribution in three intervals. The estimated topology maps cleanly onto the topology
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Top/anti-top resonances : ATLAS expectations
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In this case, the expected mass resolution ranges from 5% to 9% between 200 and 850 GeV. A

variable bin size of about twice the expected resolution is used to take such variation into account and

reduce bin-to-bin migrations. The di-top mass spectrum (dN/dmtt), reconstructed with the full event fit,

is shown in Fig. 10 (b) for the signal and the backgrounds studied. Backgrounds include: full hadronic

top, single top, W -boson+jets, Wbb̄ , Wcc̄ , inclusive Z-boson to leptons. The contribution from the

di-boson (WW ,WZ and ZZ) backgrounds is negligible.
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Figure 10: (a): Normalised di-top mass distribution for the more complex (dashed line) and the simple

reconstruction (dotted line). The normalised true di-top mass is also shown for reference (solid line).

(b): Expected reconstructed di-top mass distribution after all cuts for signal and studied backgrounds,

normalised to 100 pb
−1

.

2.5.1 Double differential cross-section as function of pT and y

The double differential cross-section for tt̄ production is sensitive to possible new physics beyond the

Standard Model, e.g. extra dimensions based on studies of the top quark spin correlation [13], which

depends on the knowledge of the top quark’s momentum. A measurement investigates the decay products

of the top quark in its rest frame and therefore good knowledge of its pT and y as defined in (3), for a top

quark of energy E and longitudinal momentum pz, is needed.

y =
1

2
ln

�
E + pz

E− pz

�
(3)

Theoretical predictions can be found in [4]. Here we present a feasibility study which, since the

neutrino momentum cannot be directly measured, concentrates on the reconstruction of the hadronically

decaying top quark in semileptonic tt̄ events. Since in this case a high purity is needed, the default

event selection is tightened by requiring exactly two b-tagged jets. The reconstruction of the hadronic

top quark proceeds as follows: all possible combinations of two non-b-tagged jets with 60 GeV< m j j <
100 GeV are selected as W -boson candidates. The nearest b-tagged jet for every W -boson candidate is

found. The combination with the highest transverse vector sum momentum is then taken as the recon-

structed hadronic top quark. This results in a purity of well reconstructed top quarks of 45%. The main

background is due to combinatorics.

Figure 11 shows the reconstructed double-differential distribution of the hadronic top scaled to an

integrated luminosity of 1 fb
−1

. In (a) the truth distribution of the tt̄ signal is presented, while in (b)

the distribution of reconstructed hadronic top-quarks is shown. In this distribution the contribution of

background (from single top, W -boson + jet, Wbb̄ and Wcc̄), which is very small after the requirement

TOP – DETERMINATION OF THE TOP QUARK PAIR PRODUCTION CROSS-SECTION
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•Higher pT
top (or  Mtt )  → 

boosted “top jet”→ new 
reco to separate QCD, 
tt, possible new physics.

•At “low” Mtt

‣ add final state objects + algo 
to choose jets (pT order,χ2)
‣ perform kinematic fit  using 

MW, Mtop

•Search for peaks in Mtt → mass resolution is crucial

•ATLAS analysis with 35 pb-1 in 
advanced state. Expect results soon.

ECM =10 TeV,100 pb-1

Simulated tt

Probability to find  partons within DR=0.8

ATLAS-PHYS-PUB-2010-008

hep-ex:0901.0512
pTtop~600 GeV
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Raw result (not unfolded) 

Colour Charge Asymmetry (AFB) 

!! Form observable: 

!! Use b-tagged events 

!! Use kinematic fitter for reco 

3/26/11 27 Measurements of Top Quark Properties at the Tevatron 

MC@NLO prediction: 

forward 
backward 

[D0 note 6062] ~2! 

+ description of acceptance  

& detector effects allowing  

comparison to any model 

tt rest frame 

Oleg Brandt - Moriond QCD 2011
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Colour Charge Asymmetry (AFB) 

!! Look at AFB as a function of Mtt 

3/26/11 31 Measurements of Top Quark Properties at the Tevatron 

Pronounced dependence 

of  AFB on Mtt!!! 

New physics? 

SM prediction  

at !s
4? !s

!? 

Soft QCD effects? 

A
F

B
 

>3! 

Unfolding 

Oleg Brandt - Moriond QCD 2011
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CMS top anti top resonance

•Use b-tagged and non-b 
tagged events

•Least squares to choose the 
jets

•Kinematic fit for mass 
reconstruction
‣ Res is about 6%  at 500 GeV , 

7% at 1 TeV
•Mass reach up to 1.8 TeV

•No exclusion statement, upper 
limit on Z prime
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12 11 Conclusions

10 Results
A simultaneous statistical evaluation of all categories is performed. Expected and observed
limits are shown in Figure 5. The observed limits range from approximately 25 pb at a Z� mass
of 500 GeV/c2 to approximately 7 pb at 1 TeV/c2 and approximately 4 pb at 1.5 TeV/c2. The
observed limits are compatible with the expected limits over the whole mass range, showing a
good agreement between simulation and data.
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Figure 5: Expected and observed limits from Bayesian integration using Markov chain Monte
Carlo for σ(pp → Z�)× BR(Z� → tt̄ ) for L = 36 pb−1 as a function of Z� mass. The light grey
band indicates the ±1σ band of the expected limits, and the dark grey band the ±2σ band of
expected limits.

10.1 Cross Check

In order to confirm the basic features of this analysis, an independent analysis has also been
performed as a cross-check. This cross-check analysis uses a different selection, background
estimation and statistical treatment, and is documented in Appendix A. In particular, the back-
ground shape is estimated directly from data, by inverting the b-tagging selection. The cross-
check analysis is found to be consistent with the result described above, and again no excess
above the SM expectation is seen.

11 Conclusions
This analysis searches for resonances decaying to top quark pairs in the lepton plus jets decay
channel. No significant excess of events above SM expectations is seen, and 95% C.L. limits
are set on the production of such a resonance assuming that its width is negligible compared
to the detector resolution. Limits of the order of 25 pb for invariant masses in the region of
mZ� = 0.5 TeV/c2, 7 pb for mZ� = 1 TeV/c2 and 4 pb for mZ� > 1.5 TeV/c2 are set, consistent
with those expected. These limits are competitive with those from the Tevatron, particularly at
higher masses.

9.2 Limit Setting for Z� Production 11
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Figure 4: Reconstructed mtt̄ using leading 3 jets (3-jet events with at least one b tag) and recon-
structed mtt̄ after kinematic fit (4-jet events with 0, 1, and at least 2 b tags) in the electron + jets
channel.
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Outline

•Why top quark? 

•The LHC is back: a top factory at work

•The ATLAS detector: a top observer 

•Measuring top quark production (and 
mass)

•Towards new physics with top quark
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Disclaimer: wide field, concentrate on selected topics

Data results: hot 
off the press!

Most recent: 
approved 9 days 
ago. Oldest ~ 2 

weeks.
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