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• This talk reviews the experiments which study: 

• charged lepton flavour violation (CLFV) 

• electric dipole moments (EDM)
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CLFV & EDM
definite evidence of new physics



TeV scale

• Experiments to search for new physics 

• TeV scale new physics (and beyond) 
    = sources of CLFV and EDM

• competitive & complementary to LHC

CLFV & EDM
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FIG. 9: Comparison of aµ from theory and experiment [2].

measurements at KLOE, BaBar and Belle together with the more precise determination of

R below 4-5 GeV from CLEO-c and BES-III. Experiments will start soon at VEPP-2000

now commissioning, which is a VEPP-2M upgrade up to
√

s=2 GeV with Lmax = 10
32

cm−2s−1 [34]. We can estimate that by 2012 the accuracy of ahad,LO

µ will be improved from

4.0 · 10
−10

by a factor of about 2 and the total error of 3.3 · 10
−10

will be limited by the LBL

term (2.6 · 10−10).

Let us hope that progress of theory will allow a calculation of ahad

µ from first principles

(QCD, Lattice). One can mention here a new approach in the QCD instanton model [35] or

calculations on the lattice [36].

In conclusion, it should be emphasized once again that BNL success stimulated significant

progress of e+e− experiments and related theory. Improvement of e+e− data led to substan-

tial decrease of the ahad,LO

µ uncertainty. For the first time the accuracy of the theoretical

prediction is better than that of the experimental measurement. Future experiments as well

as development of theory should clarify whether the observed difference between aexp

µ and

29

> 3σ

G.Isidori et al. PRD75, 115019

B physics
constraints

• We might be already seeing them...
• some B asymmetry variables
• muon’s anomalous magnetic moment



Topics
• EDM

• electron EDM - new development

• neutron EDM - coming soon

• muon EDM - new idea

• CLFV

• tau decays - B factories finishing up

• muon decays - new MEG result



EDM
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• precesses with Larmor freq

• additional precession

• flip E and measure the difference

µB

dE

Technique to measure EDM

B E
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EDM of 
dipolar molecules YbF

• Easier to polarize molecules than atoms

• Enhances effective E field seen by the 
unpaired electron by a factor up to 105

• Look for interferometer phase shift of the 
two spin states (hyperfine levels of the 
ground state) when E reversed

• “Schiff shielding” strongly violated by 
relativistic effects



LETTER
doi:10.1038/nature10104

Improved measurement of the shape of the electron
J. J. Hudson1, D. M. Kara1, I. J. Smallman1, B. E. Sauer1, M. R. Tarbutt1 & E. A. Hinds1

The electron is predicted to be slightly aspheric1, with a distortion
characterized by the electric dipole moment (EDM), de. No experi-
ment has ever detected this deviation. The standard model of
particle physics predicts that de is far too small to detect2, being
some eleven orders of magnitude smaller than the current experi-
mental sensitivity. However, many extensions to the standard
model naturally predict much larger values of de that should be
detectable3. This makes the search for the electron EDM a powerful
way to search for new physics and constrain the possible exten-
sions. In particular, the popular idea that new supersymmetric
particles may exist at masses of a few hundred GeV/c2 (where c is
the speed of light) is difficult to reconcile with the absence of an
electron EDM at the present limit of sensitivity2,4. The size of the
EDM is also intimately related to the question of why the Universe
has so little antimatter. If the reason is that some undiscovered
particle interaction5 breaks the symmetry betweenmatter and anti-
matter, this should result in a measurable EDM in most models of
particle physics2. Here we use cold polar molecules to measure the
electron EDM at the highest level of precision reported so far,
providing a constraint on any possible new interactions.We obtain
de5 (22.46 5.7stat6 1.5syst)3 10228e cm,where e is the charge on
the electron, which sets a newupper limit of jdej, 10.53 10228e cm
with 90 per cent confidence. This result, consistent with zero,
indicates that the electron is spherical at this improved level of
precision. Our measurement of atto-electronvolt energy shifts in
a molecule probes new physics at the tera-electronvolt energy
scale2.
Just as a magnetic dipole moment m in a magnetic field B has an

energy2m ?B, an electric dipolemoment d in an electric field E has an
energy2d ? E in the non-relativistic limit. A permanent EDM of the
electron must lie along its spin6, s, that is, d5 des, making the elec-
tron’s energy dependonwhether the spin is parallel or antiparallel toE.
In an atom or molecule with an unpaired valence electron, the inter-
action of the electron EDM with an applied electric field results in an
energy difference between two states that differ only in their spin
orientation. This energy difference is proportional to de and changes
sign when the direction of the field is reversed. A sensitive method of
measuring this energy difference is to align the spin perpendicular to
the field and measure its precession rate, which is proportional to the
energy difference. An alternative description of the method is in terms
of an interferometer. There is quantum interference between the two
spin states, and the EDM appears as an interferometer phase shift that
changes sign when the electric field is reversed.
To improve on the previous limit7 we developed a technique using

the dipolar molecule YbF (ref. 8) instead of the spherical Tl atom. This
has two great advantages. First, at our modest operating field the
interaction energy9–15 of YbF due to de is 220 times larger than that
obtained using Tl in a much larger field7. Second, the motional mag-
netic field, a source of systematic error that plagued the Tl experiment,
has a negligible effect on YbF (ref. 8). Because of these advantages, it is
possible to improve on theTl experiment by usingYbFmolecules, even
though the molecules are produced in much smaller numbers. A
number of other EDM measurements, based on electron spin preces-
sion in atoms, molecules, molecular ions or solids, are in progress4.

Figure 1 shows the interferometer apparatus16. Pulses of YbF mol-
ecules are emitted by the source17. The experiment uses those mole-
cules in the F5 0 and F5 1 hyperfine levels of the ground state. The
molecules pass through a first fluorescence detector, the pump
detector, which simultaneously measures and empties out the F5 1
population. Then they enter a pair of electric field plates, between
which are static electric and magnetic fields E, Bð Þẑ, where ẑ is the
unit vector in the z direction (Fig. 1). This region is magnetically
shielded. A radio-frequency (r.f.) pulse is applied to transfer molecules
from jF,mFæ5 j0, 0æ to the state 1ffiffi

2
p 1, z1j iz 1, {1j ið Þ, where mF is

the component of the total angularmomentum,F, along the z-axis.The
molecules then evolve freely for a time T, during which the mF561
components develop a phase difference of 2w5 2(mBB2 deEeff)T/B,
where mB is the Bohr magneton. This is due to the Zeeman shift
1mBBmF (ref. 18) and to the EDM shift expressed by the effective
interaction 2deEeffmF (see Methods). A second r.f. pulse is then
applied, resulting in a final F5 0 population proportional to cos2w,
which the second fluorescence detector subsequently measures. For
every pulse of molecules, the time-resolved signals from the pump
and probe detectors are recorded; an example probe signal is shown
in Fig. 2.
Scanning the phase difference via the magnetic field generates an

interference curve, shown in Fig. 3. Reversal of the applied electric field
produces a small phase shift dw5 2deEeffT/B, leading to a change in the
detector count of dI5 (dI/dw)dw. This is maximized by operating the
interferometer at B5613.6 nT, which corresponds to w56p/4, the
steepest points on either side of the central fringe (Fig. 3). The intensity
change is opposite on the two sides of the fringe because the slopes are
opposite. Thus the EDM signal dI is the part of the fluorescence count
that is correlated with the sign of E?B. We calibrate the slope dI/dw by
making a step dB561.7 nT inmagnetic-fieldmagnitude, and this too
is done on each side of the central fringe. In addition to E, B and dB,
several other parameters are switched in the experiment. The laser
frequency is stepped by6340 kHz, the frequencies of the two r.f. pulses
(nrf1 and nrf2) are independently stepped by61.5 kHz, their amplitudes
(arf1 and arf2) are independently stepped by 65%, and the phase dif-
ference (Wrf) between them is stepped around a randomly chosen
value, w0, by 6p/2. A computer places the machine in a new switch
state before every beam pulse. The measurements are grouped into
‘blocks’ of 4,096 beam pulses, over which all 512 combinations of
switch states are covered equally. Error signals, derived from each

1Centre for Cold Matter, Blackett Laboratory, Imperial College London, Prince Consort Road, London SW7 2AZ, UK.
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Figure 1 | Schematic diagram of the pulsed molecular beam apparatus.
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block of data, are fed back to the switched parameters to keep them
switching around their optima.
Our measurement is derived from 6,194 blocks of data taken in

2010, comprising 25 million molecular beam pulses, together with
many subsidiary measurements used to search for systematic errors.
To analyse the data, we select the central 130ms of each probe pulse
(Fig. 2) and normalize it pulse by pulse to the pump fluorescence. This
minimizes the effect of fluctuations of the molecular beam intensity.
We calculate howmuch of the gated, normalized fluorescence signal is
correlated with all 512 possible combinations of the modulated para-
meters. These correlations are called ‘channels’ and are denoted by {X},
where X indicates the parameter (or parameter combination) being
modulated. The EDM phase shift, normalized to the shift from the
small magnetic field step dB, is {E?B}/{dB}. The other channels are
valuable in elucidating the operation of the apparatus. Throughout the
investigation the EDM values were concealed by adding a fixed
unknown offset, which was only removed once the data collection
and analysis were complete.
The EDM values obtained from the set of blocks are almost normally

distributed but there tend to be a few more points in the wings of the
distribution than in a normal distribution. The same is true of other
quantities of interest thatwe extract fromthedata. For all these quantities,
we calculate the 5% trimmedmean19, a simple robust statistic that drops
the largest and smallest 5% of the data.We use the bootstrapmethod20 to
determine the associated statistical uncertainty. For non-normal distri-
butions, these methods give more reliable measures than the mean and
standard error.
Fluctuations in the ambientmagnetic field of the laboratory inevitably

have some component that is, by chance, synchronous with the switch-
ing pattern of E. This contributes a little to the noise in the EDM, as
shown in Fig. 4, though not to the long-time average value.We suppress

this excess noise by correcting the EDM, block by block, according to
themagnetic field readings of a magnetometer (Methods). The central
value and statistical uncertainty of this magnetic field correction are
given in Table 1. The correction has a negligible effect on the central
value of the EDM but reduces the statistical error by 3.5%.
We find that the phase of the interferometer shifts linearly with the

detunings of the r.f. pulses at a rate of (2836 6)3 1029 radHz21 for
the first r.f. pulse, and (2946 5)3 1029 radHz21 for the second r.f.
pulse. If the magnitude of the electric field changes when E is reversed,
then through the Stark shift, the r.f. transition frequency changes. This
results in a change in the interferometer phase that correlates with E,
mimicking the EDM phase. This systematic error can be corrected
using the information contained in every block of data. The phase
change resulting from a detuning of the first r.f. pulse is measured
by {nrf1?B}, and the change in the detuning resulting from the change
in electric field magnitude is measured by {nrf1?E}. The product of
these two channels, together with a calibration factor that we have
measured, determines the EDM-like phase due to the E-correlated
detuning of the first r.f. transition, and we use this to apply a correction
to each block of data. A similar correction is made for the second r.f.
pulse. The central values and statistical uncertainties of the two r.f.
phase corrections are given in Table 1. As an additional check, we
mademeasurements inwhichwe deliberately change the r.f. frequency
when we switch E. We see that the resulting systematic error is entirely
removed once the corrections are applied to these data, thus verifying
the correction procedure.
There are several sources of systematic uncertainty on the EDM

measurement that must be considered. First, there may be systematic
effects, other than the r.f.-induced phases described above, caused by a
change in field magnitude when E reverses. We investigate this by
changing the field magnitude intentionally by dE when the field
switches. Once the r.f. phase corrections are applied to these data,
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Figure 2 | Fluorescence from a typical beam pulse, measured on the probe
detector.

0

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

Applied phase from B "eld (rad)

N
or

m
al

iz
ed

 s
ig

na
l (

ar
bi

tr
ar

y 
un

its
)

π 2π 3π 4π–4π –3π –2π –π

Figure 3 | Interferometer fringes produced by magnetic field scan. Dots
indicate the probe fluorescence normalized to the pump fluorescence. The line
is the fit to the cosine-squared model.
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Figure 4 | Themagnetic field correlated with the E reversal, measured at the
fluxgate magnetometer, versus the EDM values. A slope is evident. The
majority ofmeasurements are not significantly perturbed by themagnetic field,
but a small fraction do benefit from correction.

Table 1 | Summary of applied corrections and uncorrected system-
atic uncertainties

Correction Statistical Systematic

Magnetic-field correction 20.3 1.7 ,0.1
rf1 phase correction 5.0 0.9 ,0.1
rf2 phase correction 0.5 0.7 ,0.01
Uncorrected dE effects – – 1.1
!V uncertainty – – 0.1
{nrf1} correlation – – 1.0
Geometric phase – – 0.03
Leakage currents – – 0.2
Shield magnetization – – 0.25
v 3E effect – – 0.0005

The units are 10228e cm. The statistical uncertainty on the corrections gives ameasure of their random
spread over the whole data set. In the final analysis the corrections are applied block-by-block, so these
statistical uncertainties are naturally incorporated in the final EDM statistical uncertainty. The
systematic uncertainty in the corrections is negligible.
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we find no evidence of any residual systematic EDM that depends on
dE. The upper bound on the gradient of any such systematic, with
respect to dE, is 2113 10228e cm/(V cm21). In the r.f. regions we
measure asymmetries dE of approximately 100mVcm21 and we take
this to be typical throughout the interaction region. Combining this
level of asymmetry with the worst-case slope above gives a systematic
uncertainty of 1.13 10228e cm (Table 1).
Electric-field-plate potentials that are not symmetric around the

ground potential are another possible source of systematic error. We
characterize this in terms of the mean potential !V of the two electric
field plates relative to the surrounding grounded apparatus. Near the
edges of the plates, the field does not point entirely along ẑ, but the
direction of the field reverses perfectly as long as !V5 0. However,
when !V=0 the reversal is imperfect, and this, coupled with other
imperfections, may result in a systematic error. We investigate this
by deliberately applying large mean potentials of !V521,000.5V and
!V 511,015.0V, and we find from this data a systematic shift with a
slope of (0.0996 0.016)3 10228e cmV21. The plate potentials used
for our data set are measured to have a mean voltage of less than 1V.
This results in a systematic uncertainty of 0.13 10228e cm.
A study of the data taken at non-zero !V revealed an unexplained

correlation between themeasured EDMand the frequency detuning of
the first r.f. pulse. Unlike the effect described above, this systematic
effect does not depend on dE. We see no evidence of the effect in the
data taken at !V5 0. Nonetheless, by considering the worst-case cor-
relation consistent with the !V~0 data, and the measured average
frequency detuning of the first r.f. pulse, we calculate a conservative
systematic uncertainty of 13 10228e cm.
The direction of the electric field in the rest frame of the molecules

rotates slightly as they move through the apparatus. This induces a geo-
metric interferometer phase that can result in a systematic error21. We
calculate anupper limit on this effect (see Supplementary Information) of
33 10230 e cm.
Magnetic fields generated inside the magnetic shields that reverse

with the electric field are a potential source of systematic error. These
magnetic fields are not well sensed by the magnetometers, which are
outside the inner layer of magnetic shielding. We consider the three
mechanisms that could generate such fields:
(1) Leakage current to the high-voltage plates. The current flowing to
or from each electric field plate is monitored22 throughout the experi-
ment. The component that reverses synchronously with E is less than
1 nA averaged over the EDM data set. A most conservative estimate
(see Supplementary Information) of the possible false EDM given by
these currents is 0.23 10228e cm.
(2) Inner-shield magnetization. It is possible that the plate-charging cur-
rentscouldmagnetize theshields,generatingamagnetic field that reverses
with E. We have determined this field by pulsing a hundred times the
normal current through a similar shield set-up on the bench and mea-
suring the resulting field with a fluxgate magnetometer. We deduce that
thefalseEDMduetoshieldmagnetizationis(20.166 0.17)3 10228e cm.
As this is consistent with zero, we do not make any correction to the
measured EDM, but allow a systematic uncertainty of 0.253 10228e cm.
(3) Motional magnetic field. The laboratory-frame electric field has a
magnetic component in the rest frame of themoleculesBm5E3 v/c2,
where v is the velocity of the molecules with respect to the apparatus.
This can produce a false EDM if there is also a stray magnetic field By.
This was a limiting systematic error in ref. 7. The effect is strongly
suppressed in our case because of the large (8MHz) tensor Stark
splitting of the F5 1manifold, which renders themolecule insensitive
tomagnetic fields in the x–y plane, as discussed in ref. 8. Our strayBy is
everywhere less than 30 nT, which gives a calculated false EDM of less
than 53 10232e cm. We have also checked empirically that the addi-
tion of a 500 nT transverse field produces no evident effect.
A number of other consistency checks and searches for systematic

errors were made and are described in detail in the Supplementary
Information.

In addition to the computer-controlled switches, we make three
manual reversals. The high-voltage connections are swapped to
reverse E, the magnet wires are interchanged to reverse B and the
r.f. cables are swapped to reverse the direction of r.f. propagation along
the field plates. These manual changes are made infrequently—
typically one switch per day—and they are valuable in identifying
and eliminating systematic effects. Roughly equal numbers of blocks
are taken in all eight of the manual states. When we divide the data
according to these manual-reversal states and analyse each data set
separately, the EDMs obtained are consistent with one another, as
shown in Fig. 5. We also divide the data according to the polarization
angles of the pump and probe and find no correlation with either.
Combining the systematic uncertainties in quadrature yields the

final result de5 (22.46 5.7stat6 1.5syst)3 10228e cm, where the first
uncertainty is statistical (68% symmetric confidence interval23) and the
second systematic. This is consistent with zero and with the previous
best measurement7. The result is 54 times more precise than our pre-
vious measurement8. Treating the statistical and systematic errors on
equal terms, we can extract an upper bound on the size of the EDM of
jdej, 10.53 10228e cmwith 90% confidence. This is 1.5 times smaller
than the previous upper limit7.
Our error is dominated by the statistical uncertainty of the measure-

ment. The limiting systematic errors in themeasurement are sufficiently
well understood thatwe can readily reduce them to the 10229e cm range.
Our experiment leads the way in the application of cold molecule
techniques to precision measurement and we are well placed to take
advantage of recent advances in the preparation24–26 and control27 of
cold molecules to improve ourmeasurement precision. This will allow
us to probe for new particle physics at tens of tera-electronvolts.

METHODS SUMMARY
Pulses of YbF are emitted by the source17 every 40ms and travel through the
magnetically shielded apparatus (Fig. 1) at a speed of 590m s21. The pump
detector depletes and detects the F5 1 population while the probe detector mea-
sures the F5 0 population. Two r.f. p-pulses, separated by the free-evolution time
T, and tuned to the Stark-shifted hyperfine interval near 170MHz, coherently
transfer molecules between the F5 0 and F5 1 states. The primary signal is the
detected F5 0 population, which is proportional to cos2w. The electron EDM is
obtained from the part of w that correlates with the sign of E, which in turn is
obtained from the signal correlating with the sign of E?B.
To measure this correlation, and a rich set of other signal correlations, the

machine is put into a new state between each beam pulse. There are nine switched
parameters, and hence 512 different switch combinations; each is set eight times in
every data block (a group of 4,096 pulses). For each block, the switching sequence
is chosen at random from a set of possible sequences; all of these switch B fre-
quently to eliminate magnetic field noise, switch E infrequently to minimize the
dead time associated with this switch, and switch E?B aperiodically to eliminate
signal drifts from this channel28. Between one block and the next, the relative phase
of the two r.f. pulses is randomly changed, the linear polarizations of pump and
probe are randomly rotated, and the central values of the magnetic field, the laser
frequency, and the frequencies and amplitudes of the two r.f. pulses, are adjusted
towards their ideal values.
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Figure 5 | EDM values for each manual-reversal state of the machine. The
error bars indicate the 68% confidence level. The most important manual
reversal is the electric-field reversal: the first four points correspond to one
electric-field configuration, and the last four to the other. The solid and dashed
lines show the mean value and its statistical error.
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|de| < 10.5× 10−28ecm 90% C.L.

F=1, m=±1

F=0 → 1

2φ=2(μBB-deE)t

F=1 → 0 counts
~cos2φ

compare

YbF

de = (−2.4± 5.7stat ± 1.5syst)× 10−28ecm



• a pioneering work of the new method, 
though a modest 1.5× improvement over 
the previous Tl experiment

• still statistically limited 

• ×10 improvement within a few years;
×100 expected eventually 

• several groups working
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Summary of active nEDM projects

2014
2017

>2020

~1E-26
~1E-27
~1E-28

~35nEDM@RCNP
@TRIUMF

2012~1E-26~10-20PNPI@ILL

~2020~3E-28~90nEDM@SNS

2013
2016

~5E-27
~5E-28

~50nEDM@PSI
n2EDM

Group # people Anticipated 
sensitivity 
(ecm)

By...

CryoEDM@ILL ~25 ~3E-27 2016

Present limits < 2.9×10-26ecm
C.A.Baker et al, PRL 97 (2006) 131801

dn ≈ 10-23 e cm (        )sinφSUSY
300 GeV/c

MSUSY

2
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High Intensity Proton accelerator & UCN Source

UCN-Source

Beam dump

nEDM
τn

590 MeV Proton Cyclotron
2.2 mA Beam Current
(currently testing 2.4 mA)

2 experimental areas / 3 beamlines

First UCN production 16./17./22.12.2010
Full approval for operation: 27.6.2011

nEDM ready for UCN
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12/2010

• Approval for full operation obtained by Swiss federal authorities end of June 2011
• Presently commissioning, expect more routine UCN production soon

UCN produced by 1.8mA, 2s pulse
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Installing nEDM 
at PSI in 2009
Coming from ILL
Sussex-RAL-ILL collaboration
PRL 97 (2006) 131801

http://www.kuleuven.be/kuleuven/
http://www.kuleuven.be/kuleuven/
http://www.kuleuven.be/kuleuven/
http://www.kuleuven.be/kuleuven/
http://www.kuleuven.be/kuleuven/
http://www.kuleuven.be/kuleuven/
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Apparatus

5T magnet
to spin polarize UCNs

Switch
to distribute the UCNs to
different parts of the apparatus

Spin analyzer

Neutron detector

Precession chamber
where neutrons precesses

Vacuum chamber

Magnetic field coils
B0-correction coils

Electrode (upper)

High voltage lead

E B
E~12 kV/cm
B=1 mT
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First UCN stored in apparatus @ PSI: Wednesday, December 22nd, 2010 

8s Pulse on target 1
40s filling
Closing of
UCN shutter
Turning switch in 
emptying position 2
Opening of shutter 3
Emptying into detector

UCN stored
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α  =   0.75

E  =   12 kV/cm

T  =   150 s

N  =   350′000

= 4 x 10-25 ecm / cycle 

= 3 x 10-26 ecm / day 

= 3 x 10-27 ecm / year 

400 s

200 nights

 After 2 years*, statistics only
 dn = 0: |dn| < 4 x 10-27 ecm (95% C.L.)Obtain same figures with

E=10kV/cm, T=130s, 200s cycle

Statistical Sensitivity

* 200 nights each

Performance 
needs to be 
demonstrated





CryoEDM at ILL

RAL/Sussex/Oxford/ILL/Kure

successful production/storage - need to reduce losses
E field/polarization/efficiency/B stability to be improved



neutron EDM - Prospects

• Sensitivity is expected to improve 

• by a factor of 5 in a couple of years

• by two orders of magnitude within 
the next decade
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CP phases

TeV

Energy

nuclear

EDMs of paramagnetic 
molecules

 (YbF, PbO, HfF+)
Atoms in traps (Tl,Rb,Cs)

EDMs of diamagnetic 
atoms (Hg,Xe,Ra,Rn)

EDMs of nuclei 
and ions   

(deuteron, etc)

Muon EDM

Origin of the EDMs



1

Resonant Laser Ionization of 
Muonium (~106 µ+/s)

Graphite target
 (20 mm)

3 GeV proton beam
 ( 333 uA)

Surface muon beam 
(28 MeV/c, 4x108/s)

Muonium Production 
(300 K ~ 25 meV)

Muon LINAC 
(300 MeV/c)

Super Precision Magnetic Field
(3T, ~1ppm local precision)

Silicon Tracker

66 cm diameter



Spin	  Rota*on	  and	  EDM
• Precession	  frequency	  vector	  with	  g-‐2	  and	  EDM	  
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Spin	  Frozen	  mode

Choose	  B,	  E	  and	  γ	  to	  cancel	  
g-2 rota*on	  
ex.
	  

€ 

pµ =125 MeV/c
B = 1 T,  E = 0.64 MV/m

Eliminate E-‐field	  
with	  Ultra-‐cold	  
muon	  beam



E=0	  with	  spin	  //	  B	  case
“beat”	  with	  g-‐2	  frequency	  with	  
amplitude	  propor*onal	  to	  EDM	  à	  Use	  
g-‐2	  rota*on	  as	  systema*cs	  control

Spin	  Frozen	  case
pure	  EDM	  effect	  can	  be	  extracted	  if	  
“frozen	  condi*on”	  is	  sa*sfied	  
precisely.	  

Spin	  Rota*on	  and	  EDM
• “Spin	  Frozen”	  method	  and	  and	  “E=0”	  method
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Muon EDM Prospects

• Present limit ~10-19 ecm

• J-PARC g-2/EDM experiment could 
push it down to ~10-21 ecm

Belle Collaboration (K. Inami et al.). 
Published in Phys.Lett.B551:16-26,2003. 

cf. τ



CLFV



Good track reconstruction 
and particle identification

σ(ττ)~0.9nb,σ(bb)~1.1nb
A B-factory is also a τ-factory!

Detector:

~9x108 ττ at Belle ~4.8x108 ττ at BaBar

Lepton ID ~ (80-90)%
   Fake ID ~ O(0.1-1)%

B-factories
 B-factoies : E at CM = Υ(4S) 
 e+(3.5 (3.1) GeV) e-(8 (9) GeV) for KEKB  (PEP II)　                                                τLFV



!

予想される背景事象
"#$%&%$'()*)+,-

Set upper limits @90%CL: 
Br( →ℓhh’)< (2.0-8.4)x10-8
(preliminary)
most sensitive results

Improve our previous results
by a factor of 1.8 on average

1 event :  in and K
no events: in other modes
⇒ no significant excess

.+/,0)/-12+34/5)216+

(preliminary)

7%89:4;87#%%
K. Hayasaka



!"#$%&'#!("" )*+,-)*!(""./01234&1 ""

no candidate event are found 
⇒ no significant excess

52678169:;2<&601;:32

0
0
0
0

2.3
2.2
2.2
2.1

Set upper limits@90%CL:
Br( )<2.8x10-8
Br( )<3.1x10-8
Br( )<3.0x10-8
Br( )<4.2x10-8

=>,?@6A329B

=>,?@6C:3&B

most sensitive results
Around x(2-3) improvement
from the previous BaBar results

(preliminary)

(preliminary)

K. Hayasaka
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67810
9%::10

Update using full data samples will be finalized soon!

Reach upper limits around 10-8 ;100x more sensitive than CLEO 

K. Hayasaka, A. Adametz



LFV Sensitivity for future prospects

・ τàｌγ, 
        Sensitivity currently limited 
        due to background 
　　　 from τ+τ−γ events
 scale as ~1/√L ⇒　Br~O(10-(8-9))

・ τà3leptons, ｌ+meson
        Negligible background at 1ab-1 
        due to good particle identification
        and mass restriction to select meson
scale as ~1/L ⇒　 Br~O(10-(9-10))

LFV sensitivity

▲

●τ→µγ
■τ→µη
▲τ→3µU

L 
of

 B
R

10-9

10-8

BelleⅡ @SuperKEKB・Super B-factory:(10~50) ab-1

BelleⅡ

Y.Miyazaki



µ+ → e+γ

The MEG Experiment



ICHEP, Palais des Congrès, Paris, July22-28, 2010    R.Sawada for MEG collaboration

Event distribution after unblinding

17

Blue lines are 1(39.3 % included inside the region w.r.t. analysis window), 1.64(74.2%) and 2(86.5%) sigma regions.
For each plot, cut on other variables for roughly 90% window is applied.
Numbers in figures are ranking by Lsig/(LRMD+LBG). Same numbered dots in the right and the left figure are an identical event. 

SHOWN AT ICHEP 2010

Nsig = 3.0
BR < 1.5×10-11 @90%CL 6.1×10-12 expected

preliminary result of MEG 2009 data



• New data: 

• 2010 data = 2 × 2009 data

• Better calibrations of data: 

• alignments inside/among detectors

• applied to both 2009 & 2010 data

• Analysis methods: 

• NBG constrained by side bands

• profile likelihood intervals

WHAT’S NEW

Feldman-Cousins



LXe Gamma-ray Detector

Drift Chamber

Timing Counter

COBRA SC Magnet

　DC Muon Beam

γ

e+

μ

The MEG Experiment

~55 collaborators



Dominant Background 
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Figure 2.9: Positron energy spectrum of
unpolarized µ+ → e+νeν̄µ decay (Michel
spectrum). A radiative correction due to
the virtual photon emission and the inner
bremsstrahlung is applied in the spectrum
[36].
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Figure 2.10: Photon energy spectrum of
unpolarized µ+ → e+νν̄γ decay. This is
obtained by integrating over the positron
energy and the angle between a positron
and a photon.

the AIF contribution becomes more important. In addition, accidental pileups of those
gamma rays can be another source of background in high-energy region.

Given the angle resolution of δz, the size of signal box for back-to-back condition is
given by δωeγ = π(δz)2.

From the above, the effective branching ration of accidental background is approxi-
mately given by

Bacc ≈ Rµ · (2δx) ·
[

α

2π
(δy)2(ln(δy) + 7.33)

]
· (δz)2

4
· (2δteγ) (2.28)

Again, we here calculate an example of the effective branching ratio of the accidental
background using numbers in Eq.2.21. The instantaneous beam intensity was 2.6×108 in
the MEGA. It is higher than the average intensity listed in Table 2.3 because they used
a pulsed beam with duty cycle 6 %. The effective branching ratio is then given as

Bacc ∼ 1.2 × 10−12. (2.29)

This is rather serious problem. A new idea to suppress the background is necessary to go
into the sensitivity of 10−13 level.

2.3.5 Requirements of µ+ → e+γ Search

By the naive calculation of background above, the accidental background is found to be
the dominant background source, and it will limit the experiment.

First, from Eq.2.23 we see the background rate is proportional to the instantaneous
muon beam intensity. Whereas we estimated that we need > 107/sec muon intensity to

signalsignal

e+ background γ background

must manage high rate e+ good γ resolution is
most important !

Michel decays Radiative Michel decays



3.2. Detector 35

3.2.2 The Gamma-ray Detector

The gamma-ray detector is undoubtedly the most innovative and challenging part of the
experiment. Its performance is crucial for a successful search for the µ+ → e+γ decay. We
use a gamma-ray detector of a 900 liter homogeneous volume of liquid xenon (LXe). It
is placed just outside of the COBRA magnet. Gamma rays that penetrated the positron
spectrometer enter the detector. They interact with LXe and generate scintillation light.
The scintillation light is collected by a number of photomultipliers (PMT) surrounding
the active volume of LXe to measure the total energy released by the incident gamma ray
as well as the position and time of its first interaction. A conceptual figure of the gamma-
ray detector is shown in Figure 3.21. Sometimes multiple gamma rays enter the detector
and are measured at the same time in a high rate of low-energy gamma-ray background
since the detector consists of a large volume without any segmentation. Nevertheless,
we can handle those pileup events correctly because the image of the light distribution
from a large number of PMTs enables us to identify and unfold those multiple events. In
addition, the time distribution and waveform can also be used to identify pileup events.

The R&D works, performance of prototype detector, design and construction of final
detectors are described in detail in [46],[47].

Figure 3.21: Conceptual figure of LXe gamma-ray detector.

• Scintillation light from 900 liter 
liquid xenon is detected by 846 
PMTs mounted on all surfaces and 
submerged in the xenon 

• fast response & high light yield 
provide good resolutions of E, 
time, position

• kept at 165K by 200W pulse-tube 
refrigerator

• gas/liquid circulation system to 
purify xenon to remove 
contaminants

2.7t Liquid Xenon Photon Detector



Monitor Eγ during Run
• sub-MeV proton beam 

produced by a 
dedicated Cockcroft-
Walton accelerator 
(CW) are bombarded on 
Li2B4O7 target.

• 17.67MeV from 7Li

• 2 coincident photons 
(4.4, 11.6) MeV from 
11B: synchronization of 
LXe and TC

• Short runs two-three 
times a week

17.67MeV Li peak

remotely extendable 
beam pipe of 

CW proton beam 
(downstream of 
muon beam line)



Stability of Eγ Scale

±1%

rms ~0.3%



Absolute Eγ Calibration

• negative pions stopped in 
liquid hydrogen target

• Tagging the other photon at 
180o provides 
monochromatic photons

• Dalitz decays were used to 
study positron-photon 
synchronization and time 
resolution:

π−p→ π0n→ γγn

π0 → γe+e−
R.Sawada  Mar.14, 2009 @ Epochal Tsukuba, Tsukuba, Japan

PMT Energy Time

LED
Alpha source (5.5 MeV)

AmBe (4.4MeV)
Li(p,!)Be (17.6 MeV)
"0!!! (55, 83 MeV)
Cosmic ray (160 MeV)

B(p,!) (4.4+11.7 MeV)
"0!e+e! (55-83 MeV)
Muon radiative deay
Cosmic ray (160 MeV)

Calibration

19

!"

55 MeV

83 MeV

Opening angle

! -+ p " !0 + n

!0" "" (55MeV, 83MeV)

LH2 target

Pion Charge EXchange (CEX)

NaI crystal array on a movable stand
to tag the other photon

π0 → γe+e−



•Gamma ray energy 

• Signal PDF from the CEX 
data

• Accidental PDF from the side 
bands

ICHEP, Palais des Congrès, Paris, July22-28, 2010    R.Sawada for MEG collaboration

48 50 52 54 56 58
Eγ (MeV)

PDFs

9

Gamma Positron

Relative time
Signal PDF from measured 
RMD peak

Signal PDF from 
55MeV calibration 
gamma (π0 decay)

BG measured 
in sideband

Signal PDF from 
measured resolution

BG measured 
in sideband

Relative angle
From measured 
resolutions and BG

55 MeV π0 peak

RMD peak
mostly in low energy part

side band • Scale & resolutions 
verified by radiative 
decay spectrum

• systematic uncertainty 
on energy scale: 0.3%

Average PDFs are evaluated from toy-MC with 
position dependent PDFs. 

We do not use this in our nominal likelihood analysis. 
To represent and to visualize our detector 
performance. 
Used in alternative likelihood analysis. 
A single PDF with two components of response 
functions 

̃1.7% with 60% fraction 
̃2.5% with 40% fraction 

Two categorized PDFs by depth were also prepared 
Shallow (<2cm) and deep (>2cm) 

 

Signal response : representative PDF 

7/18/2011 Yusuke UCHIYAMA 16 

Single PDF for 2009 

Shallow (2010) Deep (2010) 
2009 2010 

All 2.00 2.11 

W<2cm 2.25 2.50 

W>2cm 1.86 1.87 

Effective number  of up!(%) 

CEX

RMD (+AIF) spectrum



Photon Conversion Position

• Resolution for photon 
conversion position was 
evaluated by CEX run with Pb 
collimators

• ~ 5mm
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solenoid

DC

μ+ beam emitted e+

uniform 
B-field

gradient 
B-field

Low energy positrons 
quickly swept out

Constant bending radius independent 
of emission angles

R

28 CHAPTER 3. Experimental Apparatus

Figure 3.7: Conceptual illustrations of the COBRA spectrometer compared with one
with a uniform magnetic field. (a) and (c) show trajectories of positrons emitted at 88◦.
The uniform field makes many turns inside the detector, whereas the gradient field sweep
the positron out of the detector much more quickly. (b) and (d) show trajectories of
mono-energetic positrons emitted at various angles. In the uniform field, the bending
radius depends on the emission angle, whereas it is independent in the gradient field.
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Figure 3.8: Rate of Michel positrons per cm2 per second as a function of radius assuming
muon decay rate of 3 × 107/sec.
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Drift Chambers

• 16 radially aligned 
modules, each consists 
of two staggered layers 
of wire planes

• 12.5um thick cathode 
foils with a Vernier 
pattern structure

• He:ethane = 50:50
differential pressure 
control to COBRA He 
environment

• ~2.0×10-3 X0 along the 
positron trajectory 

filled with He inside COBRA



Vertex Resolution (Run2008)

! Vertex (muon decay position) Resolution can be evaluated by two way

! (1) Fitting the image of hole / (2) Subtracting the double curing track 

! Both show consistent results; !x ~ 4.5 mm and !y ~ 3.2 mm 

17

Hajime NISHIGUCHI (KEK)                                “MEG2008 Positron Spectrometer”              JPS-Autumn-Meeting, 10-13/Sep./2009, Konan University 

Positron Angle & 
Muon Decay Point

• Angular resolutions 
were evaluated by the 
double turn tracks 
inside the DC

• holes of the muon 
stopping target

Angular Resolution (Run2008) 
16

! !! = 1.45 deg. /!2

         " 18 mrad. 

! !" = 0.81 deg. /!2

         " 10 mrad. 

! Angular resolution is estimated by doubly curling track.
! Subtracted angular residual of each turn gives intrinsic angular resolution.

Hajime NISHIGUCHI (KEK)                                “MEG2008 Positron Spectrometer”              JPS-Autumn-Meeting, 10-13/Sep./2009, Konan University 

(*) N.B.  Taking the z-axis as the beam-axis, ! is defined as the polar angle, while " is the azimuthal angle.

reconstructed by 

(2nd turn)

reconstructed by 

(1st turn)

DC



Timing Counters

fine-mesh PMTs for scintillating bars
APD

scintillating fibers

• Scintillator arrays 
placed at each end of the 
spectrometer

• Measures the impact 
point of the positron to 
obtain precise timing

installing inside COBRA



Radiative Muon Decays

Positron - Photon Timing

• Positron time 
measured by TC and 
corrected by ToF (DC 
trajectory) 

• LXe time corrected by 
ToF to the conversion 
point

• RMD peak in a normal 
physics run corrected 
by small energy 
dependence; 
stable < 20ps



• alignment by CR & Michel e+

• DC - B field - target - LXe

• optical surveys

• DC: MILLEPEDE (a la CMS)

• target holes

• LXe: Pb collimators

• more detailed implementation of e+ 
correlations!"#$%&#'(!! )*+*,%-./01)232 17
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Improved calibration & analysis



BG Eγ spectrum

Teγ resolution

Blind & Likelihood Analysis

Blin
d r

eg
ion

(Eγ, Ee, Teγ, θeγ, φeγ)

PDFs mostly from data
accidental BG: side bands
signal: measured resolution
radiative BG: theory + resolution

→ signal, acc BG, RD BG



Likelihood Fit

3

for 2009 (2010) data 2. The θe-resolution is measured by
the two-turn method to be σθe = 9.4(11.0)mrad. The
resolution on the decay vertex coordinates is also deter-
mined by the two-turn method; along the beam axis it
is described by a Gaussian with σz = 1.5(2.0)mm while
in the vertical direction it is described by the sum of two
Gaussians with σy = 1.1mm for the core (87%(85%))
and σy = 5.3(4.8)mm for the tail.

The determination of the photon energy Eγ in the LXe
detector is based on the sum of the number of scintillation
photons detected by the PMTs; correction factors take
into account the different PMT geometrical acceptances.
Due to its geometry the detector is not totally uniform
over its entrance window; this is corrected for by using γ-
lines from CW and CEX reactions. The absolute energy
scale and resolution at the signal energy Eγ = 52.8MeV
are determined by the CEX measurement; the resolution
σR, extracted from a Gaussian fit to the right-hand side
of the spectrum, depends also on the depth (w) of the
γ−ray conversion point from the entrance surface of the
LXe: σR = 1.9%(w > 2 cm) and 2.4%(w < 2 cm). The
3D-map of the measured resolutions is incorporated into
the PDFs for the likelihood analysis.

The photon energy scale and the resolutions are cross-
checked by fitting the background spectrum measured in
the side-bands with the theoretical RMD spectrum folded
with the detector resolutions; the resolutions during the
run are well represented by the CEX evaluations and the
systematic uncertainty of the Eγ-scale is estimated to be
" 0.3%. Since MEG operates at a high beam intensity,
it is important to recognize and unfold pile-up photons.
For each event the spatial and temporal distributions of
the PMT charge are studied to identify photon pile-up
in the LXe detector; in case of positive identification,
corrections to the PMT charges are applied. Cosmic ray
events are rejected by applying topological cuts.

The position of the first interaction of the γ-ray in the
LXe detector is derived from the light distribution mea-
sured by the PMTs close to the region of the energy de-
position by fitting the distribution with the expectation.
The position resolutions are estimated to be 5mm in the
plane of the entrance window and 6mm along the depth
w in a dedicated CEX run with a lead slit-collimator
placed in front of the LXe detector. The position depen-
dence of the resolutions is extracted from a Monte Carlo
simulation.

The resolutions on the relative directions (θeγ , φeγ)
are derived by combining the relevant resolutions of
positrons and photons discussed above; the results are
14.5 (17.1)mrad for θeγ and 13.1 (14.0)mrad for φeγ .
The relative time teγ is derived from the two time mea-

2 From here on we will quote in parentheses the value in the 2010
data when different from that in 2009.

surements by the LXe detector and the TC, after cor-
recting for the length of the particle flight-path. The
associated resolutions at the signal energy 146(122) ps
are evaluated from the RMD peak observed in the Eγ

side-band; a small correction takes into account the Eγ-
dependence measured in the CEX calibration runs. The
position of the RMD-peak corresponding to teγ = 0 was
monitored constantly during the physics data-taking pe-
riod and found to be stable to within 15 ps.

A likelihood analysis is carried out for events in a
portion of the blind region (analysis region) defined by
48 < Eγ < 58MeV, 50 < Ee < 56MeV, |teγ | < 0.7 ns,
|θeγ | < 50mrad and |φeγ | < 50mrad. These intervals in
the analysis variables are between five and twenty sig-
mas wide to fully contain the signal events and retain
some background events as well. The best estimates of
the numbers of signal, RMD and accidental background
(BG) events in the analysis region are obtained by max-
imizing the following likelihood function:

L (Nsig, NRMD, NBG) =

e−Nobs

N !
e
− 1

2
(NBG−〈NBG〉)2

σ2
BG e

− 1
2

(NRMD−〈NRMD〉)2

σ2
RMD ×

Nobs∏

i=1

(NsigS(%xi) +NRMDR(%xi) +NBGB(%xi)) ,

where %xi = {Eγ , Ee, teγ , θeγ ,φeγ} is the vector of ob-
servables for the i-th event, Nsig, NRMD and NBG are
the expected numbers of signal, RMD and BG events,
while S, R and B are their corresponding PDFs. N =
Nsig + NRMD + NBG and Nobs(= 311(645)) is the ob-
served total number of events in the analysis window.
〈NRMD〉(= 27.2(52.2)) and 〈NBG〉(= 270.9(610.8)) are
the numbers of RMD and BG events extrapolated from
the side-bands together with their uncertainties σRMD(=
2.8(6.0)) and σBG(= 8.3(12.6)), respectively.

The signal PDF S(%xi) is the product of the PDFs for
Ee, the relative angles and teγ , which are correlated vari-
ables, as explained above, and the Eγ PDF. The PDFs
properly incorporate the measured resolutions and corre-
lations among Ee, θeγ , φeγ and teγ on an event-by-event
basis. The RMD PDF R(%xi) is the product of the same
teγ-PDF as that of the signal and the PDF of the other
four correlated observables, which is formed by folding
the theoretical spectrum with the detector response func-
tions. The BG PDF B(%xi) is the product of the five
PDFs, each of which is defined by the single background
spectrum, precisely measured in the side-bands. The de-
pendence of the resolutions on the position of the γ-ray
interaction point and on the positron tracking quality is
taken into account in the PDFs.

A full frequentist approach withe a profile likelihood-
ratio ordering [18, 19] is used to compute the confidence

• fully frequentist approach (Feldman & 
Cousins) with profile likelihood ratio 
ordering

4

intervals on Nsig:

LRp(Nsig) =

maxNBG,NRMD L(Nsig, NBG, NRMD)

maxNsig,NBG,NRMD L(Nsig, NBG, NRMD)
.

Other, different analysis schemes were also used and
found to be fully compatible with the analysis presented
here.
In order to convert Nsig to a branching ratio value

the normalization relative to the Michel decay is com-
puted [6] by counting the number of Michel positrons
passing the same analysis cuts. This is accomplished
by means of a pre-scaled Michel positron trigger enabled
during the physics data-taking. A correction to the pre-
scaling factor due to positron pile-up in the TC is taken
into account. Another method for computing the nor-
malization uses RMD events in the Eγ side-band and the
theoretical branching ratio of the RMD. The normaliza-
tions calculated by these two independent methods are
in good agreement and are combined to give the normal-
ization factor with a 7% error.
The sensitivity of the experiment with a null signal hy-

pothesis is evaluated by taking the median of the distri-
bution of the upper limit on the branching ratio obtained
over an ensemble of toy MC experiments. The rates of
RMD and BG events, as measured in the side-bands, are
assumed in the simulated experiments. The branching
ratio sensitivity at 90% confidence level (C.L.) is found
to be 3.3× 10−12 (2.2× 10−12) for the 2009 (2010) data
sample and 1.6 × 10−12 when 2009 and 2010 are com-
bined. These sensitivities are consistent with the upper
limits obtained by the likelihood analyses in several com-
parable analysis regions of the teγ side-bands.
After calibrations, optimization of the analysis algo-

rithms and background studies in the side-bands are com-
pleted, the likelihood analysis in the analysis region is
performed. In Figures 1 we present the distributions,
for the 2009 and 2010 data samples respectively, showing
the events seen in the analysis region projected in the Eγ

vs Ee and teγ vs cosΘeγ planes, Θeγ being the opening
angle between the γ-ray and the positron. In plots (a)
and (c) a selection that is 90% efficient on the signal is
applied to teγ and cosΘeγ respectively (|teγ | < 0.28 ns
and cosΘeγ < −0.9996) ; in plots (b) and (d) a selection
in Ee which is 90% efficient on the signal and a selec-
tion in Eγ which is 73% efficient on the signal inside the
analysis window are applied (52.3 < Ee < 55MeV and
51 < Eγ < 55MeV). The contours of the signal PDF
are also drawn and events with high signal likelihood are
numbered in a decreasing order of relative signal likeli-
hood, S/(fRR + fBB), fR = 0.1 and fB = 0.9 being the
fractions of the RMD and the BG measured in the side-
bands, respectively. High signal likelihood events were
thoroughly checked and found to be randomly distributed
in time and detector acceptance.
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FIG. 1: Event distribution in the analysis region of (a) Eγ vs
Ee and (b) teγ vs cosΘeγ for 2009 data and in (c) Eγ vs Ee and
(d) teγ vs cosΘeγ for 2010 data. The contours of the PDFs
(1-, 1.64- and 2-σ) are shown and the same events in the two
plots are numbered correspondingly, by decreasing ranking in
terms of the relative signal likelihood, S/(fRR+ fBB).

The observed likelihood as a function of the branch-
ing ratio for 2009, 2010 and the combined data sample
is shown in Fig. 2 3. The analysis of the full data sam-
ple gives a 90% C.L. upper limit of 2.4 × 10−12, which
constitutes the most stringent limit on the existence of
the µ+ → e+γ decay, superseding the previous limit by
a factor of 5. The 90% C.L. intervals as well as the best
estimate of the branching ratio for 2009 and 2010 data
separately are also given in Table I. The 2009 data set,
which gives a positive best estimate for the branching ra-
tio, is consistent with the hypothesis B = 0 with an 8%
probability.

The systematic uncertainties for the parameters of the
PDFs and the normalization factor are taken into account
in the calculation of the confidence intervals by fluctuat-
ing the PDFs according to the uncertainties. The largest
contributions to the systematic error, which amount to
a shift of about 2% in total in the branching ratio upper
limit, come from the uncertainties of the offsets of the rel-

3 These curves are not directly used to derive the upper limits
which are obtained in a full frequentist approach as described
above.



2009 2010

Gamma Energy (%)
Gamma Timing (psec)
Gamma Position (mm)
Gamma Efficiency (%)
e+ Timing (psec)
e+ Momentum (keV) 
e+ θ (mrad)
e+ φ (mrad)

e+ vertex Z/Y (mm)
e+ Efficiency (%)

e+-gamma timing (psec)
Trigger efficiency (%)

1.9
96

5 (u,v), 6 (w)
58
107

310 (80% core)
9.4
6.7

1.5 / 1.1 (core)
40
146
91

1.9
67

5 (u,v), 6 (w)
59
107

330 (79% core)
11.0
7.2

2.0 /1.1 (core)
34
122
92

Stopping Muon Rate (sec-1)
DAQ time/ Real time (days)

2.9×107
35/43

2.9×107
56/67

Expected 90% C.L. Upper Limit 3.3×10-12 2.2×10-12

Performance Summary

Timing improvement by waveform digitizer upgrade in 2011; 
The e+ tracking slightly worse due to DC noise problem in 2011



2009 data update
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2009 data update

Nsig = 3.0 Nsig = 3.4

Selec%on:	  |Teγ|<0.278ns;	  	  Θeγ>	  	  178.34	  deg 51<Eγ<55	  MeV;	  	  52.34<Ee<55	  MeV



Likelihood Analysis

1.7×10-13 < BR < 9.6×10-12

90% C.L.

updated 2009 data

Best Fit BR = 3.2×10-12



2010 data



Side band data analyzed

consistent with expected sensitivity = 2.2×10-12 @90% C.L.
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2010 data unblinded on July 5th

|Teγ|<0.28ns;	  	  cosΘeγ<	  -‐0.9996 51<Eγ<55	  MeV;	  	  52.3<Ee<55	  MeV



Total
Accidental
Radiative
Signal

Teγ

Ee Eγ

θeγ φeγ

Likelihood Fit - 2010 Data

2010 data



Likelihood Analysis

BR < 1.7×10-12

90% C.L.

2010 data
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2009 2010



BR(fit) LL 90% UL 90%

2009

2010

2009+2010

3.2×10-12 1.7×10-13 9.6×10-12

-9.9×10-13 -- 1.7×10-12

-1.5×10-13 -- 2.4×10-12

Likelihood Analysis Results

• systematic errors (in total 2% in UL) include: 
• relative angle offsets
• correlations in e+ observables
• normalization

combined result
(2009+2010expected UL = 1.6×10-12)



Branching ratio
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MEG summary
• 2009+2010 data consistent w/ no signal

• New physics is now constrained by 
5× tighter upper limit: 
BR < 2.4×10-12 @90% C.L.
(Preprint will be posted at arXiv today)

• MEG is accumulating more data this and 
next year to reach O(10-13) sensitivity; 
So stay tuned!

• Detector improvements/upgrades



Resources shared between COMET and Mu2eWhat is COMET?

8GeV proton beam
5T pion
 capture 
solenoid

3T muon transport
(curved solenoids)

muon stopping
target

electron tracker 
and calorimeter

electron 
transport

B(µ− + Al→ e− + Al) = 3.3× 10−17

B(µ− + Al→ e− + Al) < 7× 10−17 (90%C.L.)

2.6

6

Experimental Goal of COMET
J-PARC E21

• 1011 muon stops/sec for 56 
kW proton beam power.

• C-shape muon beam line 
and C-shape electron 
transport followed by 
electron detection system.

• Stage-1 approved in 2009.

3

Mu2e @FNAL

μ → e conversion
at 5×10-17

~1/390 ×                        (Al)µ+ → e+γ

CLFV in further future

μ-

e-

recoil

muonic atom

COMET
@J-PARC



Conclusion

• CLFV & EDM experiments are low energy 
probes for new physics as powerful as LHC

• MEG is now exploring TeV-scale physics;
EDM experiments will follow within next 
few years

• More to come in the next decade


