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Figure 3.3: Examples of Feynman diagrams for NLO heavy quark production via (a)
gluon splitting, (b) flavor excitation. An example for radiative corrections
to the heavy quark cross section by NLO processes is shown in (c).

Already at NLO, logarithmic terms appear in the calculation of the short distance
cross section, which depend on the choice of the renormalization scale. In an high-
energy environment, µ has to be chosen of the same order as pT , µ ≈ pT and the

convergence of the perturbative series is spoilt by large logarithms like log
(

p2T
m2

)

.

This leads to differences between the QCD prediction of the bb̄ production cross
section and measurements at Tevatron, Fermilab (Chapter 4.2). In order to solve
this problem, techniques to resum logarithms are developed. At leading log (LL)

level the αn
s log

(
p2T
m2

)n
contributions are resumed, at next-to leading-log (NLL)

αn
s log

(
p2T
m2

)n−1
contributions are resumed, etc.. These fixed-order plus next-to-

leading logarithm (FONLL) [17] calculations result in a better agreement of theory
and measurements.

3.3 b-Jets

Due to the confinement, b-quarks cannot be measured as free partons. The increase
of the potential of the strong interaction proportional to the spatial separation ∝ r
of the quarks is responsible for the creation of new qq̄ pairs. These quarks will form a
bound state (hadron) with the b-quarks. Therefore, during hadronization, qq̄ states
(mesons) or qqq states (baryons) arise.
The creation of quark pairs and their hadronization is called fragmentation. The
fragmentation process cannot be calculated analytically and thus must be modeled
phenomenologically. The fragmentation process leads to a small deceleration of a
heavy quark. This is modeled by the Peterson fragmentation function f(z), which
describes the momentum zp of the hadron, p being the momentum of the heavy
quark Q,

f(z) ∝
1

z
(

1− 1
z −

εQ
1−z

)2 . (3.11)

Theoretically the factor εQ is given by the mass ratio of the light and the heavy
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Figure 3.2: Feynman diagrams for LO heavy quark production.

σ̂ij = α2
s

n
∑

m=0

αm
s σ̂m (3.7)

where the coefficients σ̂m represent the contributions of the mth order to the heavy
quark production. Therefore, m = 0 is called leading order (LO) in the cross section
calculation. The indices i and j specify the type of the incoming particles.
In LO order bb̄ pairs will be produced by the flavor creation (FC) mechanism. In FC
two incoming gluons or two incoming quarks annihilate to produce heavy quarks as
outgoing particles. Examples of Feynman diagrams of FC are shown in Fig. 3.2.
In NLO the production mechanisms of gluon splitting (GS) and flavor excitation
(FEX) have to be taken into account. In GS an outgoing gluon of a 2→ 2 process,
splits into a bb̄ pair. In case of FEX at least one of the b-quarks will be scattered
into the detector by e.g. a gluon. Examples of Feynman diagrams of GS and FC
are shown in Fig. 3.3.
In more detail, the short distance cross section σ̂ij is described by

σ̂ij(s,m
2, µ2) =

α2
s(µ

2)

m2
Fij(ρ,

µ2

m2
) (3.8)

where ρ = 4m2

ŝ . The dimensionless function Fij(ρ,
µ2

m2 ) is written as a power series
expansion

Fij(ρ,
µ2

m2
) = F (0)

ij (ρ)
︸ ︷︷ ︸

∝ σ0

+4παs(µ
2)

[

F (1)
ij (ρ) + F̄ (1)

ij (ρ) log(
µ2

m2
)

]

︸ ︷︷ ︸

∝ σ1

+O(α2
s) . (3.9)

The lowest order F 0
ij(ρ) corresponds to the LO cross section. The LO cross section

can be obtained by integrating the equation

dσ̂ij =
1

ŝ

d3p3
(2π)32E3

d3p4
(2π)32E4

(2π)4δ4(p1 + p2 − p3 − p4)
∑

|Mij|2 (3.10)

over the phase space, using the invariant matrix element Mij of leading order pro-
cesses of the scattering of the two incoming partons. ŝ is the center of mass energy
squared and the δ-function provides energy and momentum conservation.
It can be shown, that F̄ (1)

ij (ρ) is completely fixed by the lower order term F (0)
ij (ρ),

while F (1)
ij (ρ) has to be calculated considering the different types of Feynman dia-

grams of the next order.

Exclusive B-meson cross sections:
B0d ➜ J/Ψ (μ+ μ−) K0s (π+ π−)
B0s ➜ J/Ψ (μ+ μ−) ϕ (K+ K−)
B+ ➜ J/Ψ (μ+ μ−) K+

Inclusive b-hadron production cross sections:
with dimuons
b-bbar angular correlation



Introduction and motivation

Mauro Dinardo, University of Colorado - Boulder
2

Early measurement possible due 
to large cross section (~250 μb)

Measurement at new energy 
allows tests of perturbative QCD 
and Monte Carlo generators

Improves understanding of b 
backgrounds for physics searches

Improves understanding of the 
detector, especially tracking and 
muon reconstruction



The CMS experiment

Mauro Dinardo, University of Colorado - Boulder
3

Relevant CMS detector characteristics for the analysis presented

Silicon tracker
•solenoidal magnetic field of 3.8 T
•coverage |η| < 2.5
•impact parameter resolution ~15 μm (up to pT 100 GeV/c)
•pT resolution ~1.5% (up to pT 100 GeV/c)

Muon detector coverage |η| < 2.4

During 2010 and 2011, search for 
signals in pp collisions √s = 7 TeV 
at the CERN LHC

2008 JINST 3 S08004
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Figure 1: Projections of the fit results in MB (left) and ct (right) for pB
T > 5 GeV and

∣∣yB
∣∣ < 2.4.

The curves in each plot are the sum of all contributions (solid blue line); signal (dashed red);
prompt J/ψ (dotted green); and the sum of non-prompt J/ψ, peaking bb̄, and J/ψπ+ (dot-dashed
brown). For better visibility of the individual contributions, the MB plot includes a requirement
of ct > 100 µm.

world-average value of 491 ± 9 µm [20]. With the effective lifetime for signal and non-prompt
background fixed, the resolution function parameters are then determined separately in each
bin of pB

T and
∣∣yB

∣∣. Finally, with all ct resolution and background lifetime parameters fixed, the
signal and background yields are fitted in each bin, together with the parameters describing
the shape of the prompt and non-prompt J/ψ components in MB.

Several studies have verified the accuracy and robustness of the fit strategy. A set of 400 pseu-
doexperiments was performed where signal and background events were generated randomly
from the PDFs in each bin. No biases were observed on the yields, and the fit uncertainties
were also seen to be estimated properly. Having established that the nominal fit procedure is
free of inherent biases, other potential biases caused by residual correlations between MB and
ct were studied by mixing together fully simulated signal and background events to produce
100 pseudoexperiments. Again, no significant evidence of bias in the signal yield was found.
The observed deviations (a few percent) between fitted and generated yields are taken as the
systematic uncertainty due to potential biases in the fit method.

Table 1 summarizes the fitted signal yield in each bin of pB
T and

∣∣yB
∣∣, while Fig. 1 shows the fit

projections for MB and ct from the inclusive sample with pB
T > 5 GeV and

∣∣yB
∣∣ < 2.4. The total

number of signal events is 912 ± 47, where the error is statistical only.

The differential cross sections for B+ production as a function of pB
T and yB (averaged for posi-

tive and negative rapidities) are defined as

dσ(pp → B+X)

dpB
T

=
nsig(pB

T)

2 ε(pB
T)B L∆pB

T
,

dσ(pp → B+X)
dyB =

nsig(
∣∣yB

∣∣)
2 ε(|yB|)B L∆yB , (2)

where nsig(pB
T) and nsig(

∣∣yB
∣∣) are the fitted signal yields in the given bin, ε(pB

T) and ε(
∣∣yB

∣∣) are
the efficiencies in each bin for a B+ meson produced with pB

T > 5 GeV and
∣∣yB

∣∣ < 2.4 to pass all
the selection criteria, ∆pB

T is the bin size in pB
T, and ∆yB = 2 ∆

∣∣yB
∣∣ is the bin size in yB. The total

branching fraction B is the product of the individual branching fractions B(B+ → J/ψ K+) =
(1.014 ± 0.034)× 10−3 and B(J/ψ → µ+µ−) = (5.93 ± 0.06)× 10−2 [20]. The factor of two in
the denominator of Eq. 2 takes into account the choice of quoting the cross section for a single
charge (taken to be B+), while nsig includes both charge states. All efficiencies, ε(pB

T) or ε(
∣∣yB

∣∣),

pT(B+) > 5 GeV/c
|y(B+)| < 2.4

all contributions
signal
prompt J/Ψ
non prompt J/Ψ
+ peaking B
+ J/Ψ π+

Exclusive B-decays

4

Differential production cross section in 
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Figure 1: Projections of the fit results in (a) mB and (b) ct for pB
T > 5 GeV and

∣∣yB
∣∣ < 2.2. The

curves in each plot are as follows: the sum of all contributions (blue solid line); the prompt J/ψ
(green dotted); the sum of the prompt J/ψ and peaking background (red dashed), and the sum
of all backgrounds (purple dot-dashed).

Figure 2: Measured differential cross sections (a) dσ/dpB
T and (b) dσ/dyB compared to the the-

oretical predictions. The error bars correspond to the statistical uncertainties and the (yellow)
band represents the uncorrelated systematic uncertainties. Overall uncertainties of 4% for the
luminosity and 3.8% for the branching fractions are not shown. The solid and dashed (blue)
lines are the MC@NLO prediction and its uncertainty, respectively. The dotted (red) line is the
PYTHIA prediction.

measured pB
T and

∣∣yB
∣∣.

The cross section is affected by systematic uncertainties on the signal yield and efficiencies,
which are uncorrelated bin-to-bin and can affect the shapes of the distributions, and by un-
certainties on the branching fractions and luminosity, which are common to all bins and only
affect the overall normalization. The uncertainty on the signal yield arises from potential fit
biases and imperfect knowledge of the PDF parameters (4–7%), and from effects of final-state
radiation and mismeasured track momenta on the signal shape in mB (1%). Uncertainties on
the efficiencies arise from the trigger (2–3%), muon identification (1%), muon tracking (1%),
K0

S (5%) and B0 (3%) candidate selection requirements, acceptance (2–3%), dimuon correlations
(1–5%) and pB

T and
∣∣yB

∣∣ mismeasurement (1%). The first five efficiency uncertainties are deter-
mined directly from data, while the last three are determined by simulation. The difference
between the kinematically reweighted and unreweighted results (3–5%) is taken as an addi-

pT(B0d) > 5 GeV/c
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Figure 1: Projections of the fit results in MB (a) and ct (b) for 8 < pB
T < 50 GeV/c and

∣∣yB
∣∣ < 2.4.

The curves in each plot are: the sum of all contributions (solid line); signal (dashed); prompt J/ψ
(dotted); and non-prompt J/ψ (dot-dashed). For better visibility of the individual contributions,
plot (a) includes the requirement ct > 0.01 cm.
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Exclusive B-decays: B0d ➜ J/Ψ (μ+ μ−) K0s (π+ π−)
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Figure 1: Projections of the fit results in (a) mB and (b) ct for pB
T > 5 GeV and

∣∣yB
∣∣ < 2.2. The

curves in each plot are as follows: the sum of all contributions (blue solid line); the prompt J/ψ
(green dotted); the sum of the prompt J/ψ and peaking background (red dashed), and the sum
of all backgrounds (purple dot-dashed).

Figure 2: Measured differential cross sections (a) dσ/dpB
T and (b) dσ/dyB compared to the the-

oretical predictions. The error bars correspond to the statistical uncertainties and the (yellow)
band represents the uncorrelated systematic uncertainties. Overall uncertainties of 4% for the
luminosity and 3.8% for the branching fractions are not shown. The solid and dashed (blue)
lines are the MC@NLO prediction and its uncertainty, respectively. The dotted (red) line is the
PYTHIA prediction.

measured pB
T and

∣∣yB
∣∣.

The cross section is affected by systematic uncertainties on the signal yield and efficiencies,
which are uncorrelated bin-to-bin and can affect the shapes of the distributions, and by un-
certainties on the branching fractions and luminosity, which are common to all bins and only
affect the overall normalization. The uncertainty on the signal yield arises from potential fit
biases and imperfect knowledge of the PDF parameters (4–7%), and from effects of final-state
radiation and mismeasured track momenta on the signal shape in mB (1%). Uncertainties on
the efficiencies arise from the trigger (2–3%), muon identification (1%), muon tracking (1%),
K0

S (5%) and B0 (3%) candidate selection requirements, acceptance (2–3%), dimuon correlations
(1–5%) and pB

T and
∣∣yB

∣∣ mismeasurement (1%). The first five efficiency uncertainties are deter-
mined directly from data, while the last three are determined by simulation. The difference
between the kinematically reweighted and unreweighted results (3–5%) is taken as an addi-
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Figure 1: Projections of the fit results in (a) mB and (b) ct for pB
T > 5 GeV and

∣∣yB
∣∣ < 2.2. The

curves in each plot are as follows: the sum of all contributions (blue solid line); the prompt J/ψ
(green dotted); the sum of the prompt J/ψ and peaking background (red dashed), and the sum
of all backgrounds (purple dot-dashed).

Figure 2: Measured differential cross sections (a) dσ/dpB
T and (b) dσ/dyB compared to the the-

oretical predictions. The error bars correspond to the statistical uncertainties and the (yellow)
band represents the uncorrelated systematic uncertainties. Overall uncertainties of 4% for the
luminosity and 3.8% for the branching fractions are not shown. The solid and dashed (blue)
lines are the MC@NLO prediction and its uncertainty, respectively. The dotted (red) line is the
PYTHIA prediction.

measured pB
T and

∣∣yB
∣∣.

The cross section is affected by systematic uncertainties on the signal yield and efficiencies,
which are uncorrelated bin-to-bin and can affect the shapes of the distributions, and by un-
certainties on the branching fractions and luminosity, which are common to all bins and only
affect the overall normalization. The uncertainty on the signal yield arises from potential fit
biases and imperfect knowledge of the PDF parameters (4–7%), and from effects of final-state
radiation and mismeasured track momenta on the signal shape in mB (1%). Uncertainties on
the efficiencies arise from the trigger (2–3%), muon identification (1%), muon tracking (1%),
K0

S (5%) and B0 (3%) candidate selection requirements, acceptance (2–3%), dimuon correlations
(1–5%) and pB

T and
∣∣yB

∣∣ mismeasurement (1%). The first five efficiency uncertainties are deter-
mined directly from data, while the last three are determined by simulation. The difference
between the kinematically reweighted and unreweighted results (3–5%) is taken as an addi-

Total cross section for pT(B0d) > 5 GeV/c and |y(B0d)| < 2.2

σ(pp ➜ B0d X) = 33.2 ± 2.5(stat) ± 3.5(syst) μb

MC@NLO = 25     μb
Good agreement with predictions from MC@NLO

+9.6
−6.2

Phys. Rev. Lett. 106, 252001 (2011)



Exclusive B-decays: B0s ➜ J/Ψ (μ+ μ−) ϕ (K+ K−)
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Figure 2: Measured differential cross sections dσ/dpB
T (a) and dσ/dyB (b) compared with the-

oretical predictions. The (yellow) band represents the sum in quadrature of statistical and
systematic uncertainties. The dotted (red) line is the PYTHIA prediction; the solid and dashed
(blue) lines are the MC@NLO prediction and its uncertainty, respectively. The common uncer-
tainties of 4% on the data points, due to the integrated luminosity, and of 30% on the theory
curves, due to the B0

s → J/ψ φ branching fraction, are not shown.
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Figure 2: Measured differential cross sections dσ/dpB
T (a) and dσ/dyB (b) compared with the-

oretical predictions. The (yellow) band represents the sum in quadrature of statistical and
systematic uncertainties. The dotted (red) line is the PYTHIA prediction; the solid and dashed
(blue) lines are the MC@NLO prediction and its uncertainty, respectively. The common uncer-
tainties of 4% on the data points, due to the integrated luminosity, and of 30% on the theory
curves, due to the B0

s → J/ψ φ branching fraction, are not shown.

Total cross section for 8 GeV/c < pT(B0s) < 50 GeV/c
and |y(B0s)| < 2.4

σ(pp ➜ B0s X) • BR(B0s ➜ J/Ψ ϕ) = 6.9 ± 0.6(stat) ± 0.6(syst) nb
MC@NLO = 4.6     nb

Good agreement with predictions from MC@NLO

+1.9
−1.7
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Figure 2: Measured differential cross sections dσ/dpB
T (left) and dσ/dyB (right) compared with

the theory predictions. The error bars are the statistical uncertainties, while the (yellow) band
represents the sum in quadrature of statistical and systematic uncertainties, excluding the com-
mon branching fraction and luminosity uncertainties. The solid and dashed blue lines are the
MC@NLO prediction and its uncertainty, respectively. The solid red line is the PYTHIA pre-
diction.

are calculated separately in each bin, and account for bin-to-bin migrations (a few percent) due
to the resolution on the measured momentum and rapidity.

The cross section is affected by several sources of systematic uncertainty arising from the signal
yields, efficiencies, branching fractions, and luminosity. Uncertainties of the signal yields arise
from potential fit biases and imperfect knowledge of the PDF parameters (2–5%), ct resolution
function (1–2%), and the effects of final-state radiation on the signal shape in MB (< 1%). Un-
certainties of the trigger (2%), muon identification (1%), and tracking (1–4%) efficiencies are
all determined directly from data. The contribution (1–4%) related to the B+ momentum spec-
trum is evaluated by reweighting the shape of the pB

T distribution generated with PYTHIA to
match the spectrum predicted by MC@NLO 3.4 [27]. An uncertainty of 1.5% is assigned to the
efficiency of the vertex quality requirement, which is cross-checked in data by performing a fit
on the inclusive sample after removing this selection. The effect of tracker misalignment on the
cross sections due to variations in the signal yields and efficiencies is estimated to be approxi-
mately 2% using samples simulated with a different alignment than the nominal one. The total
systematic uncertainty of the cross section measurement in each bin is computed as the sum
in quadrature of the individual uncertainties, and is summarized in Table 1. In addition, there
are common uncertainties of 3.5% from the branching fractions and 11% from the luminosity
measurement [28].

The differential cross sections as functions of pB
T and yB are shown in Fig. 2 and Table 1. They are

compared with the predictions of MC@NLO using a b-quark mass of 4.75 GeV, renormalization
and factorization scales µ =

√
m2

b + p2
T, and the CTEQ6M parton distribution functions [29].

The uncertainty on the predicted cross section is calculated by varying the renormalization
and factorization scales by a factor of two, mb by ±0.25 GeV, and by using the CTEQ6.6 parton
distribution set. For reference, the prediction of PYTHIA is also included, using a b-quark mass
of 4.8 GeV, CTEQ6L1 parton distributions [29], and the D6T tune to simulate the underlying
event. The total integrated cross section for pB

T > 5 GeV and
∣∣yB

∣∣ < 2.4 is calculated as the
sum over all pB

T bins and is found to be 28.1 ± 2.4 ± 2.0 ± 3.1 µb, where the first uncertainty is
statistical, the second is systematic (including the branching fraction uncertainty), and the last
is from the luminosity measurement. Systematic uncertainties that are uncorrelated between

Exclusive B-decays: B+ ➜ J/Ψ (μ+ μ−) K+

Mauro Dinardo, University of Colorado - Boulder
7

Total cross section for pT(B+) > 5 GeV/c and |y(B+)| < 2.4

σ(pp ➜ B+ X) = 28.1 ± 2.4(stat) ± 2.0(syst) ± 3.1(lumi) μb

MC@NLO = 19.1     μb
Good agreement with predictions from MC@NLO

+6.5
−1.4

Phys.Rev.Lett. 106, 112001 (2011)
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Figure 2: Measured differential cross sections dσ/dpB
T (left) and dσ/dyB (right) compared with

the theory predictions. The error bars are the statistical uncertainties, while the (yellow) band
represents the sum in quadrature of statistical and systematic uncertainties, excluding the com-
mon branching fraction and luminosity uncertainties. The solid and dashed blue lines are the
MC@NLO prediction and its uncertainty, respectively. The solid red line is the PYTHIA pre-
diction.

are calculated separately in each bin, and account for bin-to-bin migrations (a few percent) due
to the resolution on the measured momentum and rapidity.

The cross section is affected by several sources of systematic uncertainty arising from the signal
yields, efficiencies, branching fractions, and luminosity. Uncertainties of the signal yields arise
from potential fit biases and imperfect knowledge of the PDF parameters (2–5%), ct resolution
function (1–2%), and the effects of final-state radiation on the signal shape in MB (�1%). Un-
certainties of the trigger (2%), muon identification (1%), and tracking (1–4%) efficiencies are
all determined directly from data. The contribution (1–4%) related to the B+ momentum spec-
trum is evaluated by reweighting the shape of the pB

T distribution generated with PYTHIA to
match the spectrum predicted by MC@NLO 3.4 [27]. An uncertainty of 1.5% is assigned to the
efficiency of the vertex quality requirement, which is cross-checked in data by performing a fit
on the inclusive sample after removing this selection. The effect of tracker misalignment on the
cross sections due to variations in the signal yields and efficiencies is estimated to be approxi-
mately 2% using samples simulated with a different alignment than the nominal one. The total
systematic uncertainty of the cross section measurement in each bin is computed as the sum
in quadrature of the individual uncertainties, and is summarized in Table 1. In addition, there
are common uncertainties of 3.5% from the branching fractions and 11% from the luminosity
measurement [28].

The differential cross sections as functions of pB
T and yB are shown in Fig. 2 and Table 1. They are

compared with the predictions of MC@NLO using a b-quark mass of 4.75 GeV, renormalization
and factorization scales µ =

√
m2

b + p2
T, and the CTEQ6M parton distribution functions [29].

The uncertainty on the predicted cross section is calculated by varying the renormalization
and factorization scales by a factor of two, mb by ±0.25 GeV, and by using the CTEQ6.6 parton
distribution set. For reference, the prediction of PYTHIA is also included, using a b-quark mass
of 4.8 GeV, CTEQ6L1 parton distributions [29], and the D6T tune to simulate the underlying
event. The total integrated cross section for pB

T �5 GeV and
∣∣yB

∣∣ �2.4 is calculated as the
sum over all pB

T bins and is found to be 28.1 ± 2.4 ± 2.0 ± 3.1 µb, where the first uncertainty is
statistical, the second is systematic (including the branching fraction uncertainty), and the last
is from the luminosity measurement. Systematic uncertainties that are uncorrelated between



6 5 Measurement of the Sample Composition
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Figure 1: Comparison between raw template histo (red) and template fitting function (black)
for muon coming from B hadrons (top left), charmed hadrons (top right), from from prompt
tracks (bottom left) and decays in flight (bottom right). For the prompt tracks, obtained with
sideband subtraction as described in the text, the zoomed region around y = 0 is shown inlay
in linear scale. The ratios between the raw data and the fit functions are displayed below all
the main histograms.

obtained by minimizing the function:174

ln(L) = −2 ·




∑
i,j

[
nij · ln(lji)− lij

]
− 1

2
· ∑

k′

(
rk′ − rMC

k′

σMC
fk′

)2



 (2)

where nij is the content of the data histogram in the bin (i,j), lij = ∑k[ fk · Tk,ij], Tk is the k-th175

template (k=1,..,7) and fk is the fraction of events from the k-th template in the data distribution,176

subject to the unitary condition : Σ7
k=1 fk = 1.177

Some of the fk are allowed to vary as free fit parameters, while the three parameters expressing178

the fraction of mixed events, namely fBC, fBD, and fDC are constrained in such a way that the179

8 6 Efficiency Determination
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Figure 4: The 1D projections of the seven templates used in the analysis, for the diagonal com-
ponents (BB, CC, PP, DD) on the left, and for the off-diagonal ones (BC, BD, CD) on the right.

Template Fraction (%)
BB 65.10 ± 0.30
CC 11.54 ± 0.60
BC 5.06 ± 0.10
PP 1.34 ± 0.30
DD 6.85 ± 1.17
BD 5.48 ± 0.10
CD 4.63 ± 0.83

Table 3: Results of the fit using a BC, BD and CD constrained likelihood on data.
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Figure 5: Projection of the fit result superimposed to data.

Measurement of correlated b-bbar cross section with dimuons

Mauro Dinardo, University of Colorado - Boulder
8

Signal fraction extracted from template fit to dimuon impact parameter distribution (dxy)
We consider the following classes of dimuon events in MC:

B: b → µ (sequential b → c → µ are considered part of the signal)
C: c → µ 
P: prompt muons (from primary vertex or hadron punch - through)
D: decays in flight (π → µ, K → µ)

Cross section for b-bbar production
with both b quarks decaying into muons

Dimuon templates 
(BB, CC, etc... and 
combinations) are 
ob ta i ned f rom 
single muon ones

Projections

B template

CMS-PAS-BPH-10-015



Measurement of correlated b-bbar cross section with dimuons
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Sources of systematic uncertainties:
Effects related the shape of the impact parameter distribution
Effects related to the fit method
Effects related to the measurement of the efficiency and overall normalization

7.4 Total systematic uncertainties 13

Table 8: Systematic uncertainties related to the fit method
Source Syst. Uncert. on σ(pp → bbX → µµY) (±%)

MC statistics 0.3
Template smoothing 0.7

2D template symmetrization 0.6
Bin witdh 1.0

Fit range (upper bound) 0.3
Fit constraints 4.5

1D fit comparison 0.8
Total 4.7

systematic uncertainty and is propagated to the final resul. A discrepancy is observed in the336

invariant mass distribution between data and simulation. This difference is conservatively337

attributed to the bb̄ signal events, extrapolated in the invariant mass regions excluded in the338

analysis and estimated to account for another 3.4% systematic uncertainty.339

Table 9: Systematic uncertainties related to efficiencies
Source Syst. Uncert. on σ(pp → bbX → µµY) (±%)

Tag & Probe 7.5
Invariant mass extrapolation 3.4

Total 8.3

7.4 Total systematic uncertainties340

The systematic uncertainties due to the analysis technique sum up to 10.8%. The last source341

of systematic to be considered is related to the integrated luminosity. It is measured with with342

Van der Meer scans, which determine the size of the colliding beams and thus the luminosity343

with minimal reliance on simulation, with ∼ 4% precision. The total systematic uncertainty is344

therefore 11.4%.345

All the contributions to the systematic error are summarized in Table 10.346

Table 10: Total systematic uncertainties
Source Syst. Uncert. on σ(pp → bbX → µµY) (±%)

Template shapes 5.1
Fit method 4.7

Efficiencies and normalization 8.3
L 4.0

Total systematic uncertainty 11.4

8 Results and comparison with QCD predictions347

The cross section within the accepted range is computed from the observed number of events348

Nµµ, the average efficiency for the trigger, muon identification and event selection ε, the inte-349

grated luminosity L, and the fraction of signal events in the dimuon sample fBB according to350

the relation:351

σ(pp → bb̄X → µµY, p1,2
T > 4 GeV, |η1,2| < 2.1) =

Nµµ · fBB

ε · L . (4)

Due to fit constraints: fraction of mixed events 
(BC, BD ,CD) constrained using simulation

Due to statistical uncertainty of the Tag 
& Probe method

Due to:
•detector resolution
•b,c hadrons fractions and lifetimes
•decays in flight sample
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Measurement of correlated b-bbar cross section with dimuons
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•dxy distributions for B, C and D are extracted 
from simulation

•dxy distribution for P is extracted from data 
(from ϒ(1S) decays)

•dxy distribution in data is built by taking dxy of the 
two selected muons in random order

Total cross section (pμT > 4 GeV/c and |ημ| < 2.1):

σ(pp ➜ bbbar X ➜ μμ Y) = 26.18 ± 0.14(stat) ± 2.82(syst) ± 1.05(lumi) nb
MC@NLO = 19.95 ± 0.46(stat)     (syst) nb

The result is consistent with the NLO QCD expectations

+4.68
−4.33

BB fraction: 65.1%±0.3



Measurement of b-bbar angular correlation based on secondary vertices
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11

Differential production cross section
in bins of opening angle of b-bbar pairs

1.Select events with at least one reconstructed jet with a minimum pT, a reconstructed primary vertex 
and at least two reconstructed secondary vertices (SV) - no need to be part of the jet
2.b-hadron candidates are formed based on 3D flight distance significance, SV pseudorapidity, pT, mass
3.Events are retained if they have exactly two b-hadron candidates with mass sum > 4.5 GeV/c2

4.Differential cross section computed as a function of the b-hadron opening angles: azimuthal Δϕ,

   ΔR = √(Δη2+Δϕ2))
Flight direction of the b-hadron is approximated by the vector SV

→
2 2 Beauty Production in pp Collisons

Figure 1: The flight direction of the b quark is reconstructed from the PV and SV. Shown are
examples of a) well separated b quarks and b) adjacent b quarks with the corresponding B
hadrons inside a single jet.

2 Beauty Production in pp Collisons42

Heavy flavour production in hadron collisions is described by Quantum Chromodynamics43

(QCD), which is generally viewed to be the correct theory of strong interactions. Measure-44

ments at the CERN proton-antiproton collider (
√

s = 630 GeV) showed reasonable agreement45

between the measured and theoretical bb production cross sections. However, results from the46

CDF and D0 experiments (
√

s = 1800 GeV) indicate some disagreements in absolute normali-47

sation of cross section. The obvious question is how perturbative QCD (pQCD) would do at the48

next energy frontier, the LHC, where the partonic center-of-mass energy is very large compared49

to the b quark mass.50

In pQCD, the B hadron production cross section can be computed at leading order (LO) or at51

NLO. At LO, the hard scattering QCD process is described by the 2→ 2 matrix elements, com-52

plemented with a parton shower model that takes into account additional QCD radiation in53

the hadronisation process. Note that this scheme is not exact to any αs order but approximates54

corrections to all orders by adding initial and final state radiation to the LO 2→ 2 hard scatter-55

ing (gluon fusion and qq̄ annihilation) sub-processes. Within the LO picture, three parton level56

production sub-processes can be defined [3]. These are conventionally denoted by flavour cre-57

ation (FCR), flavour excitation (FEX) and gluon splitting (GSP) and are implemented in the LO58

Monte Carlo (MC) event generators like Pythia [4] and Herwig [5].59

In FCR, a bb pair is produced in the hard scattering process . In FEX, a b quark as part of the60

proton parton distribution function (PDF) participates in the hard scattering. In GSP, a gluon61

is produced in the hard scattering and subsequently splits into a bb pair.62

By virtue of the different production mechanisms, the bb pairs are produced with different final63

state topologies. Notably, in FCR and GSP, the opening angle between the bb pair is expected64

to be large (back-to-back bb) and small, respectively.65

At NLO, which should provide more sensible QCD results because some bb production dia-66

grams first appear in this order, the B hadron production cross section is calculated by convolut-67

ing the 2→ 2, 3, ... parton level hard scattering cross section with the proton PDF and with the68

b fragmentation function, as done in event generators Madgraph/Madevent [6], MC@NL [7–69

9] and FONLL [10]. Such a factorisation ansatz can be shown to hold in the asymptotic limit70

of large production scales. It assumes however that the non-perturbative fragmentation com-71

ponent is independent both of the hard scattering process and of the heavy quark production72

scale. In order to have a realistic description of the QCD radiation from hard scattering scale73

SV
→

SV
→

4.4 Systematic Uncertainties 7
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Figure 2: Properties of the reconstructed B candidates: vertex mass distribution (left) and flight
distance significance distribution (right). The inset in the right plot shows a zoom of the flight
distance significance distribution with narrower bins and linear scale. The data are shown by
the solid points. The decomposition into the different sources, beauty, charm and light quarks,
is shown for the PYTHIA Monte Carlo simulation. The simulated distributions are normalised
to the total number of data events. All selection cuts apart from those on the shown quantities
are applied.

dependence is well described by the simulation, justifying this approach. The differences are
used to estimate the systematic uncertainties.

The resolution achieved in the ∆R reconstruction is estimated from simulation. The compari-
son of the ∆R values reconstructed between the two vertices ∆RVV with the values calculated
between the original true B hadrons ∆RBB, determines the resolution. This is illustrated in
Fig. 3, which shows the two-dimensional distribution ∆RVV versus ∆RBB and its projection
onto the diagonal (∆RVV − ∆RBB). A fit to this projection directly yields an average resolution
better than 0.02 in ∆R for the core region, a value much smaller than the ∆R bin width of 0.4.

In order to calculate differential cross sections, a ∆R-dependent purity correction is applied.
The contributions to purity due to migration are illustrated in Fig. 3a. The total number of
event entries off the diagonal is found to be about 3%. The largest impurity occurs close to
∆RVV ≈ 3 as can be seen in the 2D plot. These events are due to misreconstructed collinear
events where only one B hadron is reconstructed, while a fake vertex is found in the recoiling
light quark jet. The largest effect on a single bin is below 10% and this is taken into account in
the purity correction. The uncertainty arising from this correction is included in the systematic
uncertainties. The average BB purity is found to be 84%, with a variation within about ±10%
over the full ∆R range in the visible region for the three leading jet pT bins.

4.4 Systematic Uncertainties

Uncertainties relevant to the shape of the differential distributions are crucial for this paper.
The consistency in shape between the data and the simulation is assessed and the systematic
uncertainties are estimated by data driven methods. The systematic uncertainties related to the
absolute normalisation are much larger than the shape dependent ones. They sum up to a total
of 47%, but do not affect the shape analysis (see below). The dominant contribution originates
from the B hadron reconstruction efficiency (±20%, estimated in [4]), which amounts to a total

pjetT > 84 GeV/c

The qua l i t y o f t he B cand ida te 
reconstruction technique is illustrated: the 
simulation describes the data very well

JHEP 1103 (2011) 136
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Figure 8: Ratio of the differential BB production cross sections, as a function of ∆R (left) and ∆φ
(right), for data, MADGRAPH, MC@NLO and CASCADE, with respect to the PYTHIA predictions,
for the three leading jet pT bins. The simulation is normalised to the region ∆R > 2.4 and
∆φ > 2.4 (FCR region), as indicated by the shaded normalisation region. The widths of the
theory bands indicate the statistical uncertainties of the simulation.

their decays. The results are given in terms of normalised differential production cross sec-
tions as functions of the angular separation variables ∆R and ∆φ between the two B hadrons.
The data exhibit a substantial enhancement of the cross section at small angular separation, ex-
ceeding the values measured at large ∆R and ∆φ. The fraction of cross section in this collinear
region is found to increase with the leading jet pT of the event.

The measurements are compared to predictions, based on LO and NLO perturbative QCD
calculations. Overall, it is found that the data lie between the MADGRAPH and the PYTHIA
predictions. Neither the MC@NLO nor the CASCADE calculations describe the shape of the ∆R
distribution well. In particular the collinear region at small values of ∆R, where the contribu-
tions of gluon splitting processes are expected to be large, is not adequately described by any
of the predictions.
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Figure 6: Differential BB production cross sections as a function of ∆R (left) and ∆φ (right)
for the three leading jet pT regions. For clarity, the pT > 56 and 84 GeV bins are offset by a
factor 4 and 2, respectively. For the data points, the error bars show the statistical (inner bars)
and the total (outer bars) uncertainties. A common uncertainty of 47% due to the absolute
normalisation on the data points is not included. The symbols denote the values averaged over
the bins and are plotted at the bin centres. The PYTHIA simulation (shaded bars) is normalised
to the region ∆R > 2.4 or ∆φ > 2.4, as indicated by the shaded normalisation regions. The
widths of the shaded bands indicate the statistical uncertainties of the predictions.

ρ∆R as a function of the leading jet pT, a measure of the hard interaction scale. The right panel
shows the asymmetry of the cross section contributions between small and large ∆R values,
(σ∆R<0.8 − σ∆R>2.4) / (σ∆R<0.8 + σ∆R>2.4). The measured data clearly indicate that the relative
contributions of σ∆R<0.8 significantly exceed those of σ∆R>2.4. In addition, the data show that
this excess depends on the energy scale, increasing towards larger leading jet pT values.

Table 2: pT cut of the leading jet, average jet pT, cross sections in the two ∆R regions (includ-
ing the 47% uncertainty on the absolute normalisation), average efficiency, average purity, and
cross section ratio for the data, as well as for the PYTHIA and MADGRAPH simulations. Statis-
tical and systematic uncertainties are included for the data, while for the simulations only the
statistical uncertainties are given.

Jet pT ρ∆R = σ∆R<0.8 / σ∆R>2.4
Cut 〈pT〉 σ∆R<0.8 σ∆R>2.4 〈ε〉 〈P〉 Data PYTHIA MADGRAPH

(GeV) (GeV) (nb) (nb) (%) (%) (stat+sys) (stat) (stat)
> 56 72 37 ± 26 26 ± 16 7.4 84.9 1.42 ± 0.29 0.89 ± 0.02 1.53 ± 0.07
> 84 106 10 ± 4 5.6 ± 4.0 9.3 84.6 1.77 ± 0.26 1.51 ± 0.05 2.60 ± 0.09
> 120 150 2.8 ± 1.0 1.0 ± 1.2 10.7 83.2 2.74 ± 0.32 2.13 ± 0.07 3.64 ± 0.11

5.2 Comparisons with Theoretical Predictions

The measured distributions are compared with various theoretical predictions, based on per-
turbative QCD calculations, both at LO and NLO.

Within pQCD, a back-to-back configuration for the production of the BB pair (i.e. large values
of ∆R and/or ∆φ) is expected for the LO processes, while the region of phase space with small
opening angles between the B and B hadrons provides strong sensitivity to collinear emission
processes. The higher-order processes, such as gluon radiation which splits into bb pairs, are

b-hadron kinematic region: pT > 15 GeV/c |η| < 2

Three energy scales
pjetT > 56 GeV/c
pjetT > 84 GeV/c
pjetT > 120 GeV/c

Differential cross section vs ΔR Comparison with PYTHIA

S u b s t a n t i a l 
enhancement 
at small angular 
separation
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Figure 6: Differential BB production cross sections as a function of ∆R (left) and ∆φ (right)
for the three leading jet pT regions. For clarity, the pT > 56 and 84 GeV bins are offset by a
factor 4 and 2, respectively. For the data points, the error bars show the statistical (inner bars)
and the total (outer bars) uncertainties. A common uncertainty of 47% due to the absolute
normalisation on the data points is not included. The symbols denote the values averaged over
the bins and are plotted at the bin centres. The PYTHIA simulation (shaded bars) is normalised
to the region ∆R > 2.4 or ∆φ > 2.4, as indicated by the shaded normalisation regions. The
widths of the shaded bands indicate the statistical uncertainties of the predictions.

ρ∆R as a function of the leading jet pT, a measure of the hard interaction scale. The right panel
shows the asymmetry of the cross section contributions between small and large ∆R values,
(σ∆R<0.8 − σ∆R>2.4) / (σ∆R<0.8 + σ∆R>2.4). The measured data clearly indicate that the relative
contributions of σ∆R<0.8 significantly exceed those of σ∆R>2.4. In addition, the data show that
this excess depends on the energy scale, increasing towards larger leading jet pT values.

Table 2: pT cut of the leading jet, average jet pT, cross sections in the two ∆R regions (includ-
ing the 47% uncertainty on the absolute normalisation), average efficiency, average purity, and
cross section ratio for the data, as well as for the PYTHIA and MADGRAPH simulations. Statis-
tical and systematic uncertainties are included for the data, while for the simulations only the
statistical uncertainties are given.

Jet pT ρ∆R = σ∆R<0.8 / σ∆R>2.4
Cut 〈pT〉 σ∆R<0.8 σ∆R>2.4 〈ε〉 〈P〉 Data PYTHIA MADGRAPH

(GeV) (GeV) (nb) (nb) (%) (%) (stat+sys) (stat) (stat)
> 56 72 37 ± 26 26 ± 16 7.4 84.9 1.42 ± 0.29 0.89 ± 0.02 1.53 ± 0.07
> 84 106 10 ± 4 5.6 ± 4.0 9.3 84.6 1.77 ± 0.26 1.51 ± 0.05 2.60 ± 0.09
> 120 150 2.8 ± 1.0 1.0 ± 1.2 10.7 83.2 2.74 ± 0.32 2.13 ± 0.07 3.64 ± 0.11

5.2 Comparisons with Theoretical Predictions

The measured distributions are compared with various theoretical predictions, based on per-
turbative QCD calculations, both at LO and NLO.

Within pQCD, a back-to-back configuration for the production of the BB pair (i.e. large values
of ∆R and/or ∆φ) is expected for the LO processes, while the region of phase space with small
opening angles between the B and B hadrons provides strong sensitivity to collinear emission
processes. The higher-order processes, such as gluon radiation which splits into bb pairs, are

14 6 Summary

 R∆
0 0.5 1 1.5 2 2.5 3 3.5 4

ra
ti

o
 t

o
 P

Y
T

H
IA

 > 56 GeV) 
T

Jet
Data (p

 > 84 GeV) 
T

Jet
Data (p

 > 120 GeV)
T

Jet
Data (p

Normalisation region

PYTHIA
MadGraph

MC@NLO

Cascade

-1 = 7 TeV, L = 3.1 pbsCMS    

0

1

2

3

4
0

1

2

3

4
0

1

2

3

4

 
| < 3.0Jetη|

| < 2.0Bη > 15 GeV, |B

T
p

 R∆
0 0.5 1 1.5 2 2.5 3 3.5 4

ra
ti

o
 t

o
 P

Y
T

H
IA

 R∆
0 0.5 1 1.5 2 2.5 3 3.5 4

ra
ti

o
 t

o
 P

Y
T

H
IA

φ ∆
0 0.5 1 1.5 2 2.5 3

ra
ti

o
 t

o
 P

Y
T

H
IA

 > 56 GeV) 
T

Jet
Data (p

 > 84 GeV) 
T

Jet
Data (p

 > 120 GeV)
T

Jet
Data (p

Normalisation region

PYTHIA
MadGraph

MC@NLO

Cascade

-1 = 7 TeV, L = 3.1 pbsCMS    

0

1

2

3
0

1

2

3
0

1

2

3  
| < 3.0Jetη|

| < 2.0Bη > 15 GeV, |B

T
p

φ ∆
0 0.5 1 1.5 2 2.5 3

ra
ti

o
 t

o
 P

Y
T

H
IA

φ ∆
0 0.5 1 1.5 2 2.5 3

ra
ti

o
 t

o
 P

Y
T

H
IA

Figure 8: Ratio of the differential BB production cross sections, as a function of ∆R (left) and ∆φ
(right), for data, MADGRAPH, MC@NLO and CASCADE, with respect to the PYTHIA predictions,
for the three leading jet pT bins. The simulation is normalised to the region ∆R > 2.4 and
∆φ > 2.4 (FCR region), as indicated by the shaded normalisation region. The widths of the
theory bands indicate the statistical uncertainties of the simulation.

their decays. The results are given in terms of normalised differential production cross sec-
tions as functions of the angular separation variables ∆R and ∆φ between the two B hadrons.
The data exhibit a substantial enhancement of the cross section at small angular separation, ex-
ceeding the values measured at large ∆R and ∆φ. The fraction of cross section in this collinear
region is found to increase with the leading jet pT of the event.

The measurements are compared to predictions, based on LO and NLO perturbative QCD
calculations. Overall, it is found that the data lie between the MADGRAPH and the PYTHIA
predictions. Neither the MC@NLO nor the CASCADE calculations describe the shape of the ∆R
distribution well. In particular the collinear region at small values of ∆R, where the contribu-
tions of gluon splitting processes are expected to be large, is not adequately described by any
of the predictions.
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b-hadron kinematic region: pT > 15 GeV/c |η| < 2

Three energy scales
pjetT > 56 GeV/c
pjetT > 84 GeV/c
pjetT > 120 GeV/c

S u b s t a n t i a l 
enhancement 
at small angular 
separation

•Data lie between MADGRAPH and PYTHIA predictions
•Neither MC@NLO nor CASCADE calculations describe the shape of 
the ΔR distribution well, especially at small ΔR (gluon splitting 
processes expected to dominate and not well described)
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Exclusive B-meson cross sections:
Measurements of total and differential 
cross sections for B+, B0d and B0s

Good agreement with predictions from 
MC@NLO

Results show the great performance of 
the CMS detector

Inclusive b-hadron production cross sections:
with dimuons:
σ(pp ➜ bbbar X ➜ μμ Y) = 26.18 ± 0.14(stat) ± 2.82(syst) ± 1.05(lumi) nb

b-bbar angular correlation based on secondary vertices

Found reasonable agreement between measurements and prediction from simulations 
(discrepancies in the b-bbar angular correlation at small angular aperture)
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We are preparing the measurement of the Λb cross 
section through the exclusive decay: Λb ➜ J/Ψ Λ0(p π)

σGauss = 0.021 GeV/c2

Nsignal = 106 ± 12(stat)
Nbackground = 32 ± 3

pT(Λb) > 6 GeV/c and |y(Λb)| < 2.2

Proton selection using pT(p) > pT(π)
Kinematic fit using

vertex constraint on all vertices
masses J/Ψ and Λ0 constrained to 
PDG values

Muons matched to trigger objects
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3.2. Inclusive Production of bb̄ Quarks in pp-Collisions 23
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Figure 3.2: Feynman diagrams for LO heavy quark production.

σ̂ij = α2
s

n
∑

m=0

αm
s σ̂m (3.7)

where the coefficients σ̂m represent the contributions of the mth order to the heavy
quark production. Therefore, m = 0 is called leading order (LO) in the cross section
calculation. The indices i and j specify the type of the incoming particles.
In LO order bb̄ pairs will be produced by the flavor creation (FC) mechanism. In FC
two incoming gluons or two incoming quarks annihilate to produce heavy quarks as
outgoing particles. Examples of Feynman diagrams of FC are shown in Fig. 3.2.
In NLO the production mechanisms of gluon splitting (GS) and flavor excitation
(FEX) have to be taken into account. In GS an outgoing gluon of a 2→ 2 process,
splits into a bb̄ pair. In case of FEX at least one of the b-quarks will be scattered
into the detector by e.g. a gluon. Examples of Feynman diagrams of GS and FC
are shown in Fig. 3.3.
In more detail, the short distance cross section σ̂ij is described by

σ̂ij(s,m
2, µ2) =

α2
s(µ

2)

m2
Fij(ρ,

µ2

m2
) (3.8)

where ρ = 4m2

ŝ . The dimensionless function Fij(ρ,
µ2

m2 ) is written as a power series
expansion

Fij(ρ,
µ2

m2
) = F (0)

ij (ρ)
︸ ︷︷ ︸

∝ σ0

+4παs(µ
2)

[

F (1)
ij (ρ) + F̄ (1)

ij (ρ) log(
µ2

m2
)

]

︸ ︷︷ ︸

∝ σ1

+O(α2
s) . (3.9)

The lowest order F 0
ij(ρ) corresponds to the LO cross section. The LO cross section

can be obtained by integrating the equation

dσ̂ij =
1

ŝ

d3p3
(2π)32E3

d3p4
(2π)32E4

(2π)4δ4(p1 + p2 − p3 − p4)
∑

|Mij|2 (3.10)

over the phase space, using the invariant matrix element Mij of leading order pro-
cesses of the scattering of the two incoming partons. ŝ is the center of mass energy
squared and the δ-function provides energy and momentum conservation.
It can be shown, that F̄ (1)

ij (ρ) is completely fixed by the lower order term F (0)
ij (ρ),

while F (1)
ij (ρ) has to be calculated considering the different types of Feynman dia-

grams of the next order.
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σ̂ij(s,m
2, µ2) =

α2
s(µ

2)

m2
Fij(ρ,

µ2

m2
) (3.8)

where ρ = 4m2

ŝ . The dimensionless function Fij(ρ,
µ2

m2 ) is written as a power series
expansion

Fij(ρ,
µ2

m2
) = F (0)

ij (ρ)
︸ ︷︷ ︸

∝ σ0

+4παs(µ
2)

[

F (1)
ij (ρ) + F̄ (1)

ij (ρ) log(
µ2

m2
)

]

︸ ︷︷ ︸

∝ σ1

+O(α2
s) . (3.9)

The lowest order F 0
ij(ρ) corresponds to the LO cross section. The LO cross section

can be obtained by integrating the equation

dσ̂ij =
1

ŝ

d3p3
(2π)32E3

d3p4
(2π)32E4

(2π)4δ4(p1 + p2 − p3 − p4)
∑

|Mij|2 (3.10)

over the phase space, using the invariant matrix element Mij of leading order pro-
cesses of the scattering of the two incoming partons. ŝ is the center of mass energy
squared and the δ-function provides energy and momentum conservation.
It can be shown, that F̄ (1)

ij (ρ) is completely fixed by the lower order term F (0)
ij (ρ),

while F (1)
ij (ρ) has to be calculated considering the different types of Feynman dia-

grams of the next order.
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Figure 3.3: Examples of Feynman diagrams for NLO heavy quark production via (a)
gluon splitting, (b) flavor excitation. An example for radiative corrections
to the heavy quark cross section by NLO processes is shown in (c).

Already at NLO, logarithmic terms appear in the calculation of the short distance
cross section, which depend on the choice of the renormalization scale. In an high-
energy environment, µ has to be chosen of the same order as pT , µ ≈ pT and the

convergence of the perturbative series is spoilt by large logarithms like log
(

p2T
m2

)

.

This leads to differences between the QCD prediction of the bb̄ production cross
section and measurements at Tevatron, Fermilab (Chapter 4.2). In order to solve
this problem, techniques to resum logarithms are developed. At leading log (LL)

level the αn
s log

(
p2T
m2

)n
contributions are resumed, at next-to leading-log (NLL)

αn
s log

(
p2T
m2

)n−1
contributions are resumed, etc.. These fixed-order plus next-to-

leading logarithm (FONLL) [17] calculations result in a better agreement of theory
and measurements.

3.3 b-Jets

Due to the confinement, b-quarks cannot be measured as free partons. The increase
of the potential of the strong interaction proportional to the spatial separation ∝ r
of the quarks is responsible for the creation of new qq̄ pairs. These quarks will form a
bound state (hadron) with the b-quarks. Therefore, during hadronization, qq̄ states
(mesons) or qqq states (baryons) arise.
The creation of quark pairs and their hadronization is called fragmentation. The
fragmentation process cannot be calculated analytically and thus must be modeled
phenomenologically. The fragmentation process leads to a small deceleration of a
heavy quark. This is modeled by the Peterson fragmentation function f(z), which
describes the momentum zp of the hadron, p being the momentum of the heavy
quark Q,

f(z) ∝
1

z
(

1− 1
z −

εQ
1−z

)2 . (3.11)

Theoretically the factor εQ is given by the mass ratio of the light and the heavy
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Figure 3.2: Feynman diagrams for LO heavy quark production.

σ̂ij = α2
s

n
∑

m=0

αm
s σ̂m (3.7)

where the coefficients σ̂m represent the contributions of the mth order to the heavy
quark production. Therefore, m = 0 is called leading order (LO) in the cross section
calculation. The indices i and j specify the type of the incoming particles.
In LO order bb̄ pairs will be produced by the flavor creation (FC) mechanism. In FC
two incoming gluons or two incoming quarks annihilate to produce heavy quarks as
outgoing particles. Examples of Feynman diagrams of FC are shown in Fig. 3.2.
In NLO the production mechanisms of gluon splitting (GS) and flavor excitation
(FEX) have to be taken into account. In GS an outgoing gluon of a 2→ 2 process,
splits into a bb̄ pair. In case of FEX at least one of the b-quarks will be scattered
into the detector by e.g. a gluon. Examples of Feynman diagrams of GS and FC
are shown in Fig. 3.3.
In more detail, the short distance cross section σ̂ij is described by

σ̂ij(s,m
2, µ2) =

α2
s(µ

2)

m2
Fij(ρ,

µ2

m2
) (3.8)

where ρ = 4m2

ŝ . The dimensionless function Fij(ρ,
µ2

m2 ) is written as a power series
expansion

Fij(ρ,
µ2

m2
) = F (0)

ij (ρ)
︸ ︷︷ ︸

∝ σ0

+4παs(µ
2)

[

F (1)
ij (ρ) + F̄ (1)

ij (ρ) log(
µ2

m2
)

]

︸ ︷︷ ︸

∝ σ1

+O(α2
s) . (3.9)

The lowest order F 0
ij(ρ) corresponds to the LO cross section. The LO cross section

can be obtained by integrating the equation

dσ̂ij =
1

ŝ

d3p3
(2π)32E3

d3p4
(2π)32E4

(2π)4δ4(p1 + p2 − p3 − p4)
∑

|Mij|2 (3.10)

over the phase space, using the invariant matrix element Mij of leading order pro-
cesses of the scattering of the two incoming partons. ŝ is the center of mass energy
squared and the δ-function provides energy and momentum conservation.
It can be shown, that F̄ (1)

ij (ρ) is completely fixed by the lower order term F (0)
ij (ρ),

while F (1)
ij (ρ) has to be calculated considering the different types of Feynman dia-

grams of the next order.

Flavor excitation (220 μb):
only one b participates to hard scatter, asymmetric pT for the b’s

b-quark dominant production mechanisms at LHC
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Figure 3.3: Examples of Feynman diagrams for NLO heavy quark production via (a)
gluon splitting, (b) flavor excitation. An example for radiative corrections
to the heavy quark cross section by NLO processes is shown in (c).

Already at NLO, logarithmic terms appear in the calculation of the short distance
cross section, which depend on the choice of the renormalization scale. In an high-
energy environment, µ has to be chosen of the same order as pT , µ ≈ pT and the

convergence of the perturbative series is spoilt by large logarithms like log
(

p2T
m2

)

.

This leads to differences between the QCD prediction of the bb̄ production cross
section and measurements at Tevatron, Fermilab (Chapter 4.2). In order to solve
this problem, techniques to resum logarithms are developed. At leading log (LL)

level the αn
s log

(
p2T
m2

)n
contributions are resumed, at next-to leading-log (NLL)

αn
s log

(
p2T
m2

)n−1
contributions are resumed, etc.. These fixed-order plus next-to-

leading logarithm (FONLL) [17] calculations result in a better agreement of theory
and measurements.

3.3 b-Jets

Due to the confinement, b-quarks cannot be measured as free partons. The increase
of the potential of the strong interaction proportional to the spatial separation ∝ r
of the quarks is responsible for the creation of new qq̄ pairs. These quarks will form a
bound state (hadron) with the b-quarks. Therefore, during hadronization, qq̄ states
(mesons) or qqq states (baryons) arise.
The creation of quark pairs and their hadronization is called fragmentation. The
fragmentation process cannot be calculated analytically and thus must be modeled
phenomenologically. The fragmentation process leads to a small deceleration of a
heavy quark. This is modeled by the Peterson fragmentation function f(z), which
describes the momentum zp of the hadron, p being the momentum of the heavy
quark Q,

f(z) ∝
1

z
(

1− 1
z −

εQ
1−z

)2 . (3.11)

Theoretically the factor εQ is given by the mass ratio of the light and the heavy

Flavor creation (50 μb):
gluon fusion (dominant) and quark annihilation

Gluon splitting (190 μb):
b’s at low pT and close in the azimuthal angle (Δϕ)



CMS muon reconstruction

Mauro Dinardo, University of Colorado - Boulder
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“Local reconstruction”:
combine DT, CSC and RPC hits in muon chambers into 3D segments

“Standalone reconstruction”:
backward Kalman filter to innermost muon station, followed by fit with 
vertex constraint

“Global reconstruction”:
1.extrapolate back to Silicon tracker surface
2.look for compatible tracks in region of interest
3.perform global fit and select candidates based on best χ2

Alternative approach “inside-out”:
1.extrapolate every track outward
2.find compatible deposits in calorimeters and muon system
3.determine muon-compatibility
4.recover muon inefficiencies at muon chambers boundaries and low pT



Exclusive B-decays: efficiency for J/Ψ

Mauro Dinardo, University of Colorado - Boulder
19

εμi are the single muon efficiencies and corr is a correction 
factor for dimuon correlation effects, determined from simulation

The single muon efficiencies can be factorized as:

εμi = εμi trigger • εμi ID • εμi tracking

each term is measured independently from data using T&P

Efficiency is determined for each bin of pT and y of the 
corresponding B-signal meson

εJ/Ψ = εμ1 • εμ2 • corr

J/Ψ candidate
•Trigger on dimuon (no explicit pμT cut)
•Oppositely charged muons fitted to common vertex
•Muons matched to trigger objects
•|mμμ - mJ/Ψ(PDG)| < 150 MeV/c2

Muon selectionMuon selection

|η| < 1.3 pT > 3.3 GeV/c

1.3 < |η| < 2.2 p > 2.9 GeV/c

2.2 < |η| < 2.4 pΤ > 0.8 GeV/c



Exclusive B-decays: B0d ➜ J/Ψ (μ+ μ−) K0s (π+ π−)

Mauro Dinardo, University of Colorado - Boulder
20

K0s candidate
•oppositely charged tracks, #hits ≥ 6,χ2/dof < 5,d0 > 0.5σ
•Vertex fit, χ2 < 7,transverse distance to beamline > 5σ
•478 MeV/c2 < mK0s < 518 MeV/c2

B0d candidate
•Kinematic fit with constraints on mJ/Ψ and mK0s

•4.9 GeV/c2 < mB0d < 5.7 GeV/c2

•B0d decay vertex probability > 1%
4
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Figure 1: Projections of the fit results in (a) mB and (b) ct for pB
T > 5 GeV and

∣∣yB
∣∣ < 2.2. The

curves in each plot are as follows: the sum of all contributions (blue solid line); the prompt J/ψ
(green dotted); the sum of the prompt J/ψ and peaking background (red dashed), and the sum
of all backgrounds (purple dot-dashed).

Figure 2: Measured differential cross sections (a) dσ/dpB
T and (b) dσ/dyB compared to the the-

oretical predictions. The error bars correspond to the statistical uncertainties and the (yellow)
band represents the uncorrelated systematic uncertainties. Overall uncertainties of 4% for the
luminosity and 3.8% for the branching fractions are not shown. The solid and dashed (blue)
lines are the MC@NLO prediction and its uncertainty, respectively. The dotted (red) line is the
PYTHIA prediction.

measured pB
T and

∣∣yB
∣∣.

The cross section is affected by systematic uncertainties on the signal yield and efficiencies,
which are uncorrelated bin-to-bin and can affect the shapes of the distributions, and by un-
certainties on the branching fractions and luminosity, which are common to all bins and only
affect the overall normalization. The uncertainty on the signal yield arises from potential fit
biases and imperfect knowledge of the PDF parameters (4–7%), and from effects of final-state
radiation and mismeasured track momenta on the signal shape in mB (1%). Uncertainties on
the efficiencies arise from the trigger (2–3%), muon identification (1%), muon tracking (1%),
K0

S (5%) and B0 (3%) candidate selection requirements, acceptance (2–3%), dimuon correlations
(1–5%) and pB

T and
∣∣yB

∣∣ mismeasurement (1%). The first five efficiency uncertainties are deter-
mined directly from data, while the last three are determined by simulation. The difference
between the kinematically reweighted and unreweighted results (3–5%) is taken as an addi-
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(green dotted); the sum of the prompt J/ψ and peaking background (red dashed), and the sum
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Figure 2: Measured differential cross sections (a) dσ/dpB
T and (b) dσ/dyB compared to the the-

oretical predictions. The error bars correspond to the statistical uncertainties and the (yellow)
band represents the uncorrelated systematic uncertainties. Overall uncertainties of 4% for the
luminosity and 3.8% for the branching fractions are not shown. The solid and dashed (blue)
lines are the MC@NLO prediction and its uncertainty, respectively. The dotted (red) line is the
PYTHIA prediction.

measured pB
T and

∣∣yB
∣∣.

The cross section is affected by systematic uncertainties on the signal yield and efficiencies,
which are uncorrelated bin-to-bin and can affect the shapes of the distributions, and by un-
certainties on the branching fractions and luminosity, which are common to all bins and only
affect the overall normalization. The uncertainty on the signal yield arises from potential fit
biases and imperfect knowledge of the PDF parameters (4–7%), and from effects of final-state
radiation and mismeasured track momenta on the signal shape in mB (1%). Uncertainties on
the efficiencies arise from the trigger (2–3%), muon identification (1%), muon tracking (1%),
K0

S (5%) and B0 (3%) candidate selection requirements, acceptance (2–3%), dimuon correlations
(1–5%) and pB

T and
∣∣yB

∣∣ mismeasurement (1%). The first five efficiency uncertainties are deter-
mined directly from data, while the last three are determined by simulation. The difference
between the kinematically reweighted and unreweighted results (3–5%) is taken as an addi-

J/Ψ candidate
described before

Background type
•prompt J/Ψ
•non-prompt J/Ψ (peaking 
and non-peaking B)

Projections in mB and cτ for pT(B0d) > 5 GeV/c and |y(B0d)| < 2.2

cτ = 479 ± 22 μm
cτPDG = 457 ± 3 μm



Total number of signal events: 809 ± 39(stat) 
Total efficiency ranges from 0.7% for pT(B0d) ~5 GeV/c to 11.4% for pT(B0d) > 24 GeV/c

Exclusive B-decays: B0d ➜ J/Ψ (μ+ μ−) K0s (π+ π−)

Mauro Dinardo, University of Colorado - Boulder
21

All shape parameters are extracted from data, except for the peaking background and 
the signal mB, which are taken from MC

Component p.d.f. for mB p.d.f. for cτ
Signal Sum of 2 Gaussians R⊗exponential

Peaking B
Like B0d ➜ J/Ψ K*0 (892)

Sum of 3 Gaussians R⊗exponential

Prompt J/Ψ Exponential R

Non-peaking B Exponential R⊗(sum of 2 exponentials)

where R is a common resolution function = sum of two Gaussians
Data-driven fit procedure in 3 steps:

1.High mass side band fit in mB and cτ to determine lifetime of non-peaking background
2.Full range fit in mB and cτ to determine signal lifetime
3.Extract yields from fit in bins of pT(B0d) and |y(B0d)| with lifetimes fixed from above
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Figure 1: Projections of the fit results in MB (a) and ct (b) for 8 < pB
T < 50 GeV/c and

∣∣yB
∣∣ < 2.4.

The curves in each plot are: the sum of all contributions (solid line); signal (dashed); prompt J/ψ
(dotted); and non-prompt J/ψ (dot-dashed). For better visibility of the individual contributions,
plot (a) includes the requirement ct > 0.01 cm.

Exclusive B-decays: B0s ➜ J/Ψ (μ+ μ−) ϕ (K+ K−)

Mauro Dinardo, University of Colorado - Boulder
22

ϕ candidate
•2 oppositely charged tracks, #hits ≥ 5,χ2/dof < 5,pT > 0.7 GeV/c
•|mϕ - mϕPDG| < 10 MeV/c2

B0s candidate
•Kinematic fit with constraint on mJ/Ψ
•5.20 GeV/c2 < mB0s < 5.65 GeV/c2

•B0s decay vertex probability > 2%

J/Ψ candidate
descr ibed before 
with pT > 0.5 GeV/c

Background type
•prompt J/Ψ
•non-prompt J/Ψ

Projections in mB and cτ for 8 GeV/c < pT(B0s) < 50 GeV/c and |y(B0s)| < 2.4

cτ = 478 ± 26 μm
cτPDG = 441 μm
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Figure 1: Projections of the fit results in MB (a) and ct (b) for 8 < pB
T < 50 GeV/c and

∣∣yB
∣∣ < 2.4.

The curves in each plot are: the sum of all contributions (solid line); signal (dashed); prompt J/ψ
(dotted); and non-prompt J/ψ (dot-dashed). For better visibility of the individual contributions,
plot (a) includes the requirement ct > 0.01 cm.



Total number of signal events: 549 ± 32(stat)
Total efficiency ranges from 1.3% for pT(B0s) ~8 GeV/c to 19.6% for pT(B0s) > 23 GeV/c

Exclusive B-decays: B0s ➜ J/Ψ (μ+ μ−) ϕ (K+ K−)

Mauro Dinardo, University of Colorado - Boulder
23

All shape parameters are extracted from data, except for the signal mB, which is 
taken from MC

Component p.d.f. for mB p.d.f. for cτ
Signal Sum of 2 Gaussians R⊗exponential

Non-prompt J/Ψ Second order polynomial R⊗(sum of 2 exponentials)

Prompt J/Ψ First order polynomial R

where R is a common resolution function = sum of two Gaussians

Data-driven fit procedure in 4 steps:

1.Mass side band fit in cτ to determine lifetime of non-peaking background
2.Full range fit in mB and cτ to determine signal lifetime
3.Mass side band fit in bins of pT(B0s) and |y(B0s)| with lifetimes fixed from above to determine 
resolution function
4.Extract yields from fit in bins of pT(B0s) and |y(B0s)| with lifetimes and resolution function 
fixed from above



Exclusive B-decays: B+ ➜ J/Ψ (μ+ μ−) K+

Mauro Dinardo, University of Colorado - Boulder
24

B+ candidate
•Combine with track #hits ≥ 4, χ2/dof < 5, with kaon mass hypothesis 
and pT > 0.9 GeV/c
•Kinematic fit with constraint on mJ/Ψ 
•4.95 GeV/c2 < mB+ < 5.55 GeV/c2

•B+ decay vertex probability > 0.1%

J/Ψ candidate
described before

Background type
•prompt J/Ψ
•peaking B
•non-peaking B
•B+ ➜ J/Ψ π+

Projection of the fit results in mB and cτ for pT(B+) > 5 GeV/c and |y(B+)| < 2.4
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Figure 1: Projections of the fit results in MB (left) and ct (right) for pB
T > 5 GeV and

∣∣yB
∣∣ < 2.4.

The curves in each plot are the sum of all contributions (solid blue line); signal (dashed red);
prompt J/ψ (dotted green); and the sum of non-prompt J/ψ, peaking bb̄, and J/ψπ+ (dot-dashed
brown). For better visibility of the individual contributions, the MB plot includes a requirement
of ct > 100 µm.

world-average value of 491 ± 9 µm [20]. With the effective lifetime for signal and non-prompt
background fixed, the resolution function parameters are then determined separately in each
bin of pB

T and
∣∣yB

∣∣. Finally, with all ct resolution and background lifetime parameters fixed, the
signal and background yields are fitted in each bin, together with the parameters describing
the shape of the prompt and non-prompt J/ψ components in MB.

Several studies have verified the accuracy and robustness of the fit strategy. A set of 400 pseu-
doexperiments was performed where signal and background events were generated randomly
from the PDFs in each bin. No biases were observed on the yields, and the fit uncertainties
were also seen to be estimated properly. Having established that the nominal fit procedure is
free of inherent biases, other potential biases caused by residual correlations between MB and
ct were studied by mixing together fully simulated signal and background events to produce
100 pseudoexperiments. Again, no significant evidence of bias in the signal yield was found.
The observed deviations (a few percent) between fitted and generated yields are taken as the
systematic uncertainty due to potential biases in the fit method.

Table 1 summarizes the fitted signal yield in each bin of pB
T and

∣∣yB
∣∣, while Fig. 1 shows the fit

projections for MB and ct from the inclusive sample with pB
T > 5 GeV and

∣∣yB
∣∣ < 2.4. The total

number of signal events is 912 ± 47, where the error is statistical only.

The differential cross sections for B+ production as a function of pB
T and yB (averaged for posi-

tive and negative rapidities) are defined as

dσ(pp → B+X)

dpB
T

=
nsig(pB

T)

2 ε(pB
T)B L∆pB

T
,

dσ(pp → B+X)
dyB =

nsig(
∣∣yB

∣∣)
2 ε(|yB|)B L∆yB , (2)

where nsig(pB
T) and nsig(

∣∣yB
∣∣) are the fitted signal yields in the given bin, ε(pB

T) and ε(
∣∣yB

∣∣) are
the efficiencies in each bin for a B+ meson produced with pB

T > 5 GeV and
∣∣yB

∣∣ < 2.4 to pass all
the selection criteria, ∆pB

T is the bin size in pB
T, and ∆yB = 2 ∆

∣∣yB
∣∣ is the bin size in yB. The total

branching fraction B is the product of the individual branching fractions B(B+ → J/ψ K+) =
(1.014 ± 0.034)× 10−3 and B(J/ψ → µ+µ−) = (5.93 ± 0.06)× 10−2 [20]. The factor of two in
the denominator of Eq. 2 takes into account the choice of quoting the cross section for a single
charge (taken to be B+), while nsig includes both charge states. All efficiencies, ε(pB

T) or ε(
∣∣yB

∣∣),
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Figure 1: Projections of the fit results in MB (left) and ct (right) for pB
T > 5 GeV and

∣∣yB
∣∣ < 2.4.

The curves in each plot are the sum of all contributions (solid blue line); signal (dashed red);
prompt J/ψ (dotted green); and the sum of non-prompt J/ψ, peaking bb̄, and J/ψπ+ (dot-dashed
brown). For better visibility of the individual contributions, the MB plot includes a requirement
of ct > 100 µm.

world-average value of 491 ± 9 µm [20]. With the effective lifetime for signal and non-prompt
background fixed, the resolution function parameters are then determined separately in each
bin of pB

T and
∣∣yB

∣∣. Finally, with all ct resolution and background lifetime parameters fixed, the
signal and background yields are fitted in each bin, together with the parameters describing
the shape of the prompt and non-prompt J/ψ components in MB.

Several studies have verified the accuracy and robustness of the fit strategy. A set of 400 pseu-
doexperiments was performed where signal and background events were generated randomly
from the PDFs in each bin. No biases were observed on the yields, and the fit uncertainties
were also seen to be estimated properly. Having established that the nominal fit procedure is
free of inherent biases, other potential biases caused by residual correlations between MB and
ct were studied by mixing together fully simulated signal and background events to produce
100 pseudoexperiments. Again, no significant evidence of bias in the signal yield was found.
The observed deviations (a few percent) between fitted and generated yields are taken as the
systematic uncertainty due to potential biases in the fit method.

Table 1 summarizes the fitted signal yield in each bin of pB
T and

∣∣yB
∣∣, while Fig. 1 shows the fit

projections for MB and ct from the inclusive sample with pB
T > 5 GeV and

∣∣yB
∣∣ < 2.4. The total

number of signal events is 912 ± 47, where the error is statistical only.

The differential cross sections for B+ production as a function of pB
T and yB (averaged for posi-

tive and negative rapidities) are defined as

dσ(pp → B+X)

dpB
T

=
nsig(pB

T)

2 ε(pB
T)B L∆pB

T
,

dσ(pp → B+X)
dyB =

nsig(
∣∣yB

∣∣)
2 ε(|yB|)B L∆yB , (2)

where nsig(pB
T) and nsig(

∣∣yB
∣∣) are the fitted signal yields in the given bin, ε(pB

T) and ε(
∣∣yB

∣∣) are
the efficiencies in each bin for a B+ meson produced with pB

T > 5 GeV and
∣∣yB

∣∣ < 2.4 to pass all
the selection criteria, ∆pB

T is the bin size in pB
T, and ∆yB = 2 ∆

∣∣yB
∣∣ is the bin size in yB. The total

branching fraction B is the product of the individual branching fractions B(B+ → J/ψ K+) =
(1.014 ± 0.034)× 10−3 and B(J/ψ → µ+µ−) = (5.93 ± 0.06)× 10−2 [20]. The factor of two in
the denominator of Eq. 2 takes into account the choice of quoting the cross section for a single
charge (taken to be B+), while nsig includes both charge states. All efficiencies, ε(pB

T) or ε(
∣∣yB

∣∣),

cτ = 481 ± 22 μm
cτPDG = 491 ± 9 μm



Data-driven fit procedure in 4 steps:

1.High mass side band fit in cτ to determine lifetime of non-prompt J/Ψ background
2.Full range fit in mB and cτ to determine signal lifetime
3.Fit in bins of pT(B+) and |y(B+)| with lifetimes fixed from above to determine resolution 
function
4.Extract yields from fit in bins of pT(B+) and |y(B+)| with lifetimes and resolution function fixed 
from above

Total number of signal events: 912 ± 47(stat)
Total efficiency ranges from few % for pT(B+) ~5 GeV/c to ~40% for pT(B+) > 24 GeV/c

Exclusive B-decays: B+ ➜ J/Ψ (μ+ μ−) K+

Mauro Dinardo, University of Colorado - Boulder
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Component p.d.f. for mB p.d.f. for cτ
Signal Sum of 3 Gaussians R⊗exponential

B+ ➜ J/Ψ π+ Sum of 2 Gaussians R⊗exponential

Peaking B
Like B ➜ J/Ψ K*

Sum of 2 Gaussians + 
exponential

R⊗exponential

Prompt J/Ψ Exponential R

Non-peaking B Exponential R⊗(sum of 2 exponentials)
where R is a common resolution function = sum of two Gaussians

All shape parameters are extracted from data, except for the peaking background and 
the signal mB, which are taken from MC
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1 Introduction
A measurement of the inclusive b-quark production cross-section with the very early CMS data at

√
s = 7 TeV is

presented in this note.

The study of heavy quark production is an important research area at the LHC. Heavy quarks will be produced
with a large cross section at a yet unreached center-of-mass energy, enabling precision measurements to improve
our understanding of heavy flavor physics.

At the LHC, the leading-order (LO) process for the production of heavy quarks is flavor creation via gluon-gluon
fusion. At next-to-leading order (NLO), contributions of real and virtual emission diagrams have to be taken into
account. In addition, heavy quarks can be produced in flavor excitation processes and gluon splitting events. In the
flavor excitation process, the heavy quark is considered to be already present in the incoming hadron. It is excited
by the exchange of a gluon with the other hadron and appears on mass-shell in the final state. In gluon splitting
events the heavy quark occurs in g → QQ events in the initial- or final-state shower.

b-quarks undergo fragmentation and form b-hadrons. b-hadrons then decay via the weak interaction into c-hadrons.
The intermediate W -boson produces a muon and a neutrino in about 10% of the decays. In addition, about 9%
of the subsequent c-decays also have a muon and a neutrino in the final state. The muons provide a clean signal
in the detector and permit to trigger the event. Muons from b- and c-quark decays can be distinguished by their
momentum distribution. Due to the higher mass of the b-quark more energy is transfered to the daughter particle on
average. Furthermore, the spatial separation of the muon and the fragmentation jet is larger than in other processes
and can be determined by measuring the transverse momentum of the muon relative to the jet (prel

⊥ ) as illustrated
in figure 1. The prel

⊥ -variable is used in this analysis to discriminate signal events from background events.

rel
p

T

prim. vertex

sec. vertex

jet

IP

jet axis

µ 

B

Figure 1: The muon momentum prel
⊥ perpendicular to the jet direction

An event selection using the information of the muon and the tracking detector is used in this analysis. Jets are
reconstructed from charged tracks only as this method is very well suited for the first CMS data taking.

In the next section an overview on the event samples used in this analysis is given. The trigger and offline selection
are discussed in section 3, followed by a description of the signal extraction method in section 4 and the cross-
section measurement in section 5. In section 6 the main systematic uncertainties of the measurement are addressed.
The note is completed by the results and conclusions in section 7.

2 Event Simulation
The CMS data are compared to the PYTHIA MC simulation version 6.4 with tune D6T [1] and does not include
pile-up events. All QCD signal and background events are selected from the generic 2→ 2 subprocesses (default
PYTHIA MSEL=1 card) and present a mixture of gluon-gluon fusion, flavor excitation, and gluon splitting events.
No attempt is made to separate the production mechanisms and all events containing a b quark are counted as b-
events. Events containing a c quark but no b quark are called c-events. All remaining events are called udsg-events.

The event samples were generated, simulated and reconstructed in the context of the Spring10 production with re-
leases CMSSW 3 5 X. Two statistically independent samples were used: an inclusive QCD minimum bias sample
and a muon-enriched QCD sample, in which the presence of a generated muon with pT > 2.5 GeV and |η| < 2.5
was required. A special procedure has been used [2] to efficiently simulate inclusive muon samples including

2

3

into track-jets [33] by the anti-kT jet algorithm [34] with R = 0.5. The tracks are selected with the
following requirements: 0.3 < pT < 500 GeV, |z0| < 2 cm, and hits in at least 2 (5) layers of the
pixel (pixel and strip) detector. Only jets containing a muon are accepted as b-jet candidates.

The jet direction and jet energy E are calculated by summing the four-momenta of all tracks
in the jet except the muon. The pion mass hypothesis is assumed for calculating the energy
associated with a track. The jet is required to contain at least one track and to have a transverse
energy ET = E sin θjet of at least 1 GeV, where θjet is the polar angle of the jet direction.

The efficiency for identifying b jets is determined in MC simulation for events in which the
muon from a b-hadron decay falls into the kinematic region of this measurement. The efficiency
for finding a jet containing the muon rises with the muon pT from 74% at 6 GeV to almost
100% for events containing a muon with pT > 20 GeV. The fraction of events in which the
reconstructed jet containing the muon is not matched to the b jet at the generator level is smaller
than 7% in the lowest muon transverse momentum bin and asymptotically reaches a value of
2% at large pT.

From the momenta of the selected muon (!pµ) and the associated track-jet (!pj), the relative
transverse momentum of the muon with respect to its track-jet is calculated as prel

⊥ = |!pµ ×
!pj|/|!pj|.
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Figure 1: Distribution of muon transverse momentum prel
⊥ with respect to the closest track-jet

in data and results of the maximum likelihood fit. The black full circles correspond to the data
distribution, while the black line is the result of the fitting procedure. The red dashed and the
blue dotted line are the simulated b and cudsg distributions, respectively.

A total of 157 783 data events pass the selection. If an event contains more than one muon of
either charge, only the muon with the largest transverse momentum pµ

T is kept. This affects
0.5% of all data events.

1.Select b-jets associated with a muon track
2.Compute the distribution of the muon transverse momentum relative to the jet axis (prelT)
3.Extract signal yield from binned maximum likelihood fit to the prelT distribution

Fit function: sum of two distributions (describing b-jets, and c-jets + udsg-jets contributions)
•b-jet and c-jet shapes from MC

•udsg-jet (= light-jet) shapes from data (dominated by
hadrons misidentified as muons - mainly in-flight decays)

pμT > 6 GeV/c
|ημ| < 2.1

prelT distribution

Differential production cross section of b-hadrons 

in bins of pT and η of the daughter muon
JHEP 1103, 90 (2011)
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Figure 2: Differential cross section (left) dσ
dpµ

T
(pp → b + X → µ + X′, |ηµ| < 2.1), and (right)

dσ
dηµ (pp → b + X → µ + X′, pµ

T > 6 GeV). The two possible muon charges are not distinguished
and the process pp → b̄ + X → µ + X′ is included. The black points are the CMS measure-
ments. Vertical error bars showing the statistical error are smaller than the point size in most
bins, the horizontal bars indicate the bin width. The yellow band shows the quadratic sum
of statistical and systematic uncertainties. The systematic uncertainty (11%) of the luminosity
measurement is not included. The solid blue line shows the MC@NLO result and the dashed
blue lines illustrate the theoretical uncertainty as described in the text. The solid red line with
dots shows the PYTHIA result.

The result for the total inclusive production cross section of b hadrons decaying into muons
within the visible kinematic range is

σ(pp → b + X → µ + X′) = 1.32 ± 0.01(stat)± 0.30(syst)± 0.15(lumi) µb,

where pµ
T > 6 GeV, |ηµ| < 2.1. The measured cross section is approximately 1.6 times higher

than the MC@NLO prediction, but the difference is less than the theoretical and experimental
uncertainties. Differential cross sections have been measured as a function of muon trans-
verse momentum and pseudorapidity. The observed shapes are reasonably well described by
MC@NLO. A similar pattern was recently found by this collaboration in the measurement of b
production using fully reconstructed B+ meson decays [9].
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Figure 2: Differential cross section (left) dσ
dpµ

T
(pp → b + X → µ + X′, |ηµ| < 2.1), and (right)

dσ
dηµ (pp → b + X → µ + X′, pµ

T > 6 GeV). The two possible muon charges are not distinguished
and the process pp → b̄ + X → µ + X′ is included. The black points are the CMS measure-
ments. Vertical error bars showing the statistical error are smaller than the point size in most
bins, the horizontal bars indicate the bin width. The yellow band shows the quadratic sum
of statistical and systematic uncertainties. The systematic uncertainty (11%) of the luminosity
measurement is not included. The solid blue line shows the MC@NLO result and the dashed
blue lines illustrate the theoretical uncertainty as described in the text. The solid red line with
dots shows the PYTHIA result.

The result for the total inclusive production cross section of b hadrons decaying into muons
within the visible kinematic range is

σ(pp → b + X → µ + X′) = 1.32 ± 0.01(stat)± 0.30(syst)± 0.15(lumi) µb,

where pµ
T > 6 GeV, |ηµ| < 2.1. The measured cross section is approximately 1.6 times higher

than the MC@NLO prediction, but the difference is less than the theoretical and experimental
uncertainties. Differential cross sections have been measured as a function of muon trans-
verse momentum and pseudorapidity. The observed shapes are reasonably well described by
MC@NLO. A similar pattern was recently found by this collaboration in the measurement of b
production using fully reconstructed B+ meson decays [9].
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Total cross section for pμT > 6 GeV/c and |ημ| < 2.1

σ(pp ➜ b X ➜ μ X’) = 1.32 ± 0.01(stat) ± 0.30(syst) ± 0.15(lumi) μb
MC@NLO = 0.84     (scale) ± 0.08(mb) ± 0.04(pdf) μb

The observed shapes are reasonably well described by MC@NLO
The systematic uncertainties are dominated by the shape of the prel

T distributions (≤ 21%)

+0.36
−0.19
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Muon selection
pμT > 6 GeV/c, |ημ| < 2.1
|d0| < 2 mm
|dz| < 1 cm
#hits > 10, χ2/dof < 10

Jet selection
0.3 < pT < 500 GeV/c
|z0| < 2 cm
tracks clustered with anti-kT algo,R=0.5
EjetT > 1 GeV/c2

udsg-jet background dominated by hadrons misidentified as muons: hadrons satisfying all muon 
track criteria (without muon detector requirements) are weighted by the misidentification 
probability and used in the prelT fit
Total number of events after selection: 157783
Total efficiency ranges from 74% for pμT ~6 GeV/c to ~100% for pμT > 20 GeV/c

Total purity ranges from 93% for pμT ~6 GeV/c to ~98% for pμT > 20 GeV/c

Mauro Dinardo, University of Colorado - Boulder
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Table 1: Summary of systematic cross section uncertainties. The systematic uncertainty can
vary depending on the muon transverse momentum and pseudorapidity as indicated by the
range.

source cross section uncertainty (%)
Trigger efficiency 5
Muon reconstruction efficiency 3
Hadron tracking efficiency 2
b prel

⊥ shape uncertainty ≤ 21
Background prel

⊥ shape uncertainty 2–14
Background composition 3–6
Production mechanism 2–5
Fragmentation 1–4
Decay 3
Underlying event 10
Luminosity 11

50–70% in the non-b background depending on the muon transverse momentum. This fraction
depends on the modeling of charm semileptonic decays and on the hadron misidentificaton
probability. Varying the c vs. udsg fraction by ±20% leads to a systematic uncertainty of 3–6%.

The muon trigger efficiency has been determined from data with an uncertainty of 5% using
independent triggers. The muon reconstruction efficiency is known to a precision of 3%. The
tracking efficiency for hadrons is known with a precision of about 4% [39], which induces a
systematic uncertainty of 2% on the number of events passing the event selection.

In PYTHIA, the production of a bb̄ pair can be separated into flavor creation (19% of the selected
events), flavor excitation (56%), and gluon splitting (25%). The event selection efficiencies are
71%, 72%, and 76%, respectively. Reweighting the events from the different production pro-
cesses to reflect the difference between PYTHIA and HERWIG leads to a systematic uncertainty
of 2–5%, depending on the muon transverse momentum. The uncertainty of the b quark frag-
mentation is studied by varying the parameter εb between 0.003 and 0.010, which results in
a systematic uncertainty of 1–4% on the reconstruction efficiency. A sample generated with
EVTGEN is used to investigate the uncertainty in modeling the b-hadron decay properties. A
systematic uncertainty of 3% is found. Varying the fraction of prompt b → µ decays with
respect to b → c → µ decays within its uncertainty [40] changes the measured cross section
by 1%. Neither the muon trigger efficiency nor the track-jet finding is affected significantly
by the variation of the fragmentation and decay parameters. The track-jet reconstruction can
be affected by the underlying event. Using simulated event samples with different MC tunes
(D6T [27], Pro-Q20 [41], and CW [42]) for the efficiency and acceptance calculation changes the
cross section of the order of 10 %. At the present stage of the CMS experiment, the integrated
luminosity recorded is known with an accuracy of 11% [31].

Table 1 summarizes the systematic uncertainties.

Sources of systematic uncertainties:



Template Fraction

BB 65.1%±0.30

CC 11.54%±0.60

BC 5.06%±0.10

PP 1.34%±0.30

DD 6.85%±1.17

BD 5.48%±0.10

CD 4.63%±0.83

Measurement of correlated b-bbar cross section with dimuons

Mauro Dinardo, University of Colorado - Boulder
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The global efficiency factor is obtained by event counting, applying the full set of cuts to the 

generated signal events: εTOT = NSEL / NGEN

We factorize εTOT in three terms: εTOT = εμSEL • εEVT-SEL • εTRIG

•εμSEL: efficiency to get signal events with at least two selected muons

•εEVT-SEL:  efficiency of all other cuts (di-muon invariant mass, association with same vertex, etc...)

•εTRIG: trigger efficiency
All these efficiencies are extracted with a simple event counting on MC

We factorize εμSEL and εTRIG in terms of the single-muon efficiencies (in bins of pμT and ημ) to 
use the data-driven results from T&P to find the correction factor MC ➜ data

We have 2 different single-µ efficiencies:

•Simple event counting from simulation of J/Ψ events

•T&P in real J/Ψ events
The ratio of these two efficiencies is the correction factor MC ➜ data

Total correction factor 1.082, total corrected efficiency 47.92%
Results of the fit using a BC, BD 
and CD constrained likelihood on data

7.4 Total systematic uncertainties 13

Table 8: Systematic uncertainties related to the fit method
Source Syst. Uncert. on σ(pp → bbX → µµY) (±%)

MC statistics 0.3
Template smoothing 0.7

2D template symmetrization 0.6
Bin witdh 1.0

Fit range (upper bound) 0.3
Fit constraints 4.5

1D fit comparison 0.8
Total 4.7

systematic uncertainty and is propagated to the final resul. A discrepancy is observed in the336

invariant mass distribution between data and simulation. This difference is conservatively337

attributed to the bb̄ signal events, extrapolated in the invariant mass regions excluded in the338

analysis and estimated to account for another 3.4% systematic uncertainty.339

Table 9: Systematic uncertainties related to efficiencies
Source Syst. Uncert. on σ(pp → bbX → µµY) (±%)

Tag & Probe 7.5
Invariant mass extrapolation 3.4

Total 8.3

7.4 Total systematic uncertainties340

The systematic uncertainties due to the analysis technique sum up to 10.8%. The last source341

of systematic to be considered is related to the integrated luminosity. It is measured with with342

Van der Meer scans, which determine the size of the colliding beams and thus the luminosity343

with minimal reliance on simulation, with ∼ 4% precision. The total systematic uncertainty is344

therefore 11.4%.345

All the contributions to the systematic error are summarized in Table 10.346

Table 10: Total systematic uncertainties
Source Syst. Uncert. on σ(pp → bbX → µµY) (±%)

Template shapes 5.1
Fit method 4.7

Efficiencies and normalization 8.3
L 4.0

Total systematic uncertainty 11.4

8 Results and comparison with QCD predictions347

The cross section within the accepted range is computed from the observed number of events348

Nµµ, the average efficiency for the trigger, muon identification and event selection ε, the inte-349

grated luminosity L, and the fraction of signal events in the dimuon sample fBB according to350

the relation:351

σ(pp → bb̄X → µµY, p1,2
T > 4 GeV, |η1,2| < 2.1) =

Nµµ · fBB

ε · L . (4)
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Event selection:
Good primary vertices (PV) are selected with the following criteria:

•|Z(PV) – Z(BeamSpot)| < 24 cm
•|R(PV) – R(BeamSpot)| < 1.8 cm
•# dof of the vertex fit > 4

Muons are associated to the nearest vertex in Z if
•|dz| < 1 cm
•dxy < 0.2 cm

Only consider vertices with exactly 2 muons associated
Check dimuon invariant mass outside the regions:

•mμμ < 5 GeV/c2 (from charmonuim resonances and sequential semileptonic decays from b-quark)
•8.9 < mμμ < 10.6 GeV/c2 (from ϒ resonances)
•mμμ > 70 GeV/c2 (from Z)

An event is selected if it contains exactly 1 vertex with a dimuon passing all criteria
Total number of events after selection: 537734
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Figure 7: Left: ratio between the BB production cross sections in ∆R < 0.8 and ∆R > 2.4,
ρ∆R = σ∆R<0.8 / σ∆R>2.4, as a function of the leading jet pT. Right: asymmetry between the
two regions, (σ∆R<0.8 − σ∆R>2.4) / (σ∆R<0.8 + σ∆R>2.4). The symbols denote the data averaged
over the bins and are plotted at the mean leading jet pT of the bins. For the data points, the
error bars show the statistical (inner bars) and the total (outer bars) errors. Also shown are
the predictions from the PYTHIA and MADGRAPH simulations, where the widths of the bands
indicate the uncertainties arising from the limited number of simulated events.

anticipated to have a smaller angular separation between the b quarks. Naively, the flavour
creation contribution is expected to be dominant in most regions of the phase space, whereas
the gluon splitting contributions should be relatively small.

The measurements show that the BB production cross section ratio ρ∆R increases as a function
of the leading jet pT in the event (see Fig. 7). Larger pT values lead to more gluon radiation
and, hence, are expected to produce more gluon splitting into BB pairs. This general trend is
described by the theoretical calculations.

In order to provide a detailed comparison between the data and the theory predictions in terms
of shape, Fig. 8 presents the ratios, of the data as well as of the MADGRAPH, MC@NLO and CAS-
CADE models, with respect to the PYTHIA predictions, for the three different scales in leading jet
pT. The values for the PYTHIA simulation are normalised in the region ∆R > 2.4 (or ∆φ > 2.4).

It is observed that none of the predictions describes the data very well. The data lie between
the MADGRAPH and the PYTHIA curves. The MC@NLO calculations do not describe the shape
of the observed ∆R distribution. In particular, at small values of ∆R, where higher-order pro-
cesses, notably gluon splitting, are expected to be large, the MC@NLO predictions are substan-
tially below the data. The ∆φ distribution is more adequately reproduced by MC@NLO. The
CASCADE predictions are significantly below the data in all regions, both in the ∆R and ∆φ
distributions.

6 Summary
A first measurement of the angular correlations between BB pairs produced in pp collisions at a
centre-of-mass energy of 7 TeV is presented. The measurements are based on data correspond-
ing to an integrated luminosity of 3.1 ± 0.3 pb−1 recorded by the CMS experiment during 2010.
The detection of the B hadrons is based on the reconstruction of the secondary vertices from

Measurement of b-bbar angular correlation based on secondary vertices
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Figure 7: Left: ratio between the BB production cross sections in ∆R < 0.8 and ∆R > 2.4,
ρ∆R = σ∆R<0.8 / σ∆R>2.4, as a function of the leading jet pT. Right: asymmetry between the
two regions, (σ∆R<0.8 − σ∆R>2.4) / (σ∆R<0.8 + σ∆R>2.4). The symbols denote the data averaged
over the bins and are plotted at the mean leading jet pT of the bins. For the data points, the
error bars show the statistical (inner bars) and the total (outer bars) errors. Also shown are
the predictions from the PYTHIA and MADGRAPH simulations, where the widths of the bands
indicate the uncertainties arising from the limited number of simulated events.

anticipated to have a smaller angular separation between the b quarks. Naively, the flavour
creation contribution is expected to be dominant in most regions of the phase space, whereas
the gluon splitting contributions should be relatively small.

The measurements show that the BB production cross section ratio ρ∆R increases as a function
of the leading jet pT in the event (see Fig. 7). Larger pT values lead to more gluon radiation
and, hence, are expected to produce more gluon splitting into BB pairs. This general trend is
described by the theoretical calculations.

In order to provide a detailed comparison between the data and the theory predictions in terms
of shape, Fig. 8 presents the ratios, of the data as well as of the MADGRAPH, MC@NLO and CAS-
CADE models, with respect to the PYTHIA predictions, for the three different scales in leading jet
pT. The values for the PYTHIA simulation are normalised in the region ∆R > 2.4 (or ∆φ > 2.4).

It is observed that none of the predictions describes the data very well. The data lie between
the MADGRAPH and the PYTHIA curves. The MC@NLO calculations do not describe the shape
of the observed ∆R distribution. In particular, at small values of ∆R, where higher-order pro-
cesses, notably gluon splitting, are expected to be large, the MC@NLO predictions are substan-
tially below the data. The ∆φ distribution is more adequately reproduced by MC@NLO. The
CASCADE predictions are significantly below the data in all regions, both in the ∆R and ∆φ
distributions.

6 Summary
A first measurement of the angular correlations between BB pairs produced in pp collisions at a
centre-of-mass energy of 7 TeV is presented. The measurements are based on data correspond-
ing to an integrated luminosity of 3.1 ± 0.3 pb−1 recorded by the CMS experiment during 2010.
The detection of the B hadrons is based on the reconstruction of the secondary vertices from

Ratio of cross sections:

ρΔR increases with the 
energy scale because of 
more gluon radiation

ρΔR = 

The relative contributions of 
σΔR<0.8 significantly exceed 
those of of σΔR>2.4

The trend vs. energy scale  is 
reproduced correctly by both 
MC but normalization is off

Total number of events after selection:

•160 for pjetT > 56 GeV/c

•380 for pjetT > 84 GeV/c

•1038 for pjetT > 120 GeV/c
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Systematic uncertainties
Uncertainties affecting total cross sections (not relevant for the angular distribution) 
~47% (mainly from b-hadron reconstruction efficiency ~44% (for two b-hadrons))
Uncertainties affecting the shape of angular distributions (quantified in terms of 
variation in ratio between ΔR < 0.8 and ΔR > 2.4)

ΔR < 0.8: gluon splitting dominates
ΔR > 2.4: flavor creation dominates

11

Table 1: Systematic uncertainties affecting the shape of the differential cross section as a func-
tion of ∆R, for the three leading jet pT regions. The values are quoted in terms of percentage
changes of the integrated cross section ratio ρ∆R. In the figures, these values are included for
each bin. Very similar systematic uncertainties are assumed for the ∆φ distributions.

Source of uncertainty in shape Change in ρ∆R = σ∆R<0.8/σ∆R>2.4 (%)

Leading jet pT bin (GeV)

> 56 > 84 > 120

Algorithmic effects (data mixing) 2.0 2.0 2.0

B hadron kinematics (pT of softer B) 8.0 7.0 4.0

Jet energy scale 6.0 6.0 6.0

Phase space correction 2.8 2.8 2.8

Bin migration from resolution 0.6 1.3 2.1

Subtotal shape uncertainty 10.6 9.9 8.3

MC statistical uncertainty 13.0 13.0 13.0

Total shape uncertainty 16.8 16.4 15.4

5 Results
5.1 Differential Distributions in ∆R and ∆φ

The differential cross section of BB -pair production is measured as a function of the angular
separation variables ∆R and ∆φ between the two reconstructed B hadrons for three different
energy scales. The results are presented for the visible kinematic phase space of the B hadrons
and the leading jet pT ranges as defined in Section 4.1. The cross sections are determined by
applying efficiency corrections and normalising to the total integrated luminosity, according to

(
dσvisible(pp → BB X)

dA

)

i
=

Ni(data) · fi
∆Ai · L · εi

, (1)

where Ni(data) denotes the number of selected signal BB events in bin i, L the integrated
luminosity, εi the total efficiency, fi the purity correction factor, and ∆Ai the width of bin i in
variable A, with A being ∆R or ∆φ.

The measured cross sections are shown in Fig. 6 as a function of ∆R and ∆φ for the three
leading jet pT regions. The error bars on the data points include statistical and uncorrelated
systematic uncertainties. An uncertainty of 47% common to all data points due to the absolute
normalisation is not shown in the figure. The bars shown for the PYTHIA simulation in Fig. 6
are normalised to the region ∆R > 2.4 or ∆φ > 2.4, where the theory calculations are expected
to be more reliable, since the cross section is anticipated to be dominated by leading order
diagrams (flavour creation).

It is interesting to note that the cross sections at small values of ∆R or ∆φ are found to be
substantial. They exceed the cross sections observed at large angular separation values, the
configuration where the two B hadrons are emitted in opposite directions.

The scale dependence is illustrated in Table 2 and Fig. 7, where the left panel shows the ratio

A relative efficiency is defined by counting the fraction of mixed events where the two b-hadron 
candidates, from the two original events, are re-reconstructed
Overall efficiency to reconstruct both b-hadrons ~10% (from MC, checked on data with data 
mixing technique)
Average b-bbar purity ~84% (from MC)

Efficiency check: event mixing 
technique

Events are pre-selected containing at 
least one b-hadron candidate
Pairs of events are mixed if their 
primary vertices are within the typical 
resolution (~20 μm)
The mixed event is re-reconstructed, 
re-running tracking and secondary 
vertex reconstruction
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Figure 4: The b-tagged sample purity obtained using fits to secondary vertex mass (left). The
b-tagged sample purity estimated using b-tagging efficiency and mistag rates from MC (right).

The b-tagging efficiency measurement relies on semimuonic decays of b-hadrons. The limiting
factors for this measurement are the limited number of SSVHP tagged jets containing a muon,
the uncertainty in the c- and light template shapes and the systematic uncertainty in generaliz-
ing the efficiency measured on semileptonically decaying b jets to all b jets. The obtained scale
factor is 0.98 ± 0.08(stat)± 0.18(syst) for jets with pT > 20 GeV and |y| < 2.4 [11].

The uncertainty on b-tagging efficiency arising from poorly known relative contributions of
flavor creation (FCR), flavor excitation (FEX) and gluon splitting (GS) has also been studied in
detail. The relative angle ∆R between the b-hadrons is strongly dependent on the production
mechanism. The b-hadrons produced by GS, in particular, tend to be close to each other in
∆R, which leads to a reduced efficiency of the SSVHP tagger. This uncertainty is estimated
by varying the relative contributions in MC within ±50%, constrained by studies of the ratio
between secondary vertex energy and b-jet energy, which is sensitive to the contributions of
FCR+FEX (large ratio) compared to GS (small ratio). The b-tagging efficiency as a function of
the ∆R distance between the b jets is shown in Fig. 5(left). The variation versus ∆R is observed
to be up to 25%, but combined with the maximal variations of the GS and FCR+FEX by ±50%
shown in Fig. 5(right) this uncertainty is found to be less than 2%.

The b-tagging efficiency uncertainty is dominated by the statistical uncertainty in the data-
driven method. The uncertainty is conservatively taken as the statistical uncertainty of 8% in
quadrature with the 18% systematic uncertainty and the 2% from the data/MC scale factor
of 0.98 that is not applied in this analysis, giving 20% as the total systematic uncertainty for
the b-tagging efficiency. It should be noted, however, that the robustness of the decay length
observable can degrade at pT > 200 GeV, which should be taken into account in future updates
of the analysis that start to probe this kinematic region. An additional 10% uncertainty at
pT > 200 GeV is taken into account for this, with the extra uncertainty log-linearly reduced to
0% at pT = 100 GeV.

The light quark mistag rate calculated by MC simulation has been validated on data by studies
using a negative-tag discriminator to within a systematic uncertainty of about 50% [11]. This
uncertainty has been directly propagated to the light quark mistag rate used in the present

Inclusive b-jet production cross section

33

1.Select b-jets based on secondary vertex 3D decay length significance (Ntagged)

2.Compute the b-jet efficiency (εb) and b-jet purity (fb) to properly correct the number of b-
jets (Ntagged • fb / εb)

3.2 b-tagged sample purity 3
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Figure 1: b-tagging efficiency in different rapidity bins.

3.2 b-tagged sample purity

The b-tagged sample purity is estimated using two complementary approaches. In the first
method, the invariant mass of the tracks associated to the secondary vertex, denoted secondary
vertex mass, is computed after the SSVHP selection. A fit to the secondary vertex mass distri-
bution is performed, taking the shapes for light, c and b jets from simulation and letting free
the relative normalisations for c and b jets, while fixing the small contribution from light jets to
the MC expectation (“template fit”). This fit allows for a robust estimate of the b-tagged sample
purity and constrains the mistag rate uncertainty from c jets. An example of the template fits is
shown in Fig. 2.
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Figure 2: Example of secondary vertex mass fits.

In the second method the b-tagging efficiency εb as well as the mistag rates for light flavor εl

Mauro Dinardo, University of Colorado - Boulder

•εb is derived from the fit to the muon prelT distribution in semi-leptonic btagged and non btagged jets
εb = b-jet content in btagged-jets / (b-jet content in btagged-jets + b-jet content in non btagged-jets)

•fb is derived from the fit to the secondary vertex invariant mass distribution

Differential production cross section
in bins of pT and y of the b-jets

Data with superimposed fit

CMS-PAS-BPH-10-009
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Overall good agreement between data and PYTHIA  in the jet pT-range
30 < pT < 150 GeV/c, |y| < 2.0, with 2% stat, 21% syst
Reasonable agreement between the MC@NLO calculation and the 
measured overall b-jet fraction, within 21% syst (dominated by uncertainty on 

b-tagging efficiency), but observed significant shape differences in pT and y

8 5 Conclusion

factorization and renormalization scales were set to µF = µR = pT. The inclusive b-jet predic-
tion is calculated with MC@NLO [27, 28] using the CTEQ6M PDF set and the nominal b-quark
mass of 4.75 GeV, giving a total b cross section of 238 µb. The parton shower is modeled using
Herwig 6.510 [29]. The results are compared to a NLO theory prediction (MC@NLO) and to the
Pythia MC (tune D6T [30]), and are found to be in good agreement with Pythia and in reason-
able agreement with MC@NLO. The NLO calculation is found to describe the overall fraction
of b jets at pT > 18 GeV and |y| < 2.0 well, but with significant shape differences in pT and y.

Fitting the measured ratio of data to Pythia in the phase space window 30 < pT < 150 GeV
and |y| < 2.0 to a constant, we obtain a global scale factor of 0.99 ± 0.02(stat) ± 0.21(syst),
where the systematic uncertainty is a weighted average over all the bins contributing to the
fit. The fit has χ2/NDF = 43.4/47. Repeating the same fit for the ratio between reconstructed
MC and generator-level MC results in a scale factor of 1.009 ± 0.005 with χ2/NDF = 246/46,
confirming good closure of the analysis chain. Finally, the NLO/MC global scale factor is
1.04 ± 0.05.

The total b cross section of 238 µb from the MC@NLO calculation has a sizable uncertainty
from the choice of renormalization scale between µR = 0.5 and µR = 2 (+40%, −25%), from
CTEQ PDF variations (+10%, −6%), and from the choice of b-quark mass between 4.5 GeV
and 5.0 GeV (+17%,−14%). The dominant scale uncertainty is overlaid as an uncertainty band
around the MC@NLO prediction in Figs. 7(b) and 8.
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Figure 7: Measured b-jet cross section compared to the MC@NLO calculation, overlaid (left)
and as a ratio (right). The Pythia prediction is also shown, for comparison.

5 Conclusion
We have measured the ratio of b-jet to inclusive jet production in pp collisions at

√
s = 7 TeV

center-of-mass energy for an integrated luminosity of 60 nb−1. We find an overall good agree-
ment between data and Pythia in the jet transverse momentum range 30 < pT < 150 GeV
and rapidity |y| < 2.0, within about 2% statistical uncertainty and 21% systematic uncertainty.
We also observe a reasonable agreement between the MC@NLO calculation and the measured
overall b-jet fraction, within the 21% systematic uncertainty, but observe significant shape dif-
ferences in pT and y.

8 5 Conclusion

factorization and renormalization scales were set to µF = µR = pT. The inclusive b-jet predic-
tion is calculated with MC@NLO [27, 28] using the CTEQ6M PDF set and the nominal b-quark
mass of 4.75 GeV, giving a total b cross section of 238 µb. The parton shower is modeled using
Herwig 6.510 [29]. The results are compared to a NLO theory prediction (MC@NLO) and to the
Pythia MC (tune D6T [30]), and are found to be in good agreement with Pythia and in reason-
able agreement with MC@NLO. The NLO calculation is found to describe the overall fraction
of b jets at pT > 18 GeV and |y| < 2.0 well, but with significant shape differences in pT and y.

Fitting the measured ratio of data to Pythia in the phase space window 30 < pT < 150 GeV
and |y| < 2.0 to a constant, we obtain a global scale factor of 0.99 ± 0.02(stat) ± 0.21(syst),
where the systematic uncertainty is a weighted average over all the bins contributing to the
fit. The fit has χ2/NDF = 43.4/47. Repeating the same fit for the ratio between reconstructed
MC and generator-level MC results in a scale factor of 1.009 ± 0.005 with χ2/NDF = 246/46,
confirming good closure of the analysis chain. Finally, the NLO/MC global scale factor is
1.04 ± 0.05.

The total b cross section of 238 µb from the MC@NLO calculation has a sizable uncertainty
from the choice of renormalization scale between µR = 0.5 and µR = 2 (+40%, −25%), from
CTEQ PDF variations (+10%, −6%), and from the choice of b-quark mass between 4.5 GeV
and 5.0 GeV (+17%,−14%). The dominant scale uncertainty is overlaid as an uncertainty band
around the MC@NLO prediction in Figs. 7(b) and 8.
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Figure 7: Measured b-jet cross section compared to the MC@NLO calculation, overlaid (left)
and as a ratio (right). The Pythia prediction is also shown, for comparison.

5 Conclusion
We have measured the ratio of b-jet to inclusive jet production in pp collisions at

√
s = 7 TeV

center-of-mass energy for an integrated luminosity of 60 nb−1. We find an overall good agree-
ment between data and Pythia in the jet transverse momentum range 30 < pT < 150 GeV
and rapidity |y| < 2.0, within about 2% statistical uncertainty and 21% systematic uncertainty.
We also observe a reasonable agreement between the MC@NLO calculation and the measured
overall b-jet fraction, within the 21% systematic uncertainty, but observe significant shape dif-
ferences in pT and y.
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Simple Secondary Vertex
b-tagged jets

Simple Secondary Vertex
Non b-tagged jets

b-jet fraction
c-jet or light-flavor fraction

•b-jet identification efficiency is estimated from data by fitting the pTrel (pT with respect to the 
jet axes) distribution of muons in the semi-leptonic jets (pT > 20 GeV/c; |η| < 2.4)
•b-jet fraction is extracted from the fit using distribution templates based on Monte Carlo

Algorithm εb(Data) εb(MC) εb(Data) / εb(MC)

Simple Secondary Vertex 0.203±0.015 0.207±0.002 0.98±0.08±0.18

Track Counting 0.233±0.014 0.244±0.002 0.95±0.06±0.19
•|η|≤2
•〈pT〉= 31GeV/c

High-Purity + acceptance c 
and light-flavored jets ≤ 0.1%

Mauro Dinardo, University of Colorado - Boulder
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Track Counting algo.: requires 2 or 3 tracks with an impact 
parameter significance larger than a given cut. Negative tagging: the 2 
or 3 tracks have a negative scalar product between the impact 
parameter and the jet axis
Simple Secondary Vertex algo.: requires a significance of the 
secondary vertex decay length larger than a given cut. Negative 
tagging: the secondary vertex is in the opposite direction with respect 
to the jet

Aim to estimate the mis-
identification distribution 
for positive tags using 

negative tags

Corrects for asymmetry 
between positive and 

negative tags

Data/MC scale factor

Mauro Dinardo, University of Colorado - Boulder


