Introduction
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The inclusive muon cross section is dominated
by the heavy flavour semileptonic decays after
the subtraction of the theoretical prediction for

FONLL computation
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W/Z/y®"). The comparison to the QCD heavy ,],75 drTQ In order to use unprescaled triggers with the lowest possible thresholds, the data have been divided into two different sets according the chosen trigger:
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quark production is obtained using the FONLL 7 = I b4 20 g A low threshold trigger requiring at least three trigger hits in time coincidence with the collision (used in the analysis for muons with p; <16 GeV);
epr apr A 10 GeV threshold trigger requiring a trigger hit pattern compatible with a track with p;>10 GeV (used for all muons with 16<p;<100 GeV)

computation:
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W/Z/y¢) decays (consistent results are
obtained). The background muon fraction is determined
on data using the two independent p; mea-
surements in the ID and in the MS.
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Simulated track efficiency has been probed on data using two methods: the first method The variable Ap;=p'®; — p"*r is sensitive to the !

identifies muons using Inner Detector and hits information in the trigger chambers (Trigger origin of the muons. The Apy distribution is fit

Enhanced method); the second identifies muons using Inner Detector tracks and an analysis in pr bins over the whole range using

based on the identification of muons from b-jets, furthermore MIP-like deposits in the ha- templates from simulation to extract the signal

dronic calorimeter are used to identify muons. The scale factor average is used to correct fra““’”j

the efficiency derived from the simulation. +0ua 2010487 T R PR F s - 015 20 2530
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