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Grid Infrastructure 

IFIN-HH, 5 Grid sites (>4000 cores). 

ISS, Inst. for Space Sciences (2) 

UPB, Univ. 'Politehnica' Bucharest  

UVT, West Univ. Timisoara 

UTCN, Technical Univ. Cluj-Napoca 

ITIM, NIRD in Molecular & Isotopic  

          Technologies - Cluj 

UAIC, Univ. Alex. Ioan Cuza - Iasi 

ICI, NIRD in Informatics, Bucharest 

Network infrastructure:  RoEduNet; backbone + GEANT (10 Gbps) 

National Certification Authority:  Romanian Grid CA, ROSA 

 

                                    Certified resource centers: 

RO-LCG Federation:  Romanian participation to the WLCG collaboration 

(particle physics, CERN, LHC experiments ALICE, ATLAS, LHCb) 
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RO-LCG Topology 



RO-02-NIPNE Grid Site 

Grid middleware: gLite 3.2 

Services: 
atlasgw.nipne.ro: GW 
tbat01.nipne.ro: lcg-CE,  
                          Site-BDII 
tbat05.nipne.ro: SE 
tbat03.nipne.ro: cream-CE,   
                          glite-APEL 
 
Cluster Configuration: 
Using NAT 
OS: Scientific Linux 5.5 
Batch system: TORQUE/MAUI  
                        (OpenPBS) 
WNs: ~ 400 cores(x86_64)        
 Xeon 
          RAM 2 GB/core 
          VMEM 2.4+ GB/core   
 
Storage:  
DPM (Disk Pool Manager) type 
Raw Capacity ~ 250 TB 

Network: 
  internal:  mixed 10 Gbit/s and 1 Gbit/s 
Ethernet 
      for SAN: 10 Gbit/s iSCSI and 8 Gbit/s FC 
  RoEduNet up-link: 10 Gbit/s 
 
UPS System: APC Symmetra  max160kW  
Installed 96 kW; backup time: ~ 2 h 

Supported VOs: ATLAS, HONE (H1), OPS,  
                          DTEAM 

http://goc.grid.sinica.edu.tw/gstat/RO-02-NIPNE/ 



RO-02-NIPNE Grid Site (some history) 

UPS Symmetra 160kW Storage System 
~ 100 TB raw  

Working Nodes mainly 2x4 cores Xeon 

Few Pictures: 

Overall Availability/Reliability: ~ 90 % 

Overall Efficiency: ~ 90 % 

2005 – certified 
& production 



RO-02-NIPNE Site location 

• New grid site: Data Centre with 2 rooms ~ 80 m2 
• Comprehensive monitoring & control of the grid infrastructure  
• Automatic fire extinguisher system (inert gas system) 
• Surveillance system 
• Control room 

RO-02-NIPNE GRID site  

underground (2 rooms ~ 80 

m2) 

offices and meeting room  

(first level ~140 m2 + ground level ~ 50 

m2) 

experimental area 

 (~90 m2) 

ground 

level 

Underground level: GRID DATA CENTER RO-02-NIPNE (host 3 grid sites) 



RO-02-NIPNE Infrastructure 
 New Grid Data Centre infrastructure is based on APC InfraStruXure® an on-
demand architecture for network-critical physical infrastructure (NCPI). 
InfraStruXure® allows the selection of standardized components to create a 
solution through modular and mobile configurations and fully integrates power, 
cooling, rack, management and services within a rack-optimized design: 

 Uninterruptible Power Supply (UPS): APC Symmetra PX 160kW 400V w/   
Integrated Modular Distribution; high-efficiency 3-phase UPS with integrated 
modular distribution that can be right-sized to data center power 
requirements. With hot-scalable power, distribution and run-time this UPS 
scales with data center up to 160kW/160kVA. 
 Cooling System APC – based on chilled water topology – hot-aisle/cold-aisle 
design (see next slide): 

 Water Chiller -160 kW- with expansion tank – around two hours 
autonomy in case of power-cut. 
  CDU (Cooling Distribution Unit) - Flexible chilled water and glycol 
distribution system for InRow cooling units - 12 Circuit, Bottom/Top 
Mains, Top Distribution Piping. 
 12 In Row RC Chilled Water units, 200-240V 50/60 Hz, IEC 309-16. 

 InfraStruXure Central Basic – management and monitoring system - scales 
up to 525 devices and 15 surveillance cameras. It supports capacity 
management up to 20 racks and change management up to 1,000 IT assets - 
RHE Linux 5.0,Windows 2003 Server – 1 GB RAM/160 GB HDD data storage 

http://www.apc.com/products/resource/include/techspec_index.cfm?base_sku=SY160K160H-PD&total_watts=10000
http://www.apc.com/products/resource/include/techspec_index.cfm?base_sku=SY160K160H-PD&total_watts=10000
http://www.apc.com/products/resource/include/techspec_index.cfm?base_sku=SY160K160H-PD&total_watts=10000
http://www.apc.com/products/resource/include/techspec_index.cfm?base_sku=SY160K160H-PD&total_watts=10000
http://www.apc.com/products/resource/include/techspec_index.cfm?base_sku=SY160K160H-PD&total_watts=10000


RO-02-NIPNE Grid Data Centre 

Room 2 
ATLAS 

Room 1 

APC Symmetra PX 160 kW 

APC Rack 42U InRow RC 
APC 

CDU 

Hot Water 

Cold Water 

1 Gb/s Ethernet 

Water Chiller 160 kW 

InfraStruXure Central 
Monitoring & Management 

Modular Power Distribution 

Water 

pumps 

Power line 



RO-02-NIPNE Data Centre 



RO-02-NIPNE Network Infrastructure 
• New Network Infrastructure based on Cisco Unifed Fabric Solution and Cisco Nexus 
Series Switches (see next slide).  
• The Cisco Nexus™ 5000/2000 Series Switches comprise a family of line-rate, low-latency, 
lossless 10 Gigabit Ethernet and Fibre Channel over Ethernet (FCoE) switches for data center 
applications. 
• With low latency, front-to-back cooling, and rear-facing ports, the Cisco Nexus 5000/2000 
Series is designed for data centers transitioning to 10 Gigabit Ethernet as well as those ready 
to deploy a unified fabric that can handle their LAN, SAN, and server clusters, providing 
networking over a single link (or dual links for redundancy) and single point of management and 
policy enforcement. 
• Logically, this combination of models appears as shown in next slide, with a single  Cisco 
Nexus 5000 Series Switch and Cisco Nexus 2000 Series Fabric Extenders acting as remote 
I/O modules that are transparently integrated into the switch management model. The 
remote I/O module design allows the parent Cisco Nexus 5000 Series Switch to download the 
software image and configuration to the Cisco Nexus 2000 Series Fabric Extender as if it 
were a line card in the same chassis. 

Cisco Nexus 5010 
Switch 

Interfaces:  
• 20 fixed 10 Gigabit Ethernet/FCoE Ports 
• 8-port native 4/2/1-Gbps Fibre Channel 
expansion module 
Performance features:  
• Layer 2 hardware forwarding at  
520 Gbps or 386.9 mpps. 
• MAC address table entries: 16000 
• Low-latency cut-through design that 
provides predictable, consistent traffic 
latency. 
• Line-rate traffic throughput on all ports 

Interfaces:  
• 48 fixed 1 Gigabit Ethernet 
Ports 
• 4 uplink native 10 Gigabit  
  Ethernet Ports 
 
Performance features:  
• Hardware forwarding  
at 176 Gbps or 131 million  
packets per second (mpps). 

Cisco Nexus 2148T 
Fabric Extender 



Grid Data Centre Network 

Nexus 2000 
Fabric 
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Grid Data Centre Network 

10 Gbit/s 
1 Gbit/s 
4  Gbit/s FC 
3  Gbit/s SAS 
6  Gbit/s SAS 

Nexus 2148T FE 

Nexus 5010 

IBM DS3512 Express 

Intel SR2600UR, SE tbat05.nipne.ro 

Intel SR2600UR 

VTrack E610s 

VTrack J610s 

Intel SSR212MC2 

XJ1100SAS  

XJ1100SAS  



RO-02-NIPNE: results (IOzone benchmark) 



RO-07-NIPNE General 

Running ATLAS & LHCB VO's. 
About 1150 WN cores:  

– Very heterogeneous, average throughput/core: 8.72 SPEC06. 
–  More than 10000 SPEC06 

About 250 TB of storage 
– Fluctuating, because we move from NFS storage to DPM-disk 

storage. 

 
CE: 

– Still using the old lcg-CE – driving 280 cores. Will be shutdown in 
June, replaced by a CREAM CE. 

– CREAM – driving 850 cores. 
SE: glite-SE_dpm_mysql, more than 250 TB storage. 
WN: 

 8, 12 or 16 cores - 2 GB/core. 
 SLC5-x86_64 

BDII-top: setup a local BDII-top which improved the successful  jobs 
rate 



RO-07-NIPNE General 

2007 

2008 

2010 

compact, modular structure; cooled water -> 

<- cold / hot aisles 

<- classical split system cooling 



RO-07-NIPNE Network layout 



RO-07-NIPNE Network layout 

WAN link (site) 10 Gbps with the provider (ROEDUNET, 10 Gbps 
in GEANT). 
CE: 1 Gbps 
CREAM: 1Gbps 
SE: 

 external link 2 Gbps. 
 internal link (WNs) 20 X 1 Gbps from DPM-disk servers. 

WN: 1 Gbps each server. 
GW: 1 Gbps 
Ping time: 

 CERN about 38 ms. 

 Lyon about 53 ms. 



RO-07-NIPNE SE-WN Network 

To improve the link throughput between SE and Wns: 
Switched from NFS SE to DPM-Disk Servers: 

 8 DPM-disk servers were added to SE 
 Using 2...4 X 1 Gbps NICs on DPM-disk servers 

Software: 
 configured bonding using mode = 6 (ALB) 
 Using from 2 to 4 1 Gbps NICs on each DPM-disk server, depending on 

the server storage capacity. 



RO-07-NIPNE Internal Network 
performance 

We study the throughput of the connection between the SE and the WNs. 
With the old NFS SE configuration we could not get more than 250 MB/s 
from SE to WNs, which was not satisfactory. 
To measure the throughput we did the following: 

– From DPM-disks we selected files bigger than 2 GB. 
– The list was used to setup atlas jobs reading 4 such files. 
– Able to prepare 110 such jobs. 
– The jobs were setup so they start simultaneously at a given time. 
– The internal network activity was recorded, which lead to a overall 

performance of more than 890 MB/s, which is satisfactory. This 
performance will be improved by remaking the Wns connections in 
the internal network. 

We will prepare tools to monitor this activity.  



RO-07-NIPNE External Network 
performance 

The external link performance was improved in February 2011, in relation 
with the provider. This is the result of iperf test from RO-07-NIPNE to  
ccxfert01.in2p3.fr. 

Mbps 



RO-07-NIPNE Monitoring developments 

Running mostly production jobs - ATLAS and LHCB. 
Running analysis jobs concurrently - maximum 128 
simultaneous jobs. Many failed at the beginning. 
Maximum ATLAS load: 1125 jobs  (May 2011). 
Maximum LHCB load 499 jobs  (May 2011). 
Average load 509 jobs ATLAS (April 2011). 
Now more than 1100 cores. 
 



Conclusions 

•RO-02-NIPNE back on-line begin of April; ATLAS testing 
started; running HONE jobs  
 
•All ATLAS or HONE requirements , in terms of computing 
power or storage space, fulfilled 
 
•RO-07-NIPNE – improved performance & more computing 
power 
 
•On-going activities concerning network & hardware 
monitoring, efficacy improvement, etc 


