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Standard Model Flagship of 
the ATLAS Physics Program in 2010

Use the Signals we expect to see to ...
     - Understand Detector
     - Refine Analysis techniques
Important for physics objects used everywhere:
      Charged Leptons / Missing ET / Jets / Photons

Standard Model as Standard Candles:

Electro-weak
 - W/Z cross section
 - Z→ττ
 - W Asymmetry
 - Diboson:
       Wγ / Zγ / WW
 - Single Top 

Soft QCD
 - Particle Multiplicities
 - Underlying Event
 - Total pp Cross Section

QCD
 - Inclusive Jets
 - Inclusive γ
 - Jet Shapes
 - W/Z + Jets
 - Top pair production
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- Top cross-section in lepton+jets channel  
- Estimation of SM backgrounds to SUSY 

Young Scientists Forum
- Jet production cross-section measurement  
- Observation of Z→ττ decays.  3



W Charge Asymmetry

Many experimental uncertainties cancel in Asymmetry

Background Estimation
  7% of candidate events:   6% leptonic (Z→µµ(ττ)/W→τυ/tt)
                                              1% QCD jets (data-driven)

Measured in µ-channel vs µ pseudorapidity:

Selection

1.30× 105 Candidates

Sensitive to proton valence quark distribution.
   - More W  than W  produced at LHC (2u/1d - quark)
   - Can be used to constrain PDFs. (Important for 10  ≤ x ≤ 10  )

Pµ
T > 20 GeV, Emiss

T > 25 GeV, mT > 40 GeV

+ -
-3 -1
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Figure 2: Distribution of the transverse momentum pT of positive and negative muons after the final selection. The data are compared to
MC simulation, broken down into the signal and various background components. The MC distributions are normalised to the total number
of entries in data.
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Figure 4: The muon charge asymmetry from W -boson decays in bins
of absolute pseudorapidity. The data points (shown with error bars
including the statistical and systematic uncertainties) are compared
to different PDF predictions. The PDF uncertainty bands are de-
scribed in the text and include experimental uncertainties as well as
model and parametrization uncertainties.
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Comparable Stat. and Syst.
 uncertainties in each η bin

W Charge Asymmetry

Source Relative
Uncertainty

Trigger 2-7%
µ- rec 1-7%

Mom. scale 1-2%
Background 1-2%
Systematics limited by Data 
Statistics in Control Samples 

  

Current Experimental Uncertainties Already    
   Comparable to those of Global Fits.

5



-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
0

5000

10000

15000

20000

25000

30000

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
0

5000

10000

15000

20000

25000

30000

+µη
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

η
d
N

/d

0

5000

10000

15000

20000

25000

30000
 = 7 TeV)sData 2010 (

ν+µ → +W

QCD

µµ →Z 

ντ →W 

ττ →Z 

tt

ATLAS Preliminary

-1
 L dt = 31 pb∫

(a)

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
0

5000

10000

15000

20000

25000

30000

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
0

5000

10000

15000

20000

25000

30000

-µη
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

η
d
N

/d

0

5000

10000

15000

20000

25000

30000
 = 7 TeV)sData 2010 (

ν-µ → -W

QCD

µµ →Z 

ντ →W 

ττ →Z 

tt

ATLAS Preliminary

-1
 L dt = 31 pb∫

(b)

Figure 1: Distribution of the muon pseudorapidity ηµ of W+ (a) and W− (b) candidates, after final selection. The data are compared to
MC simulation, broken down into the signal and various background components. The MC distributions are normalised to the total number
of events in data.

good agreement within the systematic uncertainty associ-365

ated with the momentum-scale correction.366
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Figure 3: W charge asymmetry measured using the ID and MS sepa-
rately. The MS measurement is extrapolated to the collision vertex,
and corrected for energy-loss in the calorimeters. The two measure-
ments are independently corrected for effects of the muon-momentum
scale on the muon acceptance. The two measurements are statisti-
cally correlated to a large extent, since they use the same muons re-
constructed by different subdetectors and algorithms. The error bar
reports therefore only the systematic uncertainty associated with the
momentum-scale correction.

The systematic uncertainties on the QCD background367

arise primarily from the uncertainty on the isolation ef-368

ficiency for muons in QCD events due to possible mis-369

modellings of the extrapolation of the isolation efficiency370

to the large pT and Emiss
T region in the QCD simulation371

(40%). This has been derived from differences in the ef-372

ficiency predictions between data and simulation in the373

low muon pT control region and in sideband regions where374

the muon pT or Emiss
T cuts are reversed. The electro-weak375

and tt̄ background and signal contributions are subtracted376

from data in these comparisons. Additional uncertainties377

due to the non-QCD isolation efficiency and the statisti-378

cal uncertainty are included in the total uncertainty on379

the QCD background estimate. The corresponding sys-380

tematic uncertainty on the asymmetry is 1-2%, with little381

dependence on ηµ.382

For the electro-weak and tt̄ backgrounds, the uncer-383

tainty in the cross-sections includes the PDF uncertainties384

(3%), and the uncertainties estimated from varying the385

renormalization and factorization scales: 5% for W and386

Z, and 6% for tt̄ [34, 35, 8]. An additional uncertainty387

from the luminosity of 11% is included, since the back-388

grounds are scaled to the luminosity measured in data.389

The combination of all these contributions results in an390

uncertainty on the asymmetry of less than 1%.391

The impact of using an NLO MC rather than Pythia392

in the CWµ± factor calculation has been evaluated and an393

additional systematic uncertainty of about 3% is included394

to account for the small variations observed. Pythia uses a395

leading-log calculation for W production and is expected396

to give a reasonably accurate prediction for the low W397

transverse momentum pW
T region whereas MC@NLO [36]398

uses the higher order matrix elements and is therefore ex-399

pected to be more reliable in the high pW
T region. Therefore400

the differences in the scale factors associated with these401

two MC calculations gives a reasonable estimate of the402

associated systematic error.403
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Error bar reports
mom. scale

 uncertainty.

Independent 
Measurements 

Validate
Systematic Uncertainties

W Charge Asymmetry

Source Relative
Uncertainty

Trigger 2-7%
µ- rec 1-7%

Mom. scale 1-2%
Background 1-2%
Systematics limited by Data 
Statistics in Control Samples 

  

Current Experimental Uncertainties Already    
   Comparable to those of Global Fits.
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Signature: 
     - Performed in Leptonic Decay Channels.
     - W candidate - 
     - Z candidate - 
     - Isolated γ - 

 Wγ and Zγ cross sections

W (Z)

q̄

q

ν̄(l̄)

l

γ

W (Z)

q̄

q

ν̄(l̄)

l

γ

Motivation:
      - First Wγ, Zγ cross section measurements at 7 TeV
      - Test EWK model, Sensitive to Triple Gauge Couplings
      - Will Constrain New Physics in Anomalous TGCs

ISR FSR

Eγ
T > 15 GeV, EIso(0.4)

T < 5 GeV, ∆R(l, γ) > 0.7

El
T > 20 GeV, ml+l− > 40 GeV

El
T > 20 GeV, Emiss

T > 25 GeV, mW
T > 40 GeV

(not in Zγ)

TGC

W W

q

q̄

ν̄

l

γ

7



 [GeV]!
TE

20 40 60 80 100 120 140 160 180

Ev
en

ts
 / 

10
 G

eV

-210

-110

1

10

210

310

20 40 60 80 100 120 140 160 180
-210

-110

1

10

210

310

data
 !)+"W(l

)+jet "W(l

) "#W(
ttbar 
Z(ll) 

ATLAS  Preliminary -1Ldt = 35pb$ = 7TeV, s

(a)

) !R (l,"

0 1 2 3 4 5 6

Ev
en

ts

0
5

10
15
20
25
30
35
40
45
50

0 1 2 3 4 5 60
5

10
15
20
25
30
35
40
45
50

data
 !)+#W(l

)+jet #W(l
) #$W(

ttbar 
Z(ll) 

ATLAS  Preliminary -1Ldt = 35pb% = 7TeV, s

(b)

) [GeV]! (l,Tm

0 20 40 60 80 100 120 140 160 180 200

Ev
en

ts
 / 

10
 G

eV

10

20

30

40

50

60

70

data
 ")+!W(l

)+jet !W(l
) !#W(

ttbar 
Z(ll) 

0 20 40 60 80 100 120 140 160 180 200

10

20

30

40

50

60

70 ATLAS  Preliminary -1Ldt = 35pb$ = 7TeV, s

(c)

) [GeV]!," (l,Tm

0 50 100 150 200 250 300

Ev
en

ts
 / 

10
 G

eV

5

10

15

20

25

30

35

40

45

0 50 100 150 200 250 300

5

10

15

20

25

30

35

40

45

data
 !)+"W(l

)+jet "W(l
) "#W(

ttbar 
Z(ll) 

ATLAS  Preliminary -1Ldt = 35pb$ = 7TeV, s

(d)

Figure 3: Distributions of the photon transverse energy (a), ∆R between lepton and photon (b), two
body transverse mass (mT (l,ν)) (c) and three body transverse mass (mT (l,ν ,γ)) (d) of the Wγ candidate
events. Monte Carlo predictions for signal and backgrounds are also shown.
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Figure 4: (a) three body invariant mass ml+l−γ distribution for Zγ data candidate events. Monte Carlo
predictions for signal and backgrounds are also shown. (b) Two dimensional plots of ml+l−γ vs ml+l− for
Zγ data candidate events. The Monte Carlo signal prediction is also shown.
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(d)

Figure 3: Distributions of the photon transverse energy (a), ∆R between lepton and photon (b), two
body transverse mass (mT (l,ν)) (c) and three body transverse mass (mT (l,ν ,γ)) (d) of the Wγ candidate
events. Monte Carlo predictions for signal and backgrounds are also shown.
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Figure 4: (a) three body invariant mass ml+l−γ distribution for Zγ data candidate events. Monte Carlo
predictions for signal and backgrounds are also shown. (b) Two dimensional plots of ml+l−γ vs ml+l− for
Zγ data candidate events. The Monte Carlo signal prediction is also shown.
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Figure 3: Distributions of the photon transverse energy (a), ∆R between lepton and photon (b), two
body transverse mass (mT (l,ν)) (c) and three body transverse mass (mT (l,ν ,γ)) (d) of the Wγ candidate
events. Monte Carlo predictions for signal and backgrounds are also shown.
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Figure 4: (a) three body invariant mass ml+l−γ distribution for Zγ data candidate events. Monte Carlo
predictions for signal and backgrounds are also shown. (b) Two dimensional plots of ml+l−γ vs ml+l− for
Zγ data candidate events. The Monte Carlo signal prediction is also shown.
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Figure 3: Distributions of the photon transverse energy (a), ∆R between lepton and photon (b), two
body transverse mass (mT (l,ν)) (c) and three body transverse mass (mT (l,ν ,γ)) (d) of the Wγ candidate
events. Monte Carlo predictions for signal and backgrounds are also shown.

 [GeV]! l l m
0 50 100 150 200 250 300

Ev
en

ts
 / 

10
 G

eV

2
4
6
8

10
12
14
16
18
20
22

data
 !Z(ll)+

Z(ll)+jets 
ttbar 

0 50 100 150 200 250 300

2
4
6
8

10
12
14
16
18
20
22

ATLAS  Preliminary -1Ldt = 35pb" = 7TeV, s

(a)

 [GeV] l lm

0 50 100 150 200 250 300

 [G
eV

]
!

 l 
l 

m

0

50

100

150

200

250

300

Data
 !MC Z(ll)+ATLAS  Preliminary

-1Ldt = 35pb" = 7TeV, s

(b)

Figure 4: (a) three body invariant mass ml+l−γ distribution for Zγ data candidate events. Monte Carlo
predictions for signal and backgrounds are also shown. (b) Two dimensional plots of ml+l−γ vs ml+l− for
Zγ data candidate events. The Monte Carlo signal prediction is also shown.
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Figure 3: Distributions of the photon transverse energy (a), ∆R between lepton and photon (b), two
body transverse mass (mT (l,ν)) (c) and three body transverse mass (mT (l,ν ,γ)) (d) of the Wγ candidate
events. Monte Carlo predictions for signal and backgrounds are also shown.
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Figure 4: (a) three body invariant mass ml+l−γ distribution for Zγ data candidate events. Monte Carlo
predictions for signal and backgrounds are also shown. (b) Two dimensional plots of ml+l−γ vs ml+l− for
Zγ data candidate events. The Monte Carlo signal prediction is also shown.
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      Cross Section Reported for: 
Systematics limited by: γ-Rec/ID, Background Estimation, Signal Acceptance. 

W+γ+X Measured cross section (pb)
e-channel  73.9 ± 10.5 (stat) ± 15.9 (sys) ± 8.1 (lumi)  
µ-channel  58.6 ±   8.2 (stat) ± 11.7 (sys) ± 6.4 (lumi)

SM NLO Prediction: 69.0 ± 4.6 (sys)

 Wγ and Zγ cross sections

Z+γ+X Measured cross section (pb)
e-channel  16.4 ±  4.5 (stat) ±  4.3 (sys) ± 1.8 (lumi)  

µ-channel  10.6 ±  2.6 (stat) ±  2.5 (sys) ± 1.2 (lumi)
SM NLO Prediction: 13.8 ±  0.9 (sys)

Eγ
T > 10 GeV / ∆R(l, γ) > 0.5 / fγ

iso < 0.5

First Wγ, Zγ cross section measurements at 7 TeV
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Motivation:
  - Test EWK model, Sensitive to Triple Gauge Couplings 
  - Will Constrain New Physics in Anomalous TGCs
  - Dominant Background to H→WW search

WW Cross Section

Signature:
  - Performed Fully Leptonic Decays.
  - 2 Opposite-Sign Leptons (e,µ) 
  - Large Missing Energy 

q̄

q
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W+

Z/γ∗

q̄

q
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pT �
∆φ�

Relative Missing Energy
Emiss,Rel

T

g

g
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W+
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Jet multiplicities
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Figure 4: Jet multiplicity distribution for events passing the full W+W− selection before the application of the
jet-veto requirement. Here jets must have pT > 20 GeV and |η |< 3. The points represent the data and the stacked
histograms are the MC predictions.

Cuts e+e−+Emiss
T µ+µ− +Emiss

T e±µ∓ +Emiss
T

2 leptons (SS and OS) 6096 12802 134
2 leptons (OS) 6057 12798 126
M�� > 15 GeV 6044 12724 -
Z veto (|M��−MZ| > 10 GeV) 872 1935 -
Emiss

T, Rel cut 12 14 39
Jet veto (No. of jet=0) 1 2 5

Table 1: The number of candidates remaining in the data after applying the W+W− selection criteria in
the three di-lepton channels. The notation SS and OS denotes candidates with same-sign and opposite-
sign charges.

Table 2 shows the number of MC W+W− events passing each selection cut for the three di-lepton
channels. The MC events shown in the table are normalized to 35 pb−1 using the SM W+W− production
cross sections with qq̄� and gg initial states.

In addition to corrections for lepton identification efficiencies in MC, we also apply a MC acceptance
correction to account for the difference in the jet-veto efficiency between data and MC. Signal events may
fail the jet-veto requirement if initial-state radiation (ISR) from the incoming partons produces a jet that
satisfies the jet-veto requirements. The simulation may not predict this rate accurately, either because
the rate of ISR is not quite correct, or because the jet-energy scale in data and in the simulation are
not the same. In order to minimize the systematic uncertainty due to these two effects, we use control
samples of Z → �+�− data and MC to determine the jet-veto efficiency correction factor to the W+W−

selection [21]: εdata
WW = εMC

WW × fZ, with fZ = εdata
Z /εMC

Z = 0.97±0.06. The two efficiency numbers, εdata
Z

and εMC
Z , are the fraction of the Z events with zero jets found in data and MC, respectively.

The overall event selection acceptances for signal events are 4.1% for eνeν , 8.6% for µνµν , and
11.5% for eνµν . The contributions from W+W− → τ±ν�∓ν → ��±�∓+ nν are less than 10% of the
final selected W+W− signal events in all three di-lepton channels.

The overall systematic uncertainty in the W+W− selection acceptance is 7.4% for the combination
of the three di-lepton channels. This overall uncertainty includes the uncertainties due to lepton identifi-
cation (4.2%), the jet-veto (6.0%), the effect of multiple interactions (0.5%) and the uncertainties of the
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top row of this figure shows the Emiss
T, Rel distribution prior to applying the jet-veto selection criteria (defined

below) for the ee and µµ channels combined (left) and the eµ (right) channel.
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Figure 3: Emiss
T, Rel distributions for the selected ee and µµ (left) and eµ (right) samples after the Z mass veto cut

(top row). The bottom row shows the same distributions for events containing no hadronic jets with pT > 20 GeV
and |η | < 3.

Suppression of the top background is accomplished by rejecting events containing jets with pT > 20
GeV and |η | < 3 (the jet-veto requirement). The bottom row of Fig. 3 shows the Emiss

T, Rel distributions for
events after applying the jet-veto requirement. Figure 4 shows that the majority of the W+W− signal is in
the zero-jet bin of the jet multiplicity distribution, while the top events populate the higher jet multiplicity
bins.

Table 1 shows the numbers of candidates remaining after the various W+W− event selection criteria
are applied. After all the selection criteria are applied to the di-lepton samples, eight W+W− candidate
events remain: one in the ee channel, two in the µµ channel, and five in the eµ channel.

7 Signal acceptance

The signal acceptance is one of the key ingredients for determining the W+W− cross section. Deter-
mining this acceptance relies on detailed MC signal modeling and event selection efficiency corrections
using control data samples, as described in previous sections. These corrections differ by at most a
few percent from unity, indicating the inherent accuracy of the simulation. Detailed information on the
W+W− event selection acceptance is provided below.

7

top row of this figure shows the Emiss
T, Rel distribution prior to applying the jet-veto selection criteria (defined

below) for the ee and µµ channels combined (left) and the eµ (right) channel.
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(top row). The bottom row shows the same distributions for events containing no hadronic jets with pT > 20 GeV
and |η | < 3.

Suppression of the top background is accomplished by rejecting events containing jets with pT > 20
GeV and |η | < 3 (the jet-veto requirement). The bottom row of Fig. 3 shows the Emiss

T, Rel distributions for
events after applying the jet-veto requirement. Figure 4 shows that the majority of the W+W− signal is in
the zero-jet bin of the jet multiplicity distribution, while the top events populate the higher jet multiplicity
bins.

Table 1 shows the numbers of candidates remaining after the various W+W− event selection criteria
are applied. After all the selection criteria are applied to the di-lepton samples, eight W+W− candidate
events remain: one in the ee channel, two in the µµ channel, and five in the eµ channel.

7 Signal acceptance

The signal acceptance is one of the key ingredients for determining the W+W− cross section. Deter-
mining this acceptance relies on detailed MC signal modeling and event selection efficiency corrections
using control data samples, as described in previous sections. These corrections differ by at most a
few percent from unity, indicating the inherent accuracy of the simulation. Detailed information on the
W+W− event selection acceptance is provided below.
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WW Event Selection

All channels

Other Diboson: (WZ, ZZ, Wγ)
  - remove events w/ > 2 leptons.

Top:  (WW produced w/2 b-jets)
 - Jet Veto

Drell-Yan: (lepton pair + ‘fake’ MeT)
  - Require Large Relative MeT
  - Reject events consistent w/Z mass 

W+Jets: (lepton w/MeT + ‘fake’ lepton)
  - Isolation / lepton Identification

Backgrounds:

8 Signal Candidates: 1 ee / 2 µµ / 5 eµ

ee+µµ-channel

eµ-channel

Jet multiplicities
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below) for the ee and µµ channels combined (left) and the eµ (right) channel.
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Suppression of the top background is accomplished by rejecting events containing jets with pT > 20
GeV and |η | < 3 (the jet-veto requirement). The bottom row of Fig. 3 shows the Emiss

T, Rel distributions for
events after applying the jet-veto requirement. Figure 4 shows that the majority of the W+W− signal is in
the zero-jet bin of the jet multiplicity distribution, while the top events populate the higher jet multiplicity
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Table 1 shows the numbers of candidates remaining after the various W+W− event selection criteria
are applied. After all the selection criteria are applied to the di-lepton samples, eight W+W− candidate
events remain: one in the ee channel, two in the µµ channel, and five in the eµ channel.
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The signal acceptance is one of the key ingredients for determining the W+W− cross section. Deter-
mining this acceptance relies on detailed MC signal modeling and event selection efficiency corrections
using control data samples, as described in previous sections. These corrections differ by at most a
few percent from unity, indicating the inherent accuracy of the simulation. Detailed information on the
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are applied. After all the selection criteria are applied to the di-lepton samples, eight W+W− candidate
events remain: one in the ee channel, two in the µµ channel, and five in the eµ channel.
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the zero-jet bin of the jet multiplicity distribution, while the top events populate the higher jet multiplicity
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Table 1 shows the numbers of candidates remaining after the various W+W− event selection criteria
are applied. After all the selection criteria are applied to the di-lepton samples, eight W+W− candidate
events remain: one in the ee channel, two in the µµ channel, and five in the eµ channel.
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The signal acceptance is one of the key ingredients for determining the W+W− cross section. Deter-
mining this acceptance relies on detailed MC signal modeling and event selection efficiency corrections
using control data samples, as described in previous sections. These corrections differ by at most a
few percent from unity, indicating the inherent accuracy of the simulation. Detailed information on the
W+W− event selection acceptance is provided below.
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T, Rel distribution prior to applying the jet-veto selection criteria (defined

below) for the ee and µµ channels combined (left) and the eµ (right) channel.
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(top row). The bottom row shows the same distributions for events containing no hadronic jets with pT > 20 GeV
and |η | < 3.

Suppression of the top background is accomplished by rejecting events containing jets with pT > 20
GeV and |η | < 3 (the jet-veto requirement). The bottom row of Fig. 3 shows the Emiss

T, Rel distributions for
events after applying the jet-veto requirement. Figure 4 shows that the majority of the W+W− signal is in
the zero-jet bin of the jet multiplicity distribution, while the top events populate the higher jet multiplicity
bins.

Table 1 shows the numbers of candidates remaining after the various W+W− event selection criteria
are applied. After all the selection criteria are applied to the di-lepton samples, eight W+W− candidate
events remain: one in the ee channel, two in the µµ channel, and five in the eµ channel.
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mining this acceptance relies on detailed MC signal modeling and event selection efficiency corrections
using control data samples, as described in previous sections. These corrections differ by at most a
few percent from unity, indicating the inherent accuracy of the simulation. Detailed information on the
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T, Rel distributions for the selected ee and µµ (left) and eµ (right) samples after the Z mass veto cut

(top row). The bottom row shows the same distributions for events containing no hadronic jets with pT > 20 GeV
and |η | < 3.

Suppression of the top background is accomplished by rejecting events containing jets with pT > 20
GeV and |η | < 3 (the jet-veto requirement). The bottom row of Fig. 3 shows the Emiss

T, Rel distributions for
events after applying the jet-veto requirement. Figure 4 shows that the majority of the W+W− signal is in
the zero-jet bin of the jet multiplicity distribution, while the top events populate the higher jet multiplicity
bins.

Table 1 shows the numbers of candidates remaining after the various W+W− event selection criteria
are applied. After all the selection criteria are applied to the di-lepton samples, eight W+W− candidate
events remain: one in the ee channel, two in the µµ channel, and five in the eµ channel.
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mining this acceptance relies on detailed MC signal modeling and event selection efficiency corrections
using control data samples, as described in previous sections. These corrections differ by at most a
few percent from unity, indicating the inherent accuracy of the simulation. Detailed information on the
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T, Rel distributions for the selected ee and µµ (left) and eµ (right) samples after the Z mass veto cut

(top row). The bottom row shows the same distributions for events containing no hadronic jets with pT > 20 GeV
and |η | < 3.

Suppression of the top background is accomplished by rejecting events containing jets with pT > 20
GeV and |η | < 3 (the jet-veto requirement). The bottom row of Fig. 3 shows the Emiss

T, Rel distributions for
events after applying the jet-veto requirement. Figure 4 shows that the majority of the W+W− signal is in
the zero-jet bin of the jet multiplicity distribution, while the top events populate the higher jet multiplicity
bins.

Table 1 shows the numbers of candidates remaining after the various W+W− event selection criteria
are applied. After all the selection criteria are applied to the di-lepton samples, eight W+W− candidate
events remain: one in the ee channel, two in the µµ channel, and five in the eµ channel.

7 Signal acceptance

The signal acceptance is one of the key ingredients for determining the W+W− cross section. Deter-
mining this acceptance relies on detailed MC signal modeling and event selection efficiency corrections
using control data samples, as described in previous sections. These corrections differ by at most a
few percent from unity, indicating the inherent accuracy of the simulation. Detailed information on the
W+W− event selection acceptance is provided below.
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Cuts e+e−+Emiss
T µ+µ− +Emiss

T e±µ∓ +Emiss
T

2 leptons (SS and OS) 6096 12802 134
2 leptons (OS) 6057 12798 126
M�� > 15 GeV 6044 12724 -
Z veto (|M��−MZ| > 10 GeV) 872 1935 -
Emiss

T, Rel cut 12 14 39
Jet veto (No. of jet=0) 1 2 5

Table 1: The number of candidates remaining in the data after applying the W+W− selection criteria in
the three di-lepton channels. The notation SS and OS denotes candidates with same-sign and opposite-
sign charges.

Table 2 shows the number of MC W+W− events passing each selection cut for the three di-lepton
channels. The MC events shown in the table are normalized to 35 pb−1 using the SM W+W− production
cross sections with qq̄� and gg initial states.

In addition to corrections for lepton identification efficiencies in MC, we also apply a MC acceptance
correction to account for the difference in the jet-veto efficiency between data and MC. Signal events may
fail the jet-veto requirement if initial-state radiation (ISR) from the incoming partons produces a jet that
satisfies the jet-veto requirements. The simulation may not predict this rate accurately, either because
the rate of ISR is not quite correct, or because the jet-energy scale in data and in the simulation are
not the same. In order to minimize the systematic uncertainty due to these two effects, we use control
samples of Z → �+�− data and MC to determine the jet-veto efficiency correction factor to the W+W−

selection [21]: εdata
WW = εMC

WW × fZ, with fZ = εdata
Z /εMC

Z = 0.97±0.06. The two efficiency numbers, εdata
Z

and εMC
Z , are the fraction of the Z events with zero jets found in data and MC, respectively.

The overall event selection acceptances for signal events are 4.1% for eνeν , 8.6% for µνµν , and
11.5% for eνµν . The contributions from W+W− → τ±ν�∓ν → ��±�∓+ nν are less than 10% of the
final selected W+W− signal events in all three di-lepton channels.

The overall systematic uncertainty in the W+W− selection acceptance is 7.4% for the combination
of the three di-lepton channels. This overall uncertainty includes the uncertainties due to lepton identifi-
cation (4.2%), the jet-veto (6.0%), the effect of multiple interactions (0.5%) and the uncertainties of the

8

top row of this figure shows the Emiss
T, Rel distribution prior to applying the jet-veto selection criteria (defined

below) for the ee and µµ channels combined (left) and the eµ (right) channel.
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Figure 3: Emiss
T, Rel distributions for the selected ee and µµ (left) and eµ (right) samples after the Z mass veto cut

(top row). The bottom row shows the same distributions for events containing no hadronic jets with pT > 20 GeV
and |η | < 3.

Suppression of the top background is accomplished by rejecting events containing jets with pT > 20
GeV and |η | < 3 (the jet-veto requirement). The bottom row of Fig. 3 shows the Emiss

T, Rel distributions for
events after applying the jet-veto requirement. Figure 4 shows that the majority of the W+W− signal is in
the zero-jet bin of the jet multiplicity distribution, while the top events populate the higher jet multiplicity
bins.

Table 1 shows the numbers of candidates remaining after the various W+W− event selection criteria
are applied. After all the selection criteria are applied to the di-lepton samples, eight W+W− candidate
events remain: one in the ee channel, two in the µµ channel, and five in the eµ channel.

7 Signal acceptance

The signal acceptance is one of the key ingredients for determining the W+W− cross section. Deter-
mining this acceptance relies on detailed MC signal modeling and event selection efficiency corrections
using control data samples, as described in previous sections. These corrections differ by at most a
few percent from unity, indicating the inherent accuracy of the simulation. Detailed information on the
W+W− event selection acceptance is provided below.
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WW Cross Section
Backgrounds Events
Drell Yan (MC) 0.24 ± 0.15 ± 0.17

Top (MC) 0.55 ± 0.12 ± 0.30
W+Jets (Data) 0.54 ± 0.32 ± 0.21

Other Diboson (MC) 0.39 ± 0.04 ± 0.06

Total Background 1.72 ± 0.37 ± 0.45
Observed Events 8

NLO Prediction: 46 ± 3 pb 

Source Uncertainty
Luminosity 11%
Background 9.6%
Acceptance 7.4%

Systematic 16.4%

Statistical 44%

(MCFM with MSTW2008 (including gg))

(Signal Significance 3.0 σ)
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Figure 4: Likelihood constructed to discriminate againstW+jets background in the two-jet pretag sample

for the electron (a) and muon (b) channels and for the combined electron/muon channels in the two-jet

tag sample for positive (c) and negative (d) lepton charges.
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Figure 5: Number of events versus lepton type and charge for the cut-based (a) and likelihood (b) analy-

sis. The bins correspond, from left to right, to the µ+,e+,e− and µ− channels.

observed event yields as a function of the lepton type and charge for the cut-based (a) and likelihood (b)

analyses.
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- Signal Significance of 1.6 σ
- Observed Limit: 

- Expected Limit:  

Single Top: t-channel
l  ch. l  ch.

t-channel 
expectation 10.3 ± 1.8 4.4 ± 0.8

 Bkg
(Data/MC) 12.4 ± 3.3 8.8 ± 1.8

Observed 21 11

Signature
  - One lepton (e/µ)
  - 
  - 
  - 2 - jets (one b-jet)
  - 130 < mTop < 210 GeV
  - Light-jet eta  
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Figure 3: Discriminating variable distributions in the electron and muon tag channels for the two-jet

events used in the t-channel selection.

σt < 162 pb
(95 % Confidence level)

Results

+ -

σt < 182 pb

Limiting systematics:   Jet Energy Scale, 
   b-tagging efficiency, Background Modeling
Results 
   - crossed checked with likelihood method.
   - observed excess consistent w/SM prediction

El
T > 20 GeV

Emiss
T > 25 GeV
mW

T > 60 GeV− Emiss
T

|η(lf-jet)| > 2.5
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Lepton
Channel

Dilepton
Channel

Wt 12.6 ± 0.9 7.1 ± 0.5

Background 262.0 ± 22.8 91.3 ± 5.4

Observed 294 107
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Figure 7: Distributions for the dilepton analysis combining ee, µµ and eµ samples

by re-running the data-driven methods of Section 5.2 in the exclusive one-jet bin.278

Figure 7(c-d) shows the distributions of two discriminant variables, ∆φ( j1, E
miss
T
) and ∆R("1, "2), in279

the signal region; good agreement is found considering the limited statistics.280

6 Systematic uncertainties281

Sources of systematic uncertainty in the extraction of the t- andWt-channel cross-sections are considered282

for the normalisation of the individual backgrounds and the signal acceptance. They can be split into283

several categories; for each subset, we quote the dominant effects on the relative error on the measured284

cross-sections (∆σ/σ).285

• Object energy scale/resolution and efficiencies: Systematic uncertainties due to the residual286

differences between data and Monte Carlo simulations, on jets, electron and muon reconstruction287

after calibration, and errors on corrective scale factors are propagated to the event yields. The main288

source of uncertainty comes from the jet energy scale (40 and 20% in the t-channel andWt-channel289

lepton+jets analyses, 100% in the dilepton analysis) and the modelling of b-jet identification (40290

and 15% in the t- andWt-channel lepton+jets analyses respectively).291

• Monte Carlo generators and parton densities: Systematic effects from MC modelling are es-292

timated by comparing several generators (MC@NLO, P+P and P+H),293

changing ISR/FSR tuning parameters in AcerMC+Pythia top pair samples and reweighting Monte294
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7.2 Combined limit onWt-channel single-top production341

The results of Sections 4.6 and 5 are combined and used to set an upper limit on the cross-section342

for Wt-channel single top quark production. The resulting likelihood curves for the full five-channel343

combination are shown in Figure 8(b). Sources of systematic uncertainty which affect both analyses, such344

as the jet energy scale, are treated as fully correlated between them. The backgrounds from the t- and s-345

channel single top processes in the lepton+jets analysis are normalised to their expected Standard Model346

cross-sections. The expected and observed upper limits obtained from both Wt analyses and the full347

combination are reported in Table 8. The expected limit from the combined measurement corresponds348

to 6.4σS M = 93.8 pb, with the observed limit falling at 158.2 pb. The effect of the boundary at σ = 0 on349

the shape of the profile likelihood ratio and the limit were studied and found to be negligible for these350

analyses.351

Table 8: Expected (Standard Model) and observed upper limits on theWt-channel cross-section

Analysis Expected limit Observed limit

Lepton+jets 123 pb 198 pb

Dilepton 112 pb 110 pb

Combined 94 pb 158 pb

8 Conclusion352

A search for single-top quark production in 7 TeV proton-proton collisions has been carried out with the353

ATLAS detector using 35 pb−1 of integrated luminosity collected in the 2010 run of the LHC.354

The search for t-channel production is performed with a cut-based analysis and cross-checked with a355

likelihood approach. A production cross-section of σt = 53
+46
−36 pb is obtained with the cut-based analysis356

and is in good agreement with the likelihood method.357

The search forWt-channel production is performed in both the lepton+jets and the dilepton channels.358

The combination of both results leads to an observed (expected) limit on Wt-channel single-top quark359

production of σWt < 158 (94) pb at 95% C.L. This is the first limit on this production mode ever360

obtained at a hadron collider.361
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Figure 7: Distributions for the dilepton analysis combining ee, µµ and eµ samples

by re-running the data-driven methods of Section 5.2 in the exclusive one-jet bin.278

Figure 7(c-d) shows the distributions of two discriminant variables, ∆φ( j1, E
miss
T
) and ∆R("1, "2), in279

the signal region; good agreement is found considering the limited statistics.280

6 Systematic uncertainties281

Sources of systematic uncertainty in the extraction of the t- andWt-channel cross-sections are considered282

for the normalisation of the individual backgrounds and the signal acceptance. They can be split into283

several categories; for each subset, we quote the dominant effects on the relative error on the measured284

cross-sections (∆σ/σ).285

• Object energy scale/resolution and efficiencies: Systematic uncertainties due to the residual286

differences between data and Monte Carlo simulations, on jets, electron and muon reconstruction287

after calibration, and errors on corrective scale factors are propagated to the event yields. The main288

source of uncertainty comes from the jet energy scale (40 and 20% in the t-channel andWt-channel289

lepton+jets analyses, 100% in the dilepton analysis) and the modelling of b-jet identification (40290

and 15% in the t- andWt-channel lepton+jets analyses respectively).291

• Monte Carlo generators and parton densities: Systematic effects from MC modelling are es-292

timated by comparing several generators (MC@NLO, P+P and P+H),293

changing ISR/FSR tuning parameters in AcerMC+Pythia top pair samples and reweighting Monte294
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Figure 7: Distributions for the dilepton analysis combining ee, µµ and eµ samples

by re-running the data-driven methods of Section 5.2 in the exclusive one-jet bin.278

Figure 7(c-d) shows the distributions of two discriminant variables, ∆φ( j1, E
miss
T
) and ∆R("1, "2), in279

the signal region; good agreement is found considering the limited statistics.280

6 Systematic uncertainties281

Sources of systematic uncertainty in the extraction of the t- andWt-channel cross-sections are considered282

for the normalisation of the individual backgrounds and the signal acceptance. They can be split into283

several categories; for each subset, we quote the dominant effects on the relative error on the measured284

cross-sections (∆σ/σ).285

• Object energy scale/resolution and efficiencies: Systematic uncertainties due to the residual286

differences between data and Monte Carlo simulations, on jets, electron and muon reconstruction287

after calibration, and errors on corrective scale factors are propagated to the event yields. The main288

source of uncertainty comes from the jet energy scale (40 and 20% in the t-channel andWt-channel289

lepton+jets analyses, 100% in the dilepton analysis) and the modelling of b-jet identification (40290

and 15% in the t- andWt-channel lepton+jets analyses respectively).291

• Monte Carlo generators and parton densities: Systematic effects from MC modelling are es-292

timated by comparing several generators (MC@NLO, P+P and P+H),293
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Conclusions
Dibosons
 - First Wγ / Zγ x-section measurements at 7 TeV
 - Measured WW cross section
 - Future measurements constrain New Physics aTGCs

 Single Top
  - Presented First Searches.
  - Limits in t- and Wt- channels
  - More Statistics will allow
               x-section measurements

 W Asymmetry    
  - Measured in µ-ch.
  - Uncert. Comparable
      w/ current PDF fits. 
  - Future measurements  
          Constrain PDFs
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Leptons in ATLAS

Lepton Efficiencies measured in data
 from Ws and Zs

Electrons Muons

Neutrinos

EM Cluster matched to track.
“Loose”  RHad / shower 2nd layer 
“Medium”: shower strips/ track
“Tight”: track matching / TR  

2 Independent measurements 
Matching reject decays in flight
Impact parameter reject cosmics
  

Isolation required to reduce QCD Background

Presence inferred through overall 
momentum imbalance.

Calculated using noise suppressed 
clusters in calorimeter + reco. muons 

W-Candidates
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Muon Charge Asymmetry

21

Trigger Reconstruction
pT Scale and QCD Electro-weak and tt̄ Theoretical
Resolution Normalisation Normalisation Modelling

0.00 < |ηµ| < 0.21 0.011 0.010 0.003 0.003 < 0.001 0.007
0.21 < |ηµ| < 0.42 0.010 0.004 0.003 0.003 < 0.001 0.005
0.42 < |ηµ| < 0.63 0.009 0.004 0.003 0.003 < 0.001 0.006
0.63 < |ηµ| < 0.84 0.012 0.004 0.003 0.002 0.001 0.007
0.84 < |ηµ| < 1.05 0.013 0.006 0.003 0.003 0.001 0.008
1.05 < |ηµ| < 1.37 0.006 0.007 0.002 0.002 0.001 0.006
1.37 < |ηµ| < 1.52 0.006 0.005 0.002 0.003 0.002 0.005
1.52 < |ηµ| < 1.74 0.005 0.004 0.002 0.003 0.002 0.007
1.74 < |ηµ| < 1.95 0.006 0.003 0.002 0.002 0.001 0.006
1.95 < |ηµ| < 2.18 0.006 0.004 0.002 0.003 0.002 0.009
2.18 < |ηµ| < 2.40 0.007 0.005 0.002 0.003 0.002 0.007

Table 2: Absolute systematic uncertainties on the W charge asymmetry from different sources as a function of absolute muon pseudorapidity
that are described in the text.

Data MSTW 2008 CTEQ 6.6 HERA 1.0

0.00 < |ηµ| < 0.21 0.147 ± 0.011 ± 0.017 0.142+0.006
−0.014 0.164+0.006

−0.007 0.163 ± 0.007

0.21 < |ηµ| < 0.42 0.150 ± 0.010 ± 0.012 0.147+0.007
−0.014 0.168+0.006

−0.007 0.167 ± 0.007

0.42 < |ηµ| < 0.63 0.158 ± 0.010 ± 0.012 0.151+0.007
−0.013 0.173+0.006

−0.007 0.169 ± 0.007

0.63 < |ηµ| < 0.84 0.184 ± 0.010 ± 0.015 0.163+0.008
−0.012 0.186+0.007

−0.008 0.179+0.008
−0.007

0.84 < |ηµ| < 1.05 0.186 ± 0.011 ± 0.017 0.176+0.009
−0.012 0.198+0.007

−0.008 0.188 ± 0.008

1.05 < |ηµ| < 1.37 0.240 ± 0.008 ± 0.011 0.197 ± 0.010 0.219+0.008
−0.010 0.203+0.009

−0.008

1.37 < |ηµ| < 1.52 0.250 ± 0.011 ± 0.010 0.215+0.011
−0.010 0.237+0.009

−0.010 0.214 ± 0.009

1.52 < |ηµ| < 1.74 0.269 ± 0.009 ± 0.010 0.230+0.012
−0.010 0.251+0.009

−0.011 0.224 ± 0.009

1.74 < |ηµ| < 1.95 0.273 ± 0.009 ± 0.010 0.251+0.013
−0.009 0.270+0.010

−0.011 0.239+0.010
−0.009

1.95 < |ηµ| < 2.18 0.276 ± 0.009 ± 0.012 0.266+0.014
−0.010 0.284+0.010

−0.011 0.251+0.009
−0.010

2.18 < |ηµ| < 2.40 0.273 ± 0.010 ± 0.012 0.272+0.015
−0.011 0.288+0.009

−0.010 0.255+0.009
−0.010

Table 3: The muon charge asymmetry from W -boson decays in bins of absolute pseudorapidity. The data measurements are listed with
statistical and systematic uncertainties respectively. Predicted asymmetries of the MSTW 2008, CTEQ 6.6, and HERA 1.0 PDF sets are
shown for comparison.
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Figure 3: Distributions of the photon transverse energy (a), ∆R between lepton and photon (b), two
body transverse mass (mT (l,ν)) (c) and three body transverse mass (mT (l,ν ,γ)) (d) of the Wγ candidate
events. Monte Carlo predictions for signal and backgrounds are also shown.
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Figure 4: (a) three body invariant mass ml+l−γ distribution for Zγ data candidate events. Monte Carlo
predictions for signal and backgrounds are also shown. (b) Two dimensional plots of ml+l−γ vs ml+l− for
Zγ data candidate events. The Monte Carlo signal prediction is also shown.
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Figure 3: Distributions of the photon transverse energy (a), ∆R between lepton and photon (b), two
body transverse mass (mT (l,ν)) (c) and three body transverse mass (mT (l,ν ,γ)) (d) of the Wγ candidate
events. Monte Carlo predictions for signal and backgrounds are also shown.
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Figure 4: (a) three body invariant mass ml+l−γ distribution for Zγ data candidate events. Monte Carlo
predictions for signal and backgrounds are also shown. (b) Two dimensional plots of ml+l−γ vs ml+l− for
Zγ data candidate events. The Monte Carlo signal prediction is also shown.
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Wγ: W+jet Bkg

Estimate 80 +/- 0.9 % purity

23

Figure 5: Sketch of the two-dimensional plane defining the 4 regions used in the sideband method.
Region A is the signal region and regions B, C and D are the background enriched control regions. In the
“non-tight” control regions, photons candidates are required to pass the “loose” quality cut requirements
but fail at least one of the “tight” selection criteria.

(0.6%); the differences in pT spectrum between the electron and the photon sample (1.5%).

4 Background Determination and Signal Yield

The dominant sources of background for this analysis are the W (Z)+jets processes when photons,
present in the cascade products of mesons produced by the jet hadronization, pass the photon selection
criteria. A smaller fraction of background events is instead due to other processes, such as W → τν , tt̄,
and Z → e+e−(µ+µ−) (misidentified as Wγ). These sources of background will be referred collectively
as “non W+jets background” in this section.

A data-driven method is employed to estimate the amount of W+jets background present in the Wγ
selected events. For the Zγ events, the very low statistics currently available does not allow a reliable data
driven estimation of the Z+jets background contribution. This background, as well as the non W+jets
background, is estimated from Monte Carlo.

To extract the W+jets background contributions from the final Wγ photon candidate events, a two-
dimensional sideband method is applied. The two dimensions are defined by the Eiso

T on one axis, and
the photon identification “quality” of the photon candidate on the other axis, following the approach
described in [17]. In this analysis the Eiso

T boundary for the signal and control regions is set to 5 GeV and
6 GeV respectively (see Figure 5). The number of observed events in the control regions are corrected
for the expected signal and non W+jets background contribution, both estimated from Monte Carlo. In
addition, the expected contribution from the non W+jets background is also subtracted from the observed
events in the signal region.

The W+jets background contribution as estimated by this data-driven method is reported in Table 1.
In the same table the estimated Wγ signal yield as well as the total background and signal yield for Zγ
case is also shown. The purity P of the Wγ (Zγ) sample, defined as the fraction of signal in the final
photon candidate selected events (after the non W+jets background is subtracted), is calculated to be of
the order of 80% (85%).

A total uncertainty of 11% is assigned to the purity estimate. It results from the uncertainty related
to the definition of the background isolation control region (4%), the uncertainty related to the definition
of the “non-tight” control region (9%), the uncertainty on the signal presence in the background regions
(3.2%) and the uncertainty on the impact on the correlation between the energy isolation and photon
identification variables (3%).
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Process Observed events non W+jets background W+jet background Extracted Signal

pp → eνγ 95 10.1±0.8±1.2 16.9 ±6.4±7.3 67.9 ±9.5±7.3
pp → µνγ 97 12.4±0.9±1.4 16.8±4.7±7.3 67.8±9.3±7.4

Process Observed events Total Background Extracted Signal

pp → e+e−γ 25 3.8±3.8 21.2 ±5.8±3.8
pp → µ+µ−γ 23 3.4±3.4 19.6±4.8±3.4

Table 1: Numbers of the total observed candidate events, estimated number of background and estimated

number of signal events for the pp → lνγ and pp → l+l−γ selected samples. The first uncertainty is

statistical. The second uncertainty represents the systematics. The W+jets background contribution is

estimated with a data-driven two-dimensional sideband method. Uncertainties on the luminosity deter-

mination and on the NLO theoretical cross section predictions are taken into account for the estimate

of the non W+jets background. The uncertainty on the Monte Carlo based background estimate for the

pp → l+l−γ process is 100%.
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Figure 6: Eiso
T distribution for photon candidates passing the “tight” quality criteria in the Wγ (a) and

in the Zγ (b) data events (black points). The shape of the predicted W+jets background is taken from

the data Eiso
T distribution of events in the background-dominated region C-D while the normalization is

determined by the two-dimensional sideband data-driven method. The predicted contributions from the

non W+jets backgrounds and from the signal are taken from Monte Carlo.

In Figure 6a (6b), the Eiso
T distribution of photon candidate events passing the “tight” quality criteria

in the Wγ (Zγ) combined sample is shown along with the predicted contribution for the background.

5 Cross Section Measurements and Comparison to Theoretical Calcula-
tion

5.1 Fiducial and Total Cross Section Definition

The measurements for the fiducial cross sections for the processes pp → lνγ +X and pp → l+l−γ +X
can be expressed as

σ f id
pp→lνγ(l+l−γ) =

Nsig
Wγ(Zγ)

CWγ(Zγ) ·LWγ(Zγ)
(1)
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W/Z + γ Yield Systematics

Source e-channel µ-channel
γ Reco/ID 13.0% 13.0%

Background 10.8% 10.8%
Acceptance 8% 8%
lepton ID 5% 2.2%
EM Scale 4.5% 3%

Zγ Systematics Wγ Systematics
Source e-channel µ-channel
γ Reco/ID 13.0% 13.0%

Background 10.8% 10.8%
Acceptance 8% 8%

MeT scale/resolution 5% 5%
lepton ID 4.5% 1%
EM Scale 3% 4% 24

Process Observed events non W+jets background W+jet background Extracted Signal

pp → eνγ 95 10.1±0.8±1.2 16.9 ±6.4±7.3 67.9 ±9.5±7.3
pp → µνγ 97 12.4±0.9±1.4 16.8±4.7±7.3 67.8±9.3±7.4

Process Observed events Total Background Extracted Signal

pp → e+e−γ 25 3.8±3.8 21.2 ±5.8±3.8
pp → µ+µ−γ 23 3.4±3.4 19.6±4.8±3.4

Table 1: Numbers of the total observed candidate events, estimated number of background and estimated

number of signal events for the pp → lνγ and pp → l+l−γ selected samples. The first uncertainty is

statistical. The second uncertainty represents the systematics. The W+jets background contribution is

estimated with a data-driven two-dimensional sideband method. Uncertainties on the luminosity deter-

mination and on the NLO theoretical cross section predictions are taken into account for the estimate

of the non W+jets background. The uncertainty on the Monte Carlo based background estimate for the

pp → l+l−γ process is 100%.
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Figure 6: Eiso
T distribution for photon candidates passing the “tight” quality criteria in the Wγ (a) and

in the Zγ (b) data events (black points). The shape of the predicted W+jets background is taken from

the data Eiso
T distribution of events in the background-dominated region C-D while the normalization is

determined by the two-dimensional sideband data-driven method. The predicted contributions from the

non W+jets backgrounds and from the signal are taken from Monte Carlo.

In Figure 6a (6b), the Eiso
T distribution of photon candidate events passing the “tight” quality criteria

in the Wγ (Zγ) combined sample is shown along with the predicted contribution for the background.

5 Cross Section Measurements and Comparison to Theoretical Calcula-
tion

5.1 Fiducial and Total Cross Section Definition

The measurements for the fiducial cross sections for the processes pp → lνγ +X and pp → l+l−γ +X
can be expressed as

σ f id
pp→lνγ(l+l−γ) =

Nsig
Wγ(Zγ)

CWγ(Zγ) ·LWγ(Zγ)
(1)
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Wγ / Zγ Cross Section
Definition

Inputs

Results
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where

• Nsig
Wγ and Nsig

Zγ denote the numbers of background-subtracted signal events passing the selection

criteria of the analyses in the Wγ and Zγ channels. The Nsig
values for both Wγ and Zγ processes

are given in Table 1.

• LWγ and LZγ denote the integrated luminosities for the channels of interest.

• CWγ and CZγ denote the probability for events generated within the fiducial region of the phase-

space where the measurements are performed (as defined in Table 2) to pass the final selection

requirements.

Total cross sections for the Wγ and Zγ processes can be derived from fiducial cross sections by

extrapolation. The extrapolation calculation is purely based on Monte Carlo simulation and it can be

summarized with factors AWγ , AZγ representing the acceptance of the fiducial phase-space region with

respect to the extended region (defined in Table 2):

σ total
pp→lνγ(pp→l+l−γ) =

σ f id
pp→lνγ(pp→l+l−γ)

AWγ(Zγ)
(2)

Fiducial Cross Section
eνγ µνγ e+e−γ µ+µ−γ

Lepton Et(pT ) cut Ee
T > 20 GeV pµ

T > 20 GeV Ee
T > 20 GeV pµ

T > 20 GeV

pν
T > 25 GeV pν

T > 25 GeV

|ηe|< 2.47 |ηµ |< 2.4 |ηe|< 2.47 |ηµ |< 2.4
Lepton η cut excluding excluding

1.37 < |ηe|< 1.52 1.37 < |ηe|< 1.52

Boson mass cut mT > 40 GeV mT > 40 GeV mee > 40 GeV mµµ > 40 GeV

Eγ
T > 15 GeV

Photon cut |ηγ |< 2.47 (excluding 1.37 < |ηγ |< 1.52)

∆R(l,γ)> 0.7
photon isolation fraction ε p

h < 0.5
Total Cross Section

Eγ
T > 10 GeV

Photon cut ∆R(l,γ)> 0.5
photon isolation fraction ε p

h < 0.5

Table 2: Definition of the fiducial regions where the measurements are performed and the extended

region (common to all measurements) where the total cross sections are evaluated, where ε p
h is defined at

particle level as the ratio between sum of the energies carried by final state particles in the cone ∆R < 0.4
around the photon and the energy carried by the photon.

5.1.1 Correction factor CWγ and CZγ

The correction factors CWγ(Zγ) include all trigger, photon and lepton selection efficiencies. The central

values of the correction factors CWγ and CZγ are computed using Wγ and Zγ signal Monte Carlo samples

corrected for discrepancies in trigger, lepton and photon selection efficiencies between data and Monte

Carlo, as described in Section 3. The breakdown of the uncertainties in CWγ and CZγ is reported in

Table 3. The uncertainties related to the efficiency components of CWγ and CZγ have been discussed in

Section 3. Other sources of uncertainties include:

9

value stat. syst. lumi
pp → eνγ

Nsig
Wγ 67.9 9.5 7.3 -

LWγ [pb−1] 36.4 - - 4
CWγ 0.363 0.001 0.052 -
AWγ 6.95×10−2 0.1×10−2 0.57×10−2 -

pp → e+e−γ
Nsig

Zγ 21.2 5.8 3.8 -
LZγ [pb−1] 36.4 - - 4

CZγ 0.289 0.01 0.042 -
AZγ 12.2×10−2 0.2×10−2 0.98×10−2 -

pp → µνγ
Nsig

Wγ 67.8 9.3 7.4 -
LWγ [pb−1] 35.2 - - 3.9

CWγ 0.457 0.001 0.063 -
AWγ 7.19×10−2 0.1×10−2 0.58×10−2 -

pp → µ+µ−γ
Nsig

Zγ 19.6 4.8 3.4 -
LZγ [pb−1] 35.2 - - 3.9

CWγ 0.428 0.01 0.059 -
AWγ 12.3×10−2 0.15×10−2 0.98×10−2 -

Table 4: Summary of input quantities for the calculation of the Wγ and Zγ production cross sections. For
each channel, the observed numbers of signal events after background subtraction, the correction factors
CWγ(Zγ), the acceptance factors AWγ(Zγ), and the integrated luminosities are given, with their statistical,
systematic, and luminosity uncertainties.
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experimental measurement SM model prediction

σ f id [pb](measured) σ f id [pb](predicted)

pp → eνγ 5.1±0.7(stat)±0.9(syst)±0.6(lumi) 4.6±0.3(syst)
pp → µνγ 4.2±0.6(stat)±0.7(syst)±0.5(lumi) 4.9±0.3(syst)

pp → e
+

e
−γ 2.0±0.6(stat)±0.5(syst)±0.2(lumi) 1.7±0.1(syst)

pp → µ+µ−γ 1.3±0.3(stat)±0.3(syst)±0.1(lumi) 1.7±0.1(syst)
σ total[pb](measured) σ total[pb](predicted)

pp → eνγ 73.9±10.5(stat)±14.6(syst)±8.1(lumi) 69.0±4.6(syst)
pp → µνγ 58.6±8.2(stat)±11.3(syst)±6.4(lumi) 69.0±4.6(syst)

pp → e
+

e
−γ 16.4±4.5(stat)±4.3(syst)±1.8(lumi) 13.8±0.9(syst)

pp → µ+µ−γ 10.6±2.6(stat)±2.5(syst)±1.2(lumi) 13.8±0.9(syst)

Table 5: Fiducial and total cross sections of the pp → lνγ +X and pp → llγ +X process at
√

s = 7 TeV.

Both, experimental measurement and SM model NLO prediction are given. The total cross sections are

measured with pT (γ) > 10 GeV, ∆R(l,γ) > 0.5 and ε p

h
< 0.5, the fiducial cross section is defined in

Section 5.

5.2 Comparison to Theoretical Calculation

The Standard Model predictions for the Wγ and Zγ fiducial and total cross sections (as defined in Section

5.1) are given in Table 5. The uncertainty on the cross section predictions are estimated using the PDF

error eigenvectors at the 90% C.L. limit (5%), and to account for the approximation of using the W/Z

inclusive k-factor for the W/Z + γ kFSR (3%).

Another source of uncertainty accounts for the possible discrepancy between the photon isolation

used in the calculation of the Standard Model total cross section predictions (i.e. the variable εh imple-

mented in the Baur NLO program introduced in Section 1.1) and the photon isolation criteria at particle

level (ε p

h
) present in the definition of the total cross section acceptance. This uncertainty is estimated

to be 4% by studying the impact on the cross section predicted by the Baur NLO generator of a 100%

variation of the εh parameter.

6 Summary

The first measurement of the processes pp → lνγ +X and pp → l
+

l
−γ +X is reported. The measure-

ment makes use of ∼ 35 pb
−1

of data collected with the ATLAS detector at
√

s = 7 TeV. The measured

fiducial cross sections of such processes (defined in the phase-space region where the detector has good

acceptance) and the extrapolated total cross sections (for p
γ
T
> 10 GeV, ∆R(l,γ)> 0.5, and ε p

h
< 0.5) are

presented. The measurements are in agreement with the predictions of the Standard Model at O(ααs) as

shown in Table 5. The precision of the measurement of pp → lνγ +X process is limited by its systematic

uncertainty, whereas the measurement of pp → l
+

l
−γ +X has similar statistical and systematic uncer-

tainties. The most significant systematic uncertainties in both measurements arise from the background

estimation and the efficiencies of photon identification and isolation, and can be expected to be reduced

as more data are recorded.
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WW Backgrounds

Top W+Jets
in di-jets

Drell Yan
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Final State e+e−Emiss

T
µ+µ−Emiss

T
e±µ∓Emiss

T
combined

Observed Events 1 2 5 8

MC WW Signal 0.85±0.02±0.13 1.74±0.04±0.24 4.81±0.06±0.68 7.40±0.07±1.05

Backgrounds

Top (MC) 0.04±0.02±0.03 0.15±0.06±0.08 0.36±0.10±0.19 0.55±0.12±0.30

W+jets (data) 0.08±0.05±0.03 0.00±0.29±0.10 0.46±0.12±0.17 0.54±0.32±0.21

DY (MC/data) 0.00±0.10±0.07 0.01±0.10±0.07 0.23±0.06±0.15 0.24±0.15±0.17

Other dibosons (MC) 0.05±0.01±0.01 0.10±0.01±0.01 0.24±0.05±0.03 0.39±0.04±0.06

Total Background 0.17±0.11±0.09 0.26±0.31±0.15 1.29±0.17±0.32 1.72±0.37±0.45

Signal / Background 5.0 6.7 3.7 4.3

Table 5: Summary of observed events and expected signal and background contributions in three di-

lepton and combined channels. The first error is statistical, the second systematic. The methods used

to determine the background contributions are indicated in the first column. Taking the systematic un-

certainties from top and other dibosons as 100% correlated, but independent from the Drell-Yan (DY)

and the W+jets systematic uncertainties (which are estimated from data), the combined systematic un-

certainty for the total background is calculated to be

�
(0.30+0.06)2 +0.212 +0.172 = 0.45. When

the quoted errors are greater than the central values, the lower boundary of the background contribution

should be taken as zero. The central value and statistical uncertainty for the Drell-Yan process estimation

is MC based while the systematic uncertainties are derived from a data-driven method.

The kinematic distributions of the final W+W−
candidates compared with the predicted W+W−

sig-

nal and estimated background are shown in the following figures for leptons, di-leptons and di-lepton

plus Emiss

T
systems. The leading and the sub-leading lepton pT are shown in Fig. 5. The di-lepton system

pT and the φ angle difference between two leptons are shown in Fig. 6. Figure 7 shows the distribu-

tions of transverse mass MT =
�

(E�1

T
+E�2

T
+Emiss

T
)2− (�p�1

T
+�p�2

T
+�Emiss

T
)2 and transverse momentum

pT(��Emiss

T
) of the di-lepton plus Emiss

T
system, where E�

T
and �p�

T
denote transverse energies and momenta

for leptons, and Emiss

T
and �Emiss

T
denote missing transverse energy and momentum in the event. The MC

results shown in these plots are normalized to the integrated luminosity of 35 pb
−1

and the SM cross

sections with event selection acceptance. These distributions are sensitive to new physics which could

be revealed by anomalous triple gauge couplings.

9.2 W+W− detection sensitivity

We estimate the W+W−
detection sensitivity using the log-likelihood ratio method as shown in Eqn. 2.

−2lnQ =−2ln
L(s+b)

L(b)
; L(s+b) =

e−(Ns+Nb)(Ns +Nb)Nobs

Nobs!
, L(b) =

e−Nb(Nb)Nobs

Nobs!
, (2)

where Ns, Nb and Nobs represent expected signal, background, and observed data events for the three

di-lepton channels combined. To take into account the possibility of background fluctuations, 10 mil-

lion pseudo-experiments were performed, using the expected number of background events as the mean

value of a Poisson distribution to produce ‘observed’ events (Nobs) for each pseudo-experiment. The

background uncertainty of 0.58 events is included as a Gaussian variation of the expected background

yield. This uncertainty on the background estimate includes both statistical and systematic uncertainties.

With eight observed W+W−
candidate events and 1.72± 0.58 (stat ⊕ syst) estimated background

events, we estimate that the probability for the background to fluctuate up to at least the observed number
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Figure 5: Distributions of leading (left) and sub-leading (right) lepton pT for W+W− candidates. The points are
the data and the stacked histograms are from MC predictions except the W+jets background, which is obtained
from data-driven methods. The estimated uncertainties are shown as the hatched bands (stat ⊕ syst).
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Figure 7: Distributions of MT (left) and pT (right) of the di-lepton+Emiss
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candidates. The

points are the data and the stacked histograms are from MC predictions except the W+jets background, which is

obtained from data-driven methods. The estimated uncertainties are shown as the hatched bands (stat ⊕ syst).

observed events for the i-th di-lepton channel, respectively. Bri
is the leptonic branching ratio, L is the

integrated luminosity, and Ai
is the signal acceptance corrected by the selection efficiency difference

between data and MC. The W+W−
cross section (σWW ) is determined by maximizing the log-likelihood

function F . The fitted W+W−
cross sections for three channels individually and combined are listed in

Table 6.

Channels Ns(SM) Nb Nobs σWW [pb]

e+e−Emiss

T
0.85 0.17 1 45

+74

−38

µ+µ−Emiss

T
1.74 0.26 2 46

+47

−29

e±µ∓Emiss

T
4.81 1.29 5 36

+25

−19

Total 7.40 1.72 8 40
+20

−16

Table 6: Inputs for the WW cross-section measurements and the corresponding extracted results.

Ns(SM), Nb, and Nobs denote number of the SM expected signal, estimated background, and observed

events, respectively. σWW is the cross section from the maximum log-likelihood fitting. Only statistical

uncertainties are given.

The combined W+W−
cross section together with statistical and systematic uncertainties is

σWW = 40
+20

−16
(stat)±7(syst) pb.

The statistical uncertainty (44%) is the dominant uncertainty for this measurement. The total system-

atic uncertainty (16.4%) includes the luminosity uncertainty (∆L /L = 11%), acceptance uncertainty

(∆A/A = 7.4%), and background estimation uncertainty (∆Nb/Nb = 34%). The relative systematic un-

certainty for the cross section measurement is estimated as

σsyst/σWW =
�

(∆L /L )2 +(∆A/A)2 +(∆Nb/(Nobs−Nb))2,

which is derived from the formula σWW = Nobs−Nb

AL Br .

14

PDFs (including the error matrices of the CTEQ6.6 PDF sets and the differences between the CTEQ6.6
and the MSTW PDF sets) used in MC modeling (1.2%).

Cuts eeEmiss
T Channel µµEmiss

T Channel eµEmiss
T Channel

eνeν ττ/eτνν µνµν ττ/µτνν eνµν ττ/µτ/eτνν
Total Events 18.99 7.27 18.99 7.27 37.98 14.55
2 leptons (opposite charge) 3.46 0.41 7.70 0.85 10.36 1.16
M�� > 15 GeV & Z veto 2.93 0.34 6.43 0.69 10.36 1.16
Emiss

T, Rel cut 1.21 0.11 2.76 0.21 7.17 0.74
Jet veto 0.78 0.07 1.63 0.12 4.38 0.43
Overall acceptance 4.1% 0.9% 8.6% 1.6% 11.5% 2.9%

Table 2: The number of events predicted by the MC for the W+W− signal (qq̄�, qq̄ →W+W− and
gg →W+W−) for the three di-lepton channels after applying the various selection criteria. We list sep-
arately the cases when both leptons are from prompt W decay, and when one or both leptons are from
cascade decays involving τs. The numbers of events are normalized to 35 pb−1 using the SM W+W−

production cross sections. The overall acceptances for the different cases are given in the last row.

8 Background estimation

As described in the Introduction, the main backgrounds for the W+W− signal come from Drell-Yan
events, top (tt̄ and single top) production, W+jets, and diboson (WZ, ZZ, Wγ and Zγ) production. The
contributions of these various backgrounds to the final W+W− sample are described in this section.

8.1 Drell-Yan

Drell-Yan events (Z/γ∗ → �+�−), like W+W− events, produce two high pT leptons. Much of this back-
ground is removed by the di-lepton invariant mass cuts and Emiss

T, Rel cuts described in Sect. 6. Given the
relatively large cross section of the Drell-Yan process, it contributes a non-negligible background to the
W+W− signal due to energy/momentum mis-measurements of the two leptons or as a result of hadronic
activity in the rest of the event.

The Drell-Yan backgrounds are determined from MC events generated with ALPGEN and passed
through the ATLAS detector simulation. The results are cross checked with additional MC events pro-
duced by the PYTHIA and MC@NLO generators. The systematic uncertainties are determined using a
data-driven method which compares the Emiss

T, Rel distributions in data and MC within the Z peak region.
The distributions are found to be consistent within statistical uncertainties. As a conservative estimate
of the systematic, the observed difference is combined linearly with the statistical uncertainty. This sys-
tematic uncertainty is applied to the background predictions from MC. With the assumptions that the
mechanism that causes a discrepancy between data and MC is independent of the invariant mass of the
two leptons, and that any discrepancy between data and MC is caused by a mis-modeling of the Drell-
Yan sample, a systematic uncertainty of 64% for the Drell-Yan background estimation from the MC
simulation is determined. The estimated Drell-Yan backgrounds together with statistical and systematic
uncertainties are shown in Table 3.
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Figure 3: Discriminating variable distributions in the electron and muon tag channels for the two-jet

events used in the t-channel selection.

30

March 9, 2011 – 12 : 20 DRAFT 7

(leading untagged jet)η
-5 -4 -3 -2 -1 0 1 2 3 4 5

N
u
m

b
e
r 

o
f 
e
ve

n
ts

0

5

10

15

20

25

30

35

40 ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Electron, 2 jets

Reconstructed Top mass [GeV]

100 200 300 400 500 600

N
u
m

b
e
r 

o
f 
e
ve

n
ts

0

10

20

30

40

50

60

70
ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Electron, 2 jets

(jets) [GeV]TH

0 50 100 150 200 250 300 350 400

N
u
m

b
e
r 

o
f 
e
ve

n
ts

0

10

20

30

40

50

ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Electron, 2 jets

)
T

(lepton,Missing Eφ∆cos
-1 -0.8-0.6-0.4-0.2 0 0.2 0.4 0.6 0.8 1

N
u
m

b
e
r 

o
f 
e
ve

n
ts

0

10

20

30

40

50

60
ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Electron, 2 jets

 R(b-Jet,lepton)∆
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

N
u
m

b
e
r 

o
f 
e
ve

n
ts

0

5

10

15

20

25

30

35

40

45
ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Electron, 2 jets
t-channel
W+t prod.

s-channel
top pairs

W + heavy flavor

W + jets

Dibosons
Z + jets

Multijets

Data

Electron channel 2-jet tag sample

(leading untagged jet)η
-5 -4 -3 -2 -1 0 1 2 3 4 5

N
u
m

b
e
r 

o
f 
e
ve

n
ts

0

10

20

30

40

50

60
ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Muon, 2 jets

Reconstructed Top mass [GeV]

100 200 300 400 500 600

N
u
m

b
e
r 

o
f 
e
ve

n
ts

0

20

40

60

80

100
ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Muon, 2 jets

(jets) [GeV]TH

0 50 100 150 200 250 300 350 400

N
u
m

b
e
r 

o
f 
e
ve

n
ts

0

20

40

60

80

100 ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Muon, 2 jets

)
T

(lepton,Missing Eφ∆cos
-1 -0.8-0.6-0.4-0.2 0 0.2 0.4 0.6 0.8 1

N
u
m

b
e
r 

o
f 
e
ve

n
ts

0

20

40

60

80

100

120
ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Muon, 2 jets

 R(b-Jet,lepton)∆
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

N
u
m

b
e
r 

o
f 
e
ve

n
ts

0

10

20

30

40

50

60 ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Muon, 2 jets
t-channel
W+t prod.

s-channel
top pairs

W + heavy flavor

W + jets

Dibosons
Z + jets

Multijets

Data

Muon channel 2-jet tag sample

Figure 3: Discriminating variable distributions in the electron and muon tag channels for the two-jet

events used in the t-channel selection.

March 9, 2011 – 12 : 20 DRAFT 7

(leading untagged jet)η
-5 -4 -3 -2 -1 0 1 2 3 4 5

N
u

m
b

e
r 

o
f 

e
ve

n
ts

0

5

10

15

20

25

30

35

40 ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Electron, 2 jets

Reconstructed Top mass [GeV]

100 200 300 400 500 600

N
u

m
b

e
r 

o
f 

e
ve

n
ts

0

10

20

30

40

50

60

70
ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Electron, 2 jets

(jets) [GeV]TH

0 50 100 150 200 250 300 350 400

N
u

m
b

e
r 

o
f 

e
ve

n
ts

0

10

20

30

40

50

ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Electron, 2 jets

)
T

(lepton,Missing Eφ∆cos
-1 -0.8-0.6-0.4-0.2 0 0.2 0.4 0.6 0.8 1

N
u

m
b

e
r 

o
f 

e
ve

n
ts

0

10

20

30

40

50

60
ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Electron, 2 jets

 R(b-Jet,lepton)∆
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

N
u

m
b

e
r 

o
f 

e
ve

n
ts

0

5

10

15

20

25

30

35

40

45
ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Electron, 2 jets
t-channel
W+t prod.

s-channel
top pairs

W + heavy flavor

W + jets

Dibosons
Z + jets

Multijets

Data

Electron channel 2-jet tag sample

(leading untagged jet)η
-5 -4 -3 -2 -1 0 1 2 3 4 5

N
u

m
b

e
r 

o
f 

e
ve

n
ts

0

10

20

30

40

50

60
ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Muon, 2 jets

Reconstructed Top mass [GeV]

100 200 300 400 500 600

N
u

m
b

e
r 

o
f 

e
ve

n
ts

0

20

40

60

80

100
ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Muon, 2 jets

(jets) [GeV]TH

0 50 100 150 200 250 300 350 400

N
u

m
b

e
r 

o
f 

e
ve

n
ts

0

20

40

60

80

100 ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Muon, 2 jets

)
T

(lepton,Missing Eφ∆cos
-1 -0.8-0.6-0.4-0.2 0 0.2 0.4 0.6 0.8 1

N
u

m
b

e
r 

o
f 

e
ve

n
ts

0

20

40

60

80

100

120
ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Muon, 2 jets

 R(b-Jet,lepton)∆
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

N
u

m
b

e
r 

o
f 

e
ve

n
ts

0

10

20

30

40

50

60 ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Muon, 2 jets
t-channel
W+t prod.

s-channel
top pairs

W + heavy flavor

W + jets

Dibosons
Z + jets

Multijets

Data

Muon channel 2-jet tag sample

Figure 3: Discriminating variable distributions in the electron and muon tag channels for the two-jet

events used in the t-channel selection.
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Figure 3: Discriminating variable distributions in the electron and muon tag channels for the two-jet

events used in the t-channel selection.

March 9, 2011 – 12 : 20 DRAFT 7

(leading untagged jet)η
-5 -4 -3 -2 -1 0 1 2 3 4 5

N
u

m
b

e
r 

o
f 

e
ve

n
ts

0

5

10

15

20

25

30

35

40 ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Electron, 2 jets

Reconstructed Top mass [GeV]

100 200 300 400 500 600

N
u

m
b

e
r 

o
f 

e
ve

n
ts

0

10

20

30

40

50

60

70
ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Electron, 2 jets

(jets) [GeV]TH

0 50 100 150 200 250 300 350 400

N
u

m
b

e
r 

o
f 

e
ve

n
ts

0

10

20

30

40

50

ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Electron, 2 jets

)
T

(lepton,Missing Eφ∆cos
-1 -0.8-0.6-0.4-0.2 0 0.2 0.4 0.6 0.8 1

N
u

m
b

e
r 

o
f 

e
ve

n
ts

0

10

20

30

40

50

60
ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Electron, 2 jets

 R(b-Jet,lepton)∆
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

N
u

m
b

e
r 

o
f 

e
ve

n
ts

0

5

10

15

20

25

30

35

40

45
ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Electron, 2 jets
t-channel
W+t prod.

s-channel
top pairs

W + heavy flavor

W + jets

Dibosons
Z + jets

Multijets

Data

Electron channel 2-jet tag sample

(leading untagged jet)η
-5 -4 -3 -2 -1 0 1 2 3 4 5

N
u

m
b

e
r 

o
f 

e
ve

n
ts

0

10

20

30

40

50

60
ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Muon, 2 jets

Reconstructed Top mass [GeV]

100 200 300 400 500 600

N
u

m
b

e
r 

o
f 

e
ve

n
ts

0

20

40

60

80

100
ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Muon, 2 jets

(jets) [GeV]TH

0 50 100 150 200 250 300 350 400

N
u

m
b

e
r 

o
f 

e
ve

n
ts

0

20

40

60

80

100 ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Muon, 2 jets

)
T

(lepton,Missing Eφ∆cos
-1 -0.8-0.6-0.4-0.2 0 0.2 0.4 0.6 0.8 1

N
u

m
b

e
r 

o
f 

e
ve

n
ts

0

20

40

60

80

100

120
ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Muon, 2 jets

 R(b-Jet,lepton)∆
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

N
u

m
b

e
r 

o
f 

e
ve

n
ts

0

10

20

30

40

50

60 ATLAS =7TeV sPreliminary @ 

-1
 L= 35 pb∫

Muon, 2 jets
t-channel
W+t prod.

s-channel
top pairs

W + heavy flavor

W + jets

Dibosons
Z + jets

Multijets

Data

Muon channel 2-jet tag sample

Figure 3: Discriminating variable distributions in the electron and muon tag channels for the two-jet

events used in the t-channel selection.

Event Selection
- One lepton (e/µ)

-
- 
- 2 - jets (one b-jet)
- 130 < MTop < 210 GeV
- Light-jet eta  

El
T > 20 GeV

Emiss
T > 25 GeV

mW
T > 60 GeV− Emiss

T

|η(lf-jet)| > 2.5
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Figure 2: Emiss
T
distribution in the electron two-jet pretag and tag samples used for the multijets back-

ground estimate. Events with Emiss
T
> 120 GeV are included in the last bin.

The number of multijet events estimated with these methods are given in Table 2 and Table 3 for the132

electron and muon channels, respectively. The results for the electron channel are cross-checked with133

the matrix method while the results for the muon channel are cross-checked with the fit method. An134

uncertainty of 50% to 100% on the predicted multijet background rates has been estimated based on the135

comparison of the results obtained from the two methods in each channel.136

In both electron and muon channels the shapes of kinematic distributions for the multijets background137

are obtained from orthogonal data samples enriched in multijet events. These are obtained by applying138

all of the selection cuts but inverting one of the lepton identification criteria.139

4.2.2 Estimate ofW+jets background140

The distributions and acceptances for theW+jets background are taken fromMonte Carlo samples, while141

the overall normalisation and the flavour composition, which might be poorly predicted by simulation,142

are derived from data.143

The number of W+jets events in the pretag sample is taken as the difference between data counts144

and all non-W+jets backgrounds in each jet multiplicity bin, for muons and electrons combined. The145

flavour composition of the W+jets background is estimated from the one-jet pretag and tag samples146

and from the two-jet pretag samples. Correction factors for each of the individual W+jets flavour sam-147

ples (Wbb̄+jets/Wcc̄+jets, Wc+jets and W+light jets) are obtained such that the predicted event yield148

in each of these three samples agrees with the data count. These corrections are propagated to higher149

jet-multiplicity bins using Monte Carlo predictions and taking into account the effect of systematic un-150

certainties (see Section6). The dominant sources of uncertainties are related to the measurement of the151

jet energy scale and the b-tagging efficiency. The correction factor for each W+jets flavour in each jet152

multiplicity bin is the product of the flavour-correction factor and the pretag normalisation factor. A153

common correction factor is applied to Wbb̄ and Wcc̄ samples. The resulting W+jets correction factors154

are shown in Table 1 together with their statistical and systematic uncertainties.155

4.3 Event yield after selection156

Tables 2 and 3 list the number of predicted and observed events after selection cuts for the electron157

and muon channels, respectively, for the pretag and tag samples. The estimates and uncertainties for158

multijets andW+jets are derived from data with the methods described previously. Single top, tt̄, Z+jets,159

and dibosons (WW, WZ, WZ) are normalised to their theory predictions and their uncertainties are also160

QCD
  “Matrix Method”
  Fit MeT for Normalization (shapes from MC)

Background

W+Jets
    Normalize to Jet Multiplicity bins in Data.
    Obtain correction factors for:

Wbb+jets / Wcc + jets / Wc + jets   
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Table 4: Event yields for the two-jets tag positive and negative lepton-charge channels after either the

cut-based selection or the application of a threshold on the likelihood discriminant output. The multijets

and W+jets backgrounds are normalised to the data; all other samples are normalised to theory cross-

sections. Uncertainties are from finite statistics in simulation samples and include all systematic effects.

Cut-based Likelihood

Lepton + Lepton − Lepton + Lepton −
t-channel 10.3 ± 1.8 4.4 ± 0.8 8.0 ± 1.8 3.4 ± 0.8
s-channel 0.1 ± 0.1 0.1 ± 0.1 0.1 ± 0.1 0.1 ± 0.1
Wt 0.1 ± 0.1 0.2 ± 0.1 0.1 ± 0.1 0.2 ± 0.1
tt̄ 0.7 ± 0.3 0.7 ± 0.4 0.8 ± 0.3 0.8 ± 0.3
W+jets 2.5 ± 1.1 1.0 ± 0.5 1.2 ± 0.7 0.4 ± 0.2
Wc+jets 4.5 ± 2.4 3.9 ± 2.1 3.2 ± 1.9 2.4 ± 1.4
Wbb̄+jets 0.9 ± 0.9 0.2 ± 0.2 0.4 ± 0.4 0.2 ± 0.2
Wcc̄+jets 0.9 ± 0.9 0.4 ± 0.4 0.3 ± 0.3 0.2 ± 0.2
Diboson 0.1 ± 0.1 0.1 ± 0.1 0.1 ± 0.1 0.1 ± 0.1
Z+jets 0.3 ± 0.3 0.1 ± 0.1 0.2 ± 0.2 0.1 ± 0.1
QCD 2.2 ± 1.6 2.1 ± 1.5 1.1 ± 1.1 1.1 ± 1.1
TOTAL Exp 22.7 ± 3.8 13.2 ± 2.8 15.4 ± 3.0 8.8 ± 2.0
S/B 0.83 0.50 1.08 0.62

DATA 21 11 16 11

In the lepton+jets final state, one W boson decays hadronically, while the other decays into a lepton200

and neutrino. In this section we describe the selection of Wt single-top quark events with a cut-based201

analysis.202

Starting from the selection defined in Section 4.1, we require at least two and at most four central203

jets, i.e. with |η| < 2.5. We additionally require exactly one b-tagged jet with pT > 35 GeV to reduce tt̄204

background which contains two b-quark jets. TheW+jets background is reduced by a cut on the angular205

distance between the first and the second jet in the event, ∆R(J1, J2). We require ∆R(J1, J2) < 2.5,206

to minimise the expected total uncertainty on the cross-section measurement. The distribution of this207

variable in the different jet multiplicities is shown in Fig. 6.208

The number of events passing the Wt selection in the different jet multiplicities are summarised in209

Table 5.210

5 Dilepton analysis211

In this section, the search for theWt-channel single-top quark production process using the dilepton final212

states is described. We first apply a selection to obtain a purified sample of top quark dilepton events,213

containing a mixture of tt̄ and Wt events. We then separate the resulting sample into a signal region and214

a tt̄ control region, which is used to normalise the dominant background.215

5.1 Event selection216

Using the reconstructed objects defined in Section 3, we apply an event selection which classifies the217

events according to exclusive dielectron (ee), dimuon (µµ) and electron+muon (eµ) samples. This selec-218

tion is aimed at selecting a purified sample of top quark events.219

Single Top: t-channel
Yields
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Figure 4: Likelihood constructed to discriminate againstW+jets background in the two-jet pretag sample

for the electron (a) and muon (b) channels and for the combined electron/muon channels in the two-jet

tag sample for positive (c) and negative (d) lepton charges.
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Figure 5: Number of events as a function of the lepton type and charge for the cut-based (a) and likelihood

(b) analysis. The bins correspond, from left to right, to the µ+,e+,e− and µ− channels.

4.6 Wt-channel selection197

Wt associated production is more difficult to measure than t-channel production due to its smaller pro-198

duction cross-section. It contains two W bosons in the final state, one coming from the top-quark decay.199
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Figure 4: Likelihood constructed to discriminate againstW+jets background in the two-jet pretag sample

for the electron (a) and muon (b) channels and for the combined electron/muon channels in the two-jet

tag sample for positive (c) and negative (d) lepton charges.
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Figure 5: Number of events as a function of the lepton type and charge for the cut-based (a) and likelihood

(b) analysis. The bins correspond, from left to right, to the µ+,e+,e− and µ− channels.

4.6 Wt-channel selection197

Wt associated production is more difficult to measure than t-channel production due to its smaller pro-198

duction cross-section. It contains two W bosons in the final state, one coming from the top-quark decay.199
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Figure 6: Distributions of ∆R(J1, J2) in the electron (top row) and muon (bottom row) channels, for
the (from left to right) 2-, 3- and 4-jet bins (the dashed lines represent the shape of the Wt-channel

distributions for 20 times Standard Model expectations).

Table 5: Event yields after the Wt selections in the tag electron and muon samples. Uncertainties are

from finite statistics in simulation samples and include all systematic effects.

Electron Muon

2 jets 3 jets 4 jets 2 jets 3 jets 4 jets

Wt 2.3 ± 0.5 2.7 ± 0.4 1.2 ± 0.2 2.4 ± 0.5 2.8 ± 0.4 1.2 ± 0.2
s, t-channel 3.7 ± 0.5 1.2 ± 0.2 0.3 ± 0.1 4.4 ± 0.6 1.3 ± 0.2 0.3 ± 0.1
tt̄ 11.4 ± 4.0 24.6 ± 5.3 23.2 ± 3.1 12.5 ± 4.1 27.5 ± 6.0 25.6 ± 3.8
W+jets 7.5 ± 3.8 2.4 ± 1.5 0.8 ± 0.7 8.6 ± 4.0 2.5 ± 1.6 1.0 ± 0.9
Wc+jets 19.7 ± 10.3 4.8 ± 2.6 1.5 ± 0.9 22.8 ± 11.8 6.4 ± 3.5 1.7 ± 1.1
Wcc̄+jets 2.1 ± 2.0 0.9 ± 1.0 0.2 ± 0.3 2.7 ± 2.6 1.3 ± 1.4 0.4 ± 0.5
Wbb̄+jets 3.8 ± 3.6 1.2 ± 1.3 0.6 ± 0.8 4.7 ± 4.4 2.1 ± 2.1 0.8 ± 1.0
Diboson 1.0 ± 0.2 0.4 ± 0.1 0.1 ± 0.0 1.2 ± 0.2 0.5 ± 0.1 0.1 ± 0.0
Z+jets 1.3 ± 1.3 0.5 ± 0.5 0.6 ± 0.6 1.2 ± 1.2 0.6 ± 0.6 0.2 ± 0.2
Multijet 3.5 ± 3.5 1.2 ± 1.3 0.5 ± 0.5 5.7 ± 3.4 5.5 ± 3.3 1.2 ± 1.0
TOTAL Exp 56.3 ± 12.9 40.0 ± 6.5 29.0 ± 3.5 66.2 ± 14.6 50.5 ± 8.2 32.6 ± 4.4
S/B 0.04 0.07 0.04 0.04 0.06 0.04

DATA 49 55 29 74 50 37

Yields
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Figure 6: Distributions of ∆R(J1, J2) in the electron (top row) and muon (bottom row) channels, for
the (from left to right) 2-, 3- and 4-jet bins (the dashed lines represent the shape of the Wt-channel

distributions for 20 times Standard Model expectations).

Table 5: Event yields after the Wt selections in the tag electron and muon samples. Uncertainties are

from finite statistics in simulation samples and include all systematic effects.

Electron Muon

2 jets 3 jets 4 jets 2 jets 3 jets 4 jets

Wt 2.3 ± 0.5 2.7 ± 0.4 1.2 ± 0.2 2.4 ± 0.5 2.8 ± 0.4 1.2 ± 0.2
s, t-channel 3.7 ± 0.5 1.2 ± 0.2 0.3 ± 0.1 4.4 ± 0.6 1.3 ± 0.2 0.3 ± 0.1
tt̄ 11.4 ± 4.0 24.6 ± 5.3 23.2 ± 3.1 12.5 ± 4.1 27.5 ± 6.0 25.6 ± 3.8
W+jets 7.5 ± 3.8 2.4 ± 1.5 0.8 ± 0.7 8.6 ± 4.0 2.5 ± 1.6 1.0 ± 0.9
Wc+jets 19.7 ± 10.3 4.8 ± 2.6 1.5 ± 0.9 22.8 ± 11.8 6.4 ± 3.5 1.7 ± 1.1
Wcc̄+jets 2.1 ± 2.0 0.9 ± 1.0 0.2 ± 0.3 2.7 ± 2.6 1.3 ± 1.4 0.4 ± 0.5
Wbb̄+jets 3.8 ± 3.6 1.2 ± 1.3 0.6 ± 0.8 4.7 ± 4.4 2.1 ± 2.1 0.8 ± 1.0
Diboson 1.0 ± 0.2 0.4 ± 0.1 0.1 ± 0.0 1.2 ± 0.2 0.5 ± 0.1 0.1 ± 0.0
Z+jets 1.3 ± 1.3 0.5 ± 0.5 0.6 ± 0.6 1.2 ± 1.2 0.6 ± 0.6 0.2 ± 0.2
Multijet 3.5 ± 3.5 1.2 ± 1.3 0.5 ± 0.5 5.7 ± 3.4 5.5 ± 3.3 1.2 ± 1.0
TOTAL Exp 56.3 ± 12.9 40.0 ± 6.5 29.0 ± 3.5 66.2 ± 14.6 50.5 ± 8.2 32.6 ± 4.4
S/B 0.04 0.07 0.04 0.04 0.06 0.04

DATA 49 55 29 74 50 37

Extra Light flavor jet in the final state.
Same Selection as t-channel with:
  - 2-4 Jets (exactly 1 b-tag)
  - 
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Table 4: Event yields for the two-jets tag positive and negative lepton-charge channels after either the

cut-based selection or the application of a threshold on the likelihood discriminant output. The multijets

and W+jets backgrounds are normalised to the data; all other samples are normalised to theory cross-

sections. Uncertainties are from finite statistics in simulation samples and include all systematic effects.

Cut-based Likelihood

Lepton + Lepton − Lepton + Lepton −
t-channel 10.3 ± 1.8 4.4 ± 0.8 8.0 ± 1.8 3.4 ± 0.8
s-channel 0.1 ± 0.1 0.1 ± 0.1 0.1 ± 0.1 0.1 ± 0.1
Wt 0.1 ± 0.1 0.2 ± 0.1 0.1 ± 0.1 0.2 ± 0.1
tt̄ 0.7 ± 0.3 0.7 ± 0.4 0.8 ± 0.3 0.8 ± 0.3
W+jets 2.5 ± 1.1 1.0 ± 0.5 1.2 ± 0.7 0.4 ± 0.2
Wc+jets 4.5 ± 2.4 3.9 ± 2.1 3.2 ± 1.9 2.4 ± 1.4
Wbb̄+jets 0.9 ± 0.9 0.2 ± 0.2 0.4 ± 0.4 0.2 ± 0.2
Wcc̄+jets 0.9 ± 0.9 0.4 ± 0.4 0.3 ± 0.3 0.2 ± 0.2
Diboson 0.1 ± 0.1 0.1 ± 0.1 0.1 ± 0.1 0.1 ± 0.1
Z+jets 0.3 ± 0.3 0.1 ± 0.1 0.2 ± 0.2 0.1 ± 0.1
QCD 2.2 ± 1.6 2.1 ± 1.5 1.1 ± 1.1 1.1 ± 1.1
TOTAL Exp 22.7 ± 3.8 13.2 ± 2.8 15.4 ± 3.0 8.8 ± 2.0
S/B 0.83 0.50 1.08 0.62

DATA 21 11 16 11

In the lepton+jets final state, one W boson decays hadronically, while the other decays into a lepton200

and neutrino. In this section we describe the selection of Wt single-top quark events with a cut-based201

analysis.202

Starting from the selection defined in Section 4.1, we require at least two and at most four central203

jets, i.e. with |η| < 2.5. We additionally require exactly one b-tagged jet with pT > 35 GeV to reduce tt̄204

background which contains two b-quark jets. TheW+jets background is reduced by a cut on the angular205

distance between the first and the second jet in the event, ∆R(J1, J2). We require ∆R(J1, J2) < 2.5,206

to minimise the expected total uncertainty on the cross-section measurement. The distribution of this207

variable in the different jet multiplicities is shown in Fig. 6.208

The number of events passing the Wt selection in the different jet multiplicities are summarised in209

Table 5.210

5 Dilepton analysis211

In this section, the search for theWt-channel single-top quark production process using the dilepton final212

states is described. We first apply a selection to obtain a purified sample of top quark dilepton events,213

containing a mixture of tt̄ and Wt events. We then separate the resulting sample into a signal region and214

a tt̄ control region, which is used to normalise the dominant background.215

5.1 Event selection216

Using the reconstructed objects defined in Section 3, we apply an event selection which classifies the217

events according to exclusive dielectron (ee), dimuon (µµ) and electron+muon (eµ) samples. This selec-218

tion is aimed at selecting a purified sample of top quark events.219



Wt: Dilepton 

34

Yields
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Table 7: Observed and predicted event yields in the signal region. The errors shown include the effects

of all statistical and systematic uncertainties.

Process eµ ee µµ

Wt 1.7 ± 0.5 0.3 ± 0.1 0.8 ± 0.2

tt̄ 3.9+1.6−1.5 0.9 ± 0.4 1.6 ± 0.6
Z → ee — 0.0+0.3−0.1 —

Z → µµ — — 0.7+0.5−0.4
Z → ττ 1.1+0.5−0.6 0.2 ± 0.1 0.4 ± 0.3
Diboson 2.5 ± 0.5 0.4 ± 0.1 1.0 ± 0.3
Fake leptons 0.0 ± 0.2 0.0 ± 0.1 0.0 ± 0.4

TOTAL Exp 9.2+2.3−2.5 1.8+0.6−0.5 4.5 ± 1.2

DATA 12 1 2

Carlo events according to various PDF uncertainty eigenvector sets (CTEQ66, MSTW2008 and295

NNPDF). The overall relative effect on the cross-section is 10% for lepton+jet and 140% for296

dilepton. The large effect seen in the dilepton analysis comes mostly from the ISF/FSR modelling297

systematic, due to the use of the exclusive 1-jet bin with a low jet pT threshold for the signal region.298

299

• Theoretical cross-section normalisation: In the lepton+jets analyses, the tt̄ and diboson back-300

grounds are normalised to their theory predictions, for which we use uncertainties of +9.5−6.9% and301

5%, respectively. The Z+jets background is normalised to the theory but the uncertainty is taken302

to be 100% due to limited statistics in the Monte Carlo samples. The same relative uncertainties303

are used in the dilepton analyses for the diboson and Z → ττ backgrounds. The overall relative304

effect on the cross-section is 10% (30%) for the lepton+jets (dilepton) analyses.305

• Background normalisation to data: The uncertainty on the multijet background yields varies306

from 50% to 100%. The resulting effect on the cross-section is 10% in the lepton+jets and 30%307

in the dilepton analyses. In the lepton+jets analyses, the normalisation of W+jets and its flavor308

composition results in 30% effect on the final result, mostly due the fraction ofWc+jets processes.309

Finally, in the dilepton analysis, systematic effects arising from the extrapolation of tt̄ background310

from the 2-jet to the 1-jet bin, have an impact of 70% on the cross-section.311

• Luminosity: The measurement of the integrated luminosity has a total uncertainty of 3.4%, re-312

sulting in a similar variation on the final result.313

• MC statistics: We include the uncertainty due to the limited size of the Monte Carlo samples. The314

resulting uncertainty on the measured cross-sections is 12% in lepton+jets and 25% in dilepton.315

7 Results316

We treat the extraction of the t-channel and Wt-channel single-top quark production cross-section as a

counting experiment and model it using the likelihood function

L(σsig, L,α j) =
∏

i∈{channel}

Pois
(

Nobsi |N
exp
i,tot($α)

)

×G(L0|L,σL) ×
∏

j∈syst

G(α j|0, 1). (2)

For each channel, the likelihood includes a Poisson term in the observed number of events Nobs with317

expectation value N
exp
i,tot, which is the sum of the expected contributions from signal and all backgrounds.318
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Figure 7: Distributions for the dilepton analysis combining ee, µµ and eµ samples

by re-running the data-driven methods of Section 5.2 in the exclusive one-jet bin.278

Figure 7(c-d) shows the distributions of two discriminant variables, ∆φ( j1, E
miss
T
) and ∆R("1, "2), in279

the signal region; good agreement is found considering the limited statistics.280

6 Systematic uncertainties281

Sources of systematic uncertainty in the extraction of the t- andWt-channel cross-sections are considered282

for the normalisation of the individual backgrounds and the signal acceptance. They can be split into283

several categories; for each subset, we quote the dominant effects on the relative error on the measured284

cross-sections (∆σ/σ).285

• Object energy scale/resolution and efficiencies: Systematic uncertainties due to the residual286

differences between data and Monte Carlo simulations, on jets, electron and muon reconstruction287

after calibration, and errors on corrective scale factors are propagated to the event yields. The main288

source of uncertainty comes from the jet energy scale (40 and 20% in the t-channel andWt-channel289

lepton+jets analyses, 100% in the dilepton analysis) and the modelling of b-jet identification (40290

and 15% in the t- andWt-channel lepton+jets analyses respectively).291

• Monte Carlo generators and parton densities: Systematic effects from MC modelling are es-292

timated by comparing several generators (MC@NLO, P+P and P+H),293

changing ISR/FSR tuning parameters in AcerMC+Pythia top pair samples and reweighting Monte294
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Figure 7: Distributions for the dilepton analysis combining ee, µµ and eµ samples

by re-running the data-driven methods of Section 5.2 in the exclusive one-jet bin.278

Figure 7(c-d) shows the distributions of two discriminant variables, ∆φ( j1, E
miss
T
) and ∆R("1, "2), in279

the signal region; good agreement is found considering the limited statistics.280

6 Systematic uncertainties281

Sources of systematic uncertainty in the extraction of the t- andWt-channel cross-sections are considered282

for the normalisation of the individual backgrounds and the signal acceptance. They can be split into283

several categories; for each subset, we quote the dominant effects on the relative error on the measured284

cross-sections (∆σ/σ).285

• Object energy scale/resolution and efficiencies: Systematic uncertainties due to the residual286

differences between data and Monte Carlo simulations, on jets, electron and muon reconstruction287

after calibration, and errors on corrective scale factors are propagated to the event yields. The main288

source of uncertainty comes from the jet energy scale (40 and 20% in the t-channel andWt-channel289

lepton+jets analyses, 100% in the dilepton analysis) and the modelling of b-jet identification (40290

and 15% in the t- andWt-channel lepton+jets analyses respectively).291

• Monte Carlo generators and parton densities: Systematic effects from MC modelling are es-292

timated by comparing several generators (MC@NLO, P+P and P+H),293

changing ISR/FSR tuning parameters in AcerMC+Pythia top pair samples and reweighting Monte294
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Process ee µµ eµ

Z+jets (DD) 0.25 ± 0.18 0.67 ± 0.38 -
Z(→ ττ)+jets (MC) 0.07 ± 0.04 0.14 ± 0.07 0.13 ± 0.06
Non-Z leptons (DD) 0.16 ± 0.18 -0.08 ± 0.07 0.47 ± 0.28
single top (MC) 0.08 ± 0.02 0.07 ± 0.03 0.22 ± 0.04
dibosons (MC) 0.04 ± 0.02 0.07 ± 0.03 0.15 ± 0.05
Total predicted (non tt̄) 0.60 ± 0.27 0.88 ± 0.40 0.97 ± 0.30
tt̄ 1.19 ± 0.19 1.87 ± 0.26 3.85 ± 0.51
Total predicted 1.79 ± 0.38 2.75 ± 0.55 4.82 ± 0.65
Observed 2 3 4

Table 6: The full breakdown of the expected tt̄-signal and background in the signal region compared to
the observed event yields, for each of the dilepton channels (MC is simulation based, DD is data driven).
All systematic uncertainties are included.

single-lepton analysis, in the case of muons, the dominant fake-lepton mechanism is a semi-leptonic605

decay of a heavy-flavour hadron, in which a muon survives the isolation requirement. In the case of606

electrons, the three mechanisms are heavy flavour decay, light flavour jets with a leading π0 overlapping607

with a charged particle, and conversion of photons. Here ‘fake’ is used to mean both non-prompt leptons608

and fake leptons (as defined by Section 5.3.2) taken together.609

The ‘matrix method’ introduced in Section 5.3.1 is extended here to measure the fraction of the610

dilepton sample that comes from fake leptons. A looser lepton selection criteria is defined, and then it is611

used to count the number of observed dilepton events with zero, one or two tight (‘T’) leptons (NLL, NTL612

and NLT , NTT , respectively), with the balance in each being loose (‘L’) leptons. Then two probabilities613

are defined, r ( f ), to be the probability that real (fake) leptons that pass the loose identification criteria,614

will also pass the tight criteria. Using r and f , linear expressions are then obtained for the observed615

yields as a function of the number or events with zero, one and two real leptons (NFF , NFR and NRF ,616

NRR, respectively), with the balance in each being fake leptons. The method explicitly accounts for the617

presence of events with two fake leptons. These linear expressions form a matrix that is inverted in order618

to extract the real and fake content of the observed dilepton event sample:619
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The ‘loose’ lepton has no isolation requirement, and, for loose electrons, the E/p cut is dropped, and620

the ‘medium’ electron identification criteria as defined in Ref. [20] is replaced with the corresponding621

loose definition, with looser calorimeter and tracking cuts. For the muons the loose selection is identical622

to the one described in Section 5.3.1.623

The efficiency at which a real loose lepton pass the full tight criteria, r, is measured in data in a sample624

of Z → ## events as a function of jet multiplicity. The corresponding efficiency for fake leptons, f , is625

measured in data in events with a single loose lepton, which are dominated by QCD di-jet production.626

Contributions from real leptons due to W+jets in the fake lepton control region are subtracted using627

simulated data.628

The dominant systematic uncertainty comes from the possible difference in the mixture of processes629

where the efficiency for fake leptons f is measured, di-jet events, and where it is applied, the signal630

region. For electrons, a larger contribution is expected from heavy flavour events in the signal region due631

to tt̄ → #νb j jb events. This effect is accounted for by measuring the dependence of the efficiency for632
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Figure 8: Observed likelihood ratio (red dashed) and profile likelihood ratio (blue solid) curves for (a)

the t-channel cut-based analysis and (b) the combined Wt-channel analysis. The horizontal green lines

represent, from the top, the 95%, 90%, and 68% confidence intervals on the extracted cross-section. The

likelihood ratio shows the effect of statistical uncertainties while the profile likelihood ratio also includes

the effect of all systematic uncertainties.

The integrated luminosity L0 is shifted about its measured value L following a Gaussian constraint with319

a width of σL = 0.034 × L. Systematic uncertainties are grouped in uncorrelated sets and their effect320

is parametrised using a set of nuisance parameters α j, where α j = 0 maps to the nominal value and321

α j = ±1 map to ±1σ shifts of the parameter. Piecewise-linear interpolation is used to propagate the322

effect of the α j to the signal and background yields. A Gaussian shape is used for the α j constraint terms323

in the likelihood. A profile likelihood ratio λ is formed as λ(σsig) = L(σsig, ˆ̂L, ˆ̂α j)/ ˆL(σsig, L̂, α̂ j), where324

a single circumflex represents the maximum likelihood estimate (MLE) of the parameter σsig, and the325

double circumflex represents the conditional MLE with σsig fixed to the Standard Model expectation.326

The fit varies not only the signal cross-section but also each of the systematic uncertainties within their327

shape constraints. We also compute expected cross-sections and limits by setting Nobsi = N
exp
i,tot. Since the328

−2 ln λ(σ) likelihood is χ2-distributed in the asymptotic limit, the 95% limit (σ95) is the cross-section329

value that satisfies L(σ95) −Lmin = 1.92, where Lmin is the minimum value of the likelihood curve.330

7.1 t-channel cross-section and limit331

Using the results of the baseline cut-based analysis, we find the cross-section for t-channel single top

quark production to be

σt = 53
+27
−24(stat)

+38
−27(syst) = 53

+46
−36 pb.

Assuming the Standard Model value, the expected result of this analysis is a very similar cross-section of332

σt = 66
+49
−37 pb. The observed cross-section has a p-value expressing its consistency with the background-333

only model of 0.066, corresponding to a significance of 1.6σ; we therefore also calculate an upper334

limit on the production cross-section. At 95% confidence level, the observed (expected) limit is σt <335

162(182) pb. The resulting likelihood curves are shown in Figure 8(a). For the likelihood ratio method,336

the observed (expected) t-channel cross-section is σt = 76
+64
−40(66

+57
−39) pb, in good agreement with the337

cut-based values. The observed (expected) 95% confidence level limit obtained with this method is338

σt < 246(218) pb.339
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factors are:

25< pT < 40 GeV : 1.00±0.03 (stat)±0.12 (syst)
40< pT < 60 GeV : 0.88±0.04 (stat)±0.09 (syst)
60< pT < 85 GeV : 1.05±0.11 (stat)±0.10 (syst)

The largest systematic uncertainties arise from the modelling of the b-hadron direction, the non-b-jet
templates and the jet pT spectrum in simulation. The measurement is only made for jets with pT <
85 GeV. For jets with larger pT, the scale factor in the 60< pT < 85 GeV bin is used, but the systematic
uncertainty is inflated by a factor of two.

The mistag rate scale factors are obtained by combining the results of the two mistag analyses as
described in Section 6.4. The combination yields a mistag scale factor of 1.27± 0.26 for jets with
pT < 40 GeV and 1.07±0.25 for jets with pT > 40 GeV. The largest systematic uncertainties arise from
the smearing of the impact parameter resolution in simulation and from the modelling of the trigger.

As a final validation, the b-tag efficiency and mistag rate scale factors were applied, on a jet-by-jet
basis, to the tagged jets in simulation, and the resulting number of tagged jets were compared to an inclu-
sive jet sample in data. The result is shown in Fig. 12, as a function L/!(L). The overall normalization
of the simulation was done by scaling the number of pretagged jets in simulation to match the data. As
the number of tagged jets does not only depend on the efficiencies and mistag rates but also on the flavour
composition of the pretagged sample, the flavour fractions in simulation have been adjusted to those ob-
tained from template fits to the SV0 mass distribution in data. Systematic uncertainties associated with
this have not been propagated to the uncertainty on the simulated distribution.
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Figure 12: The signed decay length significance L/!(L) for the SV0 b-tagging algorithm in data (points)
and simulation (stacked histogram) for an inclusive jet sample. The cut used in the analyses, L/!(L)>
5.72, is indicated by the vertical line. The contributions of the different flavours in simulation have
been scaled by the b-tag efficiency and mistag rate scale factors as measured in this note. The flavour
composition of the pretagged sample is taken from data, however the systematic uncertainties associated
with this do not contribute to the uncertainty on the simulated distribution.
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B-Tagging

As input, the tagging algorithm is given a list of tracks associated to the calorimeter jet. The track-to-
jet association is done using a !R matching between the tracks and the jet axis. A track is not allowed to
be associated to multiple jets, but only to the closest one. For this analysis, a cone size of !R= 0.4 was
used. Only tracks in jets fulfilling the criteria listed in Table 1 are used in the secondary vertex fit. These
tracks are referred to as SV0 tracks. The track selection criteria are slightly different to the selection
criteria for the impact-parameter based taggers [3] as a result of the SV0-specific optimization.

Selection
pT > 0.5 GeV
dPV0 < 2 mm
zPV0 sin" < 2 mm
#(dPV0 ) < 1 mm
#(zPV0 ) < 5 mm
$2/ndof < 3
Number of Pixel hits ≥ 2
Number of SCT hits ≥ 4
Number of Pixel+SCT hits ≥ 7

Table 1: Track selection criteria used by the SV0 tagging algorithm, where dPV0 and zPV0 denote the
impact parameters of the track in the transverse plane and the longitudinal direction respectively. They
are derived with respect to the reconstructed primary vertex. The $2/ndof is that of the track fit.

Using these SV0 tracks as input the SV0 algorithm starts by reconstructing two-track vertices signif-
icantly displaced (in three dimensions) from the primary vertex. Tracks are considered for the two-track
vertices if dca/#(dca) > 2.3, where dca/#(dca) is the 3-dimensional impact parameter significance of
the track in three dimensions with respect to the primary vertex. Furthermore, the sum of the impact

Primary Vertex

Jet Axis

Decay Length

Track
Impact
Parameter

Secondary Vertex

Figure 1: A secondary vertex with a significant decay length indicates the presence of a long-lived
particle in the jet. The secondary vertex is reconstructed from tracks with a large impact parameter
significance with respect to the primary vertex.
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Figure 3: The results of template fits to the prelT distribution in data before (left) and after (right) b-tagging.
The fits shown here are performed on jets with pT between 40 and 60 GeV, using two templates (b- and
light-flavour jets). Uncertainties shown are for data statistics only. The apparent discrepancies between
the data and the sum of the templates are fully covered by the systematic uncertainties on the template
shapes.

The difference between this track-based and the standard calorimeter-based jet axis, "R(calo, track), was
derived in both data and simulation. In jets which have a reconstructed secondary vertex, an alternate
jet axis was also formed from the direction of the vector between the primary and secondary vertices,
and this difference, "R(calo,vtx), was compared between data and simulation. There is a slight shift
observed between data and simulation in both of these variables. The polar and azimuth angles # and $ of
the calorimeter-based jet axis in simulation were therefore smeared such that the "R(calo, track) and the
"R(calo,vtx) distributions agreed better with those from data. Smearing based on a Gaussian distribution
with a width of 0.015 radians was found to give good agreement between data and simulation. The prelT
templates for b- and c-jets were rederived from this smeared sample, and the prelT distribution in data was
fit using these altered templates. The efficiency measured in data is corrected for half of the difference
in efficiency observed in the unsmeared and the smeared scenarios, and the full difference is taken as a
systematic uncertainty. The corrections from the parton pT spectrum and the jet direction yield a factorC
(defined in Eq. 2) which ranges from 1.0 for 25 GeV< pT < 40 GeV to 1.09 for 60 GeV< pT < 85 GeV.

Figure 4 shows the b-tag efficiency for b-jets containing a muon measured with the prelT method in
data, as specified in Eq. 2, together with the true efficiency derived in simulation as a function of the
jet pT and % , for a SV0 tag-weight cut of 5.72. The b-tag efficiency measured in data is found to be
consistent with that in simulation in all regions of jet % and the efficiency scale factor is therefore only
derived in bins of jet pT. The data-to-simulation scale factor as a function of jet pT, after applying the
corrections discussed above, is shown in Fig. 5. The scale factor &data/sim'b is found to be between 0.88
and 1.05, with relative statistical (systematic) uncertainties ranging from 3% to 10% (10% to 12%). As
the measurement is only performed for jets with pT < 85 GeV, the scale factor at larger jet pT is assumed
to be that measured in the last pT bin, but with the systematic uncertainty increased by a factor of two.

5.2 Systematic Uncertainties

The systematic uncertainties affecting the prelT method are mainly those that change the shapes of the
prelT templates used to fit the sample composition. They can either have a direct impact on prelT or they
can indirectly affect the prelT distribution by changing the sample composition or the kinematics of the
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Figure 3: The results of template fits to the prelT distribution in data before (left) and after (right) b-tagging.
The fits shown here are performed on jets with pT between 40 and 60 GeV, using two templates (b- and
light-flavour jets). Uncertainties shown are for data statistics only. The apparent discrepancies between
the data and the sum of the templates are fully covered by the systematic uncertainties on the template
shapes.

The difference between this track-based and the standard calorimeter-based jet axis, "R(calo, track), was
derived in both data and simulation. In jets which have a reconstructed secondary vertex, an alternate
jet axis was also formed from the direction of the vector between the primary and secondary vertices,
and this difference, "R(calo,vtx), was compared between data and simulation. There is a slight shift
observed between data and simulation in both of these variables. The polar and azimuth angles # and $ of
the calorimeter-based jet axis in simulation were therefore smeared such that the "R(calo, track) and the
"R(calo,vtx) distributions agreed better with those from data. Smearing based on a Gaussian distribution
with a width of 0.015 radians was found to give good agreement between data and simulation. The prelT
templates for b- and c-jets were rederived from this smeared sample, and the prelT distribution in data was
fit using these altered templates. The efficiency measured in data is corrected for half of the difference
in efficiency observed in the unsmeared and the smeared scenarios, and the full difference is taken as a
systematic uncertainty. The corrections from the parton pT spectrum and the jet direction yield a factorC
(defined in Eq. 2) which ranges from 1.0 for 25 GeV< pT < 40 GeV to 1.09 for 60 GeV< pT < 85 GeV.

Figure 4 shows the b-tag efficiency for b-jets containing a muon measured with the prelT method in
data, as specified in Eq. 2, together with the true efficiency derived in simulation as a function of the
jet pT and % , for a SV0 tag-weight cut of 5.72. The b-tag efficiency measured in data is found to be
consistent with that in simulation in all regions of jet % and the efficiency scale factor is therefore only
derived in bins of jet pT. The data-to-simulation scale factor as a function of jet pT, after applying the
corrections discussed above, is shown in Fig. 5. The scale factor &data/sim'b is found to be between 0.88
and 1.05, with relative statistical (systematic) uncertainties ranging from 3% to 10% (10% to 12%). As
the measurement is only performed for jets with pT < 85 GeV, the scale factor at larger jet pT is assumed
to be that measured in the last pT bin, but with the systematic uncertainty increased by a factor of two.

5.2 Systematic Uncertainties

The systematic uncertainties affecting the prelT method are mainly those that change the shapes of the
prelT templates used to fit the sample composition. They can either have a direct impact on prelT or they
can indirectly affect the prelT distribution by changing the sample composition or the kinematics of the

6

Mistag Rate

SV0 Vertex Invariant Mass [GeV]
0 1 2 3 4 5 6

Ar
bi

tra
ry

 U
ni

ts

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

light−flavour jets
c jets
b jets

ATLAS -1Preliminary 2.9 pb

SV0 Vertex Mass [GeV]
0 1 2 3 4 5 6

N
um

be
r o

f J
et

s 
/ 0

.2
5 

G
eV

0

5000

10000

15000

20000

25000 Data
b jets
c jets
light−flavour jets

ATLAS
-1Preliminary 2.9 pb

Figure 6: Normalized distributions of SV0 vertex mass fitting templates as used in the SV0 mass method
(left) and the result of the fit to experimental data (right). The jets considered in these figures have
40 GeV < pT < 60 GeV and |! |< 1.2. In the right plot, uncertainties shown are for data statistics only,
and the apparent discrepancies between the data and the sum of the templates are fully covered by the
systematic uncertainties on the template shapes.

shown in Fig. 7 and the scale factors "data/sim#l in Fig. 8. Systematic uncertainties will be discussed in
Section 6.3.
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Figure 7: Expected and observed mistag rates for the SV0 mass method for central (|! |< 1.2; left) and
forward jets (1.2 < |! |< 2.5; right). The plots show the total uncertainties.

6.2 The Negative Tag Method

The method described in this section is based on the use of negative tags, where negative tags in the case
of the SV0 tagging algorithm studied here means placing the tagging cut at L/$(L)< −5.72 instead of
L/$(L)> 5.72. Light-flavour jets are mistakenly tagged as b-jets mainly because of the finite resolution
of the inner detector and the presence of tracks stemming from displaced vertices from long-lived parti-
cles or material interactions. The resolution component is expected to give rise to a L/$(L) distribution
which is symmetric around zero. The distribution on the negative side can thus be used to determine the
light-flavour mistag probability if proper corrections, accounting for the mistags due to long-lived parti-
cles and material interactions, are applied. The mistag rate #l is approximated by the negative tag rate of
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Figure 6: Normalized distributions of SV0 vertex mass fitting templates as used in the SV0 mass method
(left) and the result of the fit to experimental data (right). The jets considered in these figures have
40 GeV < pT < 60 GeV and |! |< 1.2. In the right plot, uncertainties shown are for data statistics only,
and the apparent discrepancies between the data and the sum of the templates are fully covered by the
systematic uncertainties on the template shapes.

shown in Fig. 7 and the scale factors "data/sim#l in Fig. 8. Systematic uncertainties will be discussed in
Section 6.3.
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6.2 The Negative Tag Method

The method described in this section is based on the use of negative tags, where negative tags in the case
of the SV0 tagging algorithm studied here means placing the tagging cut at L/$(L)< −5.72 instead of
L/$(L)> 5.72. Light-flavour jets are mistakenly tagged as b-jets mainly because of the finite resolution
of the inner detector and the presence of tracks stemming from displaced vertices from long-lived parti-
cles or material interactions. The resolution component is expected to give rise to a L/$(L) distribution
which is symmetric around zero. The distribution on the negative side can thus be used to determine the
light-flavour mistag probability if proper corrections, accounting for the mistags due to long-lived parti-
cles and material interactions, are applied. The mistag rate #l is approximated by the negative tag rate of
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(left) and the result of the fit to experimental data (right). The jets considered in these figures have
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and the apparent discrepancies between the data and the sum of the templates are fully covered by the
systematic uncertainties on the template shapes.
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6.2 The Negative Tag Method

The method described in this section is based on the use of negative tags, where negative tags in the case
of the SV0 tagging algorithm studied here means placing the tagging cut at L/$(L)< −5.72 instead of
L/$(L)> 5.72. Light-flavour jets are mistakenly tagged as b-jets mainly because of the finite resolution
of the inner detector and the presence of tracks stemming from displaced vertices from long-lived parti-
cles or material interactions. The resolution component is expected to give rise to a L/$(L) distribution
which is symmetric around zero. The distribution on the negative side can thus be used to determine the
light-flavour mistag probability if proper corrections, accounting for the mistags due to long-lived parti-
cles and material interactions, are applied. The mistag rate #l is approximated by the negative tag rate of
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(b) electron channel

Figure 6: The distributions of the visible mass of the combination of the chosen τ candidate and lepton.
The distributions are shown after the full event selection, except for the visible mass window
which is illustrated by the vertical red lines.
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(b) electron channel

Figure 7: Distributions of the selected τ candidate ET, for events passing all signal selection require-
ments.
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(b) electron channel

Figure 8: Distributions of the selected lepton pT, for events passing all signal selection requirements.
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(b) electron channel

Figure 6: The distributions of the visible mass of the combination of the chosen τ candidate and lepton.
The distributions are shown after the full event selection, except for the visible mass window
which is illustrated by the vertical red lines.
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(b) electron channel

Figure 7: Distributions of the selected τ candidate ET, for events passing all signal selection require-
ments.
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(b) electron channel

Figure 8: Distributions of the selected lepton pT, for events passing all signal selection requirements.
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(b) electron channel

Figure 9: The track multiplicity distribution after all cuts, except the requirement on the τ track multi-
plicity distribution itself and on the magnitude of the τ charge. The charge product of the τ
and the lepton is required to be non-positive.
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(d) electron channel

Figure 10: The distributions of the EmissT and ∆φ between the selected τ candidate and lepton, in the final
visible mass window.
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(a) Muon isolation Iso0.4ET .
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(b) Electron isolation Iso0.3ET .

Figure 1: Isolation variables Iso0.4ET and Iso
0.3
ET for muons and electrons respectively, after selecting one

τ candidate and one lepton. All backgrounds were obtained from Monte Carlo, weighted by
cross section and their sum normalized to data.
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(b) electron channel

Figure 2: The distributions of
∑

cos∆φ following the full object selections and dilepton veto.

W + jets suppression cuts For the signal the EmissT vector is expected to fall in the azimuthal range
spanned by the decay products, while inW → #ν + jets events the EmissT vector will tend to point outside
of the angle between the fake τ candidate and the lepton. A variable used in this analysis for discrimi-
nating between events that have the EmissT vector within versus outside the decay product directions is

∑

cos∆φ = cos
(

φ(#) − φ(EmissT )
)

+ cos
(

φ(τh) − φ(EmissT )
)

, (1)

the distributions of which are shown in Figures 2(a) and 2(b) for the muon and electron channels. The
peak at zero for Z → ττ corresponds to events where the decay products are back-to-back in the trans-
verse plane. The variable

∑

cos∆φ is positive when the EmissT vector points towards the direction bi-
secting the decay products, and it is negative when it points away. Note that the W + jets backgrounds
accumulate at negative

∑

cos∆φ while the Z → ττ distribution has an asymmetric tail extending into
positive

∑

cos∆φ, corresponding to events where the Z boson has higher pT. Events are accepted if they
have

∑

cos∆φ > −0.15.
Another variable used for discriminating W + jets from Z → ττ is the transverse mass formed by the

5

Figure 4: Schematic diagram of the control regions for the main multijet background estimation method.

control region is defined, passing all cuts but requiring a lepton and a τ candidate of the same sign. The
ratio of opposite-sign to same-sign events, ROS/SS, is calculated in separate control regions of inverted
isolation, after subtracting all non-multijet backgrounds. It was found to be 1.1 ± 0.2(stat.) ± 0.1(syst.)
for the muon and 1.2 ± 0.2(stat.) ± 0.2(syst.) for the electron channel. The estimate for the opposite-sign
multijet background in the signal region is obtained by scaling the observed number of events in the
primary control region with this ratio, after non-multijet background subtraction.

This method is limited by the poor statistics in the primary control region. In the electron channel,
the multijet estimate is 2.7± 2.4(stat.)± 0.7(syst.) events, while for the muon channel is 2.1± 2.4(stat.)±
0.4(syst.) events are obtained. Thus the number of the estimated multijet events is in statistical agreement
with the estimation obtained from the main method.

6 Systematic uncertainties

Several possible sources of systematic uncertainties on the background estimation have been studied.
The systematic uncertainties can broadly be divided into two categories – those affecting the Monte
Carlo predictions due to the imperfect modelling of the data by the simulations, and those arising from
the methods used to perform the data-driven multijet background estimation. For the first category the
τ candidate fake rate is the most important, followed by the energy scale uncertainty. For the multijet
background estimation the statistical uncertainty on the number of events in the control regions turns out
to give a larger contribution to the total uncertainty than the systematic uncertainties on the method itself.
All of the systematic uncertainties are summarized in Tables 4 and 5.

6.1 Systematic Uncertainties on Monte Carlo Predictions

The systematic uncertainties considered for the Monte Carlo predictions are described in the following.
All of these uncertainties are applied to the Z and tt̄ samples, while only the energy scale uncertainty
is applied on the W samples, as these have been rescaled as described in Section 5.1 and thus are not
susceptible to the other systematic uncertainties.

Lepton trigger efficiency A systematic uncertainty of 2% is assigned to the muon trigger efficiency in
the Monte Carlo predictions for the Z and tt̄ backgrounds to the muon channel, by taking the difference

9
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sub-channels. By combining all five channels a significance of 4.8σ is achieved for the first observa-707

tion of tt̄ production in ATLAS. If a Gaussian distribution is assumed for all systematic uncertainties, a708

significance of 5.1σ is achieved. The coverage and absence of bias in the fit are validated by pseudo-709

experiments. The results are cross-checked with an alternative method based on Bayesian methodology710

and are found to agree.711

Combination Cross-section (pb) Signal significance (σ)

Single lepton channels 142 ± 34 +50−31 4.0

Dilepton channels 151 +78−62
+37
−24 2.8

All channels 145 ± 31 +42−27 4.8

Table 11: Summary of cross-section and signal significance calculated by combining the single lepton
and dilepton channels individually and for all channels combined.
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Figure 9: Top quark pair-production cross-section at hadron colliders as measured by CDF, D0, CMS
and ATLAS (this measurement). The theoretical predictions for pp and pp̄ collisions include the scale
and PDF uncertainties, obtained using the HATHOR tool with the CTEQ6.6 PDFs [33]

8 Summary712

In a sample of 2.9 pb−1 37 tt̄ candidate events are observed in the single-lepton topology, as well as 9713

candidate events in the dilepton topology, resulting in a measurement of the inclusive tt̄ cross section of714

σtt̄ = 145 ± 31 +42−27 pb,

The measured cross-section in the sub-channels are found to be consistent with each other. The kinematic715

properties of the selected events are consistent with SM tt̄ production. The measured tt̄ cross-section is in716

good agreement with the previous measurement from CMS as well as with NLO QCD predictions [32]717

and the approximate NNLO top cross-section calculation [33], as shown in Fig. 9.718
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Figure 6: The b-tagged jet multiplicities in the signal region for (a) the ee channel, (b) the µµ channel
and (c) the eµ channel.
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Figure 7: (a) Jet multiplicity in the signal region for the combined dilepton without the Njets ≥ 2 require-
ment and (b) the b-tagged jet multiplicity in the signal region for the combined dilepton channels.

November 17, 2010 – 19 : 03 DRAFT 8

Number of jets

1 2 3  4≥

E
ve

n
ts

10

210

310

410

510

Number of jets

1 2 3  4≥

E
ve

n
ts

10

210

310

410

510
data

 
tt

single top

Z + jets

W + jets

QCD

uncertainty

ATLAS

-1
 L = 2.9 pb∫

pretag e+jets

Number of jets

1 2 3  4≥

E
ve

n
ts

10

210

310

410

510

Number of jets

1 2 3  4≥

E
ve

n
ts

10

210

310

410

510
data

 
tt

single top

Z + jets

W + jets

QCD

uncertainty

ATLAS

-1
 L = 2.9 pb∫

+jetsµpretag 

Number of jets

1 2 3  4≥

E
ve

n
ts

10

210

310

410

510

610

Number of jets

1 2 3  4≥

E
ve

n
ts

10

210

310

410

510

610

data
 

tt

single top

Z + jets

W + jets

QCD

uncertainty

ATLAS

-1
 L = 2.9 pb∫

+jetsµpretag e/

(a) (b) (c)

Number of jets

1 2 3  4≥

E
ve

n
ts

0

10

20

30

40

50

60

Number of jets

1 2 3  4≥

E
ve

n
ts

0

10

20

30

40

50

60 data
 

tt

single top

Z + jets

W + jets

QCD

uncertainty

ATLAS

-1
 L = 2.9 pb∫

tagged e+jets

Number of jets

1 2 3  4≥

E
ve

n
ts

0

10

20

30

40

50

60

Number of jets

1 2 3  4≥

E
ve

n
ts

0

10

20

30

40

50

60 data
 

tt

single top

Z + jets

W + jets

QCD

uncertainty

ATLAS

-1
 L = 2.9 pb∫

+jetsµtagged 

Number of jets

1 2 3  4≥

E
ve

n
ts

0

20

40

60

80

100

120

Number of jets

1 2 3  4≥

E
ve

n
ts

0

20

40

60

80

100

120 data
 

tt

single top

Z + jets

W + jets

QCD

uncertainty

ATLAS

-1
 L = 2.9 pb∫

+jetsµtagged e/

(d) (e) (f)

Figure 1: Jet multiplicity distributions (i.e. number of jets with pT > 25 GeV). Top row - pre-tag samples:
(a) electron channel, (b) muon channel and (c) electron/muon combined. Bottom row - tagged samples:
(d) electron channel, (e) muon channel and (f) electron/muon combined. The data are compared to the
sum of all expected contributions. For the totals shown, simulation estimates are used for all contributions
except QCD multi-jet, where a data-driven technique is used. The effect of the background uncertainty
on the total expectation is represented by the hatched area. The ≥4-jet bin in the tagged sample represents
the signal region.
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e+jets channel
1-jet 2-jet 3-jet ≥4-jet 3-jet ≥4-jet
tagged tagged tagged tagged zero-tag zero-tag

QCD (DD) 21.9 ± 3.4 16.4 ± 4.0 4.9 ± 2.7 4.8 ± 3.1 52.0 ± 19 23.0 ± 11
W+jets (MC) 14.5 ± 10 9.5 ± 6.6 3.4 ± 2.7 1.5 ± 1.4 55.1 ± 26 15.1 ± 10
W+jets (DD) - - - 1.9 ± 1.1 - 9.3 ± 4.0
Z+jets (MC) 0.1 ± 0.1 0.3 ± 0.1 0.1 ± 0.1 0.2 ± 0.1 4.6 ± 2.2 1.7 ± 1.3
single-t (MC) 1.6 ± 0.3 2.6 ± 0.6 1.3 ± 0.3 0.7 ± 0.2 0.9 ± 0.2 0.4 ± 0.1
Total (non tt̄ ) 38.1 ± 11 28.8 ± 7.7 9.7 ± 3.8 7.2 ± 3.4 112.6 ± 32 40.2 ± 15

tt̄ (MC) 0.6 ± 0.2 4.0 ± 1.0 8.8 ± 1.8 14.9 ± 3.5 4.5 ± 0.8 5.4 ± 1.2
Total expected 39 ± 11 33 ± 8 19 ± 4 22 ± 5 117 ± 32 46 ± 15

Observed 30 21 14 17 106 39
(a)

µ+jets channel
1-jet 2-jet 3-jet ≥4-jet 3-jet ≥4-jet
tagged tagged tagged tagged zero-tag zero-tag

QCD (DD) 6.1 ± 2.9 3.4 ± 1.8 1.5 ± 0.8 0.8 ± 0.5 4.9 ± 2.3 1.7 ± 1.1
W+jets (MC) 17.8 ± 12 10.5 ± 7.4 4.3 ± 3.3 1.7 ± 1.6 63.6 ± 28 17.6 ± 12
W+jets (DD) - - - 3.2 ± 1.7 - 15.7 ± 4.5
Z+jets (MC) 0.3 ± 0.1 0.4 ± 0.2 0.1 ± 0.1 0.1 ± 0.1 3.3 ± 1.6 1.3 ± 0.8
single-t (MC) 1.7 ± 0.4 2.5 ± 0.5 1.5 ± 0.3 0.7 ± 0.2 1.1 ± 0.2 0.3 ± 0.1
Total (non tt̄ ) 25.9 ± 13 16.8 ± 7.6 7.4 ± 3.4 3.3 ± 1.7 72.9 ± 29 20.9 ± 13

tt̄(MC) 0.7 ± 0.2 4.1 ± 1.1 9.0 ± 1.8 15.0 ± 3.4 4.6 ± 0.7 5.5 ± 1.2
Total expected 27 ± 13 21 ± 8 16 ± 4 18 ±4 78 ± 29 26 ± 13

Observed 30 30 18 20 80 36
(b)

Table 1: Number of tagged and zero-tag events with different jet multiplicities in (a) the single-electron
and (b) the single-muon channel. The observed number of events are shown, together with the Monte-
Carlo simulation estimates for tt̄,W+jets, Z+jets and single-top events, normalised to the data integrated
luminosity of 2.9 pb−1. The data-driven estimates (DD) for QCD multijet (see Section 5.3) and W+jets
(see Section 5.4) backgrounds are also shown. The ‘Total (non tt̄)’ row uses the simulation estimate for
W+jets for all samples. The uncertainties on all data-driven background estimates include the statistical
uncertainty and all systematic uncertainties. The numbers in the ’Total expected’ rows are rounded to a
precision commensurate with the uncertainty.
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Relative cross-section uncertainty [%]
Source e + jets µ + jets
Statistical uncertainty ±43 ±29
Object selection

Lepton reco,ID,Trigger ±3 ±2
Jet energy reco ±13 ±11
b-tagging -10 ; +15 -10 ; +14
Background rates

QCD norm ±30 ±2
W+jets norm ±11 ±11
Other bkg norm ±1 ±1
Signal simulation

ISR/FSR -6 ; +13 ±8
PDF ±2 ±2
Parton shower & hadronisation ±1 ±3
NLO generator ±4 ±6
Sum systematics -37 ; +41 -20 ; +24
Integrated luminosity -11 ; +14 -10 ; +13

Table 4: Summary of individual systematic uncertainty contributions to the cross section determination
using the counting method. All numbers are relative uncertainties are expressed as percentage.

respectively. This method fits simultaneously the tt̄ and W+jets components relying mostly on shape in-535

formation. The shape of the templates for tt̄, W+jets and smaller backgrounds is taken from simulation.536

The template for the QCD multi-jet background is taken from a data sample using a modified lepton def-537

inition, which requires at least one of the selection criteria listed in Section 4 to fail. A constraint, similar538

to the f corr2→≥4 correction factor introduced in Section 5.4, is introduced on the ratio of the W+jets yields539

in the 3-jet and ≥4-jet samples which reduces the uncertainty on the extracted signal yield. Additionally,540

theW yields in the e + jets and µ + jets channels are related by their respective acceptance.541

In the second approach B, the tagged and zero-tag ≥4-jet samples are used, with a single template542

describing the sum of all backgrounds in each channel. The fraction of background events that are tagged543

in the ≥4-jet bin is constrained in the fit to a prediction based on the measured tagged fraction in the 3-544

jet sample and includes a simulation-based correction for the expected difference between the 3-jet and545

≥4-jet bins. The template for tt̄ and the relative contributions to the different samples are taken from546

simulation, while the template for the background is taken from a QCD enhanced sample in data. The547

assumed rate of tt̄ events in the 3-jet bin is iteratively adjusted to the measured cross-section.548

5.5.3 Results549

The cross-sections obtained with the baseline method in the e + jets and µ + jets channels are shown550

in Table 5. The fit methods make different assumptions about the signal and background and therefore551

serve as good cross-checks; their cross-sections are also shown in Table 5 and are in good agreement552

with those obtained from the baseline method. Additionally, the estimate for the W+jets background in553

≥4-jet tagged sample as measured in fit A is in agreement with the estimate quoted in Section 5.4. Also554

shown in Table 5 is the cross-section from a combined analysis of the e + jets and µ + jets channels.555

The procedure used to combine the baseline counting results will be described in Section 7. For the556

fit methods, the combined cross-sections are obtained from a simultaneous fit to the electron and muon557

samples.558

The systematic uncertainties of both fit-based methods are dominated by acceptance-related system-559
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while Figures 2b and c show mT(W) for the 2-jet pre-tag and for the 2-jet tagged samples respectively392

after the Emiss
T + mT(W) requirement. Good agreement is observed between the data and the sum of the393

estimated rate of multi-jet events and the simulation prediction for all non-QCD processes.394
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Figure 2: Distributions of mT(W). Top row - µ + jets channel : (a) the 1-jet pre-tag sample: only for this
figure the Emiss

T +mT(W) requirement is not applied, (b) the 2-jet pre-tag sample and (c) the 2-jet tagged
sample. Bottom row - e+jets channel: (d) the 1-jet pre-tag sample, (e) the 2-jet pre-tag sample and (f) the
3-jet tagged sample. In each plot data is compared to the sum of the data-driven QCD estimate plus the
contributions from W/Z+jets and top from simulation, where the hatched area indicates the uncertainty
on the summed estimate.

The full multi-jet background estimation procedure has been validated by applying the procedure395

on a sample of simulated events and comparing the result with the known amount of QCD multi-jet396

background in the sample. The systematic uncertainty on the µ + jets multi-jet background estimate is397

due to the control region uncertainty described above, and up to 30% uncertainty originating from the398

method validation studies on the simulation and, for the tagged samples, the uncertainty originating from399

the per-event b-tagging probabilities.400
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Figure 2: Distributions of mT(W). Top row - µ + jets channel : (a) the 1-jet pre-tag sample: only for this
figure the Emiss

T +mT(W) requirement is not applied, (b) the 2-jet pre-tag sample and (c) the 2-jet tagged
sample. Bottom row - e+jets channel: (d) the 1-jet pre-tag sample, (e) the 2-jet pre-tag sample and (f) the
3-jet tagged sample. In each plot data is compared to the sum of the data-driven QCD estimate plus the
contributions from W/Z+jets and top from simulation, where the hatched area indicates the uncertainty
on the summed estimate.

The full multi-jet background estimation procedure has been validated by applying the procedure395

on a sample of simulated events and comparing the result with the known amount of QCD multi-jet396

background in the sample. The systematic uncertainty on the µ + jets multi-jet background estimate is397

due to the control region uncertainty described above, and up to 30% uncertainty originating from the398

method validation studies on the simulation and, for the tagged samples, the uncertainty originating from399

the per-event b-tagging probabilities.400
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nations of the number of events with a ‘real’ (prompt) or a ‘fake’ muon:347

Nloose = Nloose
real + Nloose

fake ,

Nstd = rNloose
real + f Nloose

fake , (1)

where r quantifies the fraction of prompt muons in the loose selection that also pass the standard selection348

and f quantifies the fraction of non-prompt muons in the loose selection that also pass the standard349

selection. If r and f are known, the number of events with non-prompt muons can be calculated from350

Eq. 1 given a measured Nloose and Nstd. The relative efficiencies r and f are measured in data in control351

samples enriched in either prompt or non-prompt muons. The key issue in selecting these control regions352

is that they should be kinematically representative of the signal region so that the measured control-region353

efficiency can be applied in the signal region.354

An inclusive Z → µ+µ− control sample is used to measure the prompt muon efficiency r = 0.990 ±355

0.003. No statistically significant dependence on the jet multiplicity is observed. For the measurement356

of the non-prompt muon efficiency two control regions are used: a sample A with low missing transverse357

energy (Emiss
T < 10 GeV) and at least one jet with pT > 25 GeV, and a sample B with the nominal358

missing transverse energy requirement (Emiss
T > 20 GeV), at least one jet with pT > 25 GeV, and a high359

muon impact parameter significance. Sample A is dominated by QCD multi-jet events as most multi-jet360

events have little true Emiss
T and the cross-section is comparatively large. The contribution from events361

with prompt muons from W/Z+jets which remains in the Emiss
T < 10 GeV region has to be subtracted.362

Since the level of these processes is not accurately known, it is evaluated in an iterative procedure. The363

initial value obtained for f is used to predict the number of leptons in the full Emiss
T range. The excess of364

candidate lepton events in data is attributed to prompt muons from W/Z+jets, whose contribution to the365

Emiss
T < 10 GeV region is then subtracted, obtaining a new value for f . The procedure converges in few366

iterations and it results in f A = 0.382 ± 0.007, where the quoted uncertainty is statistical only. Sample367

B is kinematically close to the signal region, but the large impact parameter significance requirement368

selects muons that are incompatible with originating from the primary vertex and the sample is thus369

enriched in non-prompt muons. Here a value f B = 0.295 ± 0.025 is measured, where the uncertainty is370

again statistical only.371

Since both samples A and B are reasonable, but imperfect, approximations of the signal region in372

terms of event kinematics, the unweighted average f = 0.339 ± 0.013 (stat.) ± 0.061 (syst.) is taken as373

the central value. The systematic uncertainty is determined by half the difference between the control374

regions, multiplied by
√
2 to obtain an unbiased estimate of the underlying uncertainty, assuming that375

the two control regions have similar kinematics as the signal region.376

The unweighted average value of f is used to estimate the background in each of the four pre-tag377

µ+jets samples using Eq. 1. The validity of the approach of using a single f for all jet multiplicities has378

been checked with method calibration studies performed on samples of simulated events.379

For the tagged samples, the estimated background in each pre-tag sample is multiplied by the mea-380

sured probability for a similar QCD multi-jet event to have at least one b-tagged jet. This results in a381

more precise measurement of the tagged event rate than a measurement of f in a tagged control sam-382

ple which has a large statistical uncertainty due to the relatively small number of tagged events. The383

b-tagging probabilities for multi-jet events are 0.09±0.02, 0.17±0.03, 0.23±0.06 and 0.31±0.10 for 1384

through ≥4-jet, respectively. These per-event b-tag probabilities have been measured in a sample defined385

by the pre-tag criteria, but without the Emiss
T cut, and by relaxing the muon selection to the loose criteria.386

The systematic uncertainty on this per-event tagging probability is evaluated by varying the selection387

criteria of the sample used for the measurement.388

The estimated yields of multi-jet events in the tagged µ + (1, 2, 3 and ≥4-jet), zero-tag µ + (3 and389

≥4-jet) and the pre-tag µ + (1 and 2-jet) are summarised in Table 1b and also shown in Table 2. Figure 2a390

shows the distribution of mT(W) for the 1-jet pre-tag sample without the Emiss
T + mT(W) requirement,391
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Figure 1: Jet multiplicity distributions (i.e. number of jets with pT > 25 GeV). Top row - pre-tag samples:
(a) electron channel, (b) muon channel and (c) electron/muon combined. Bottom row - tagged samples:
(d) electron channel, (e) muon channel and (f) electron/muon combined. The data are compared to the
sum of all expected contributions. For the totals shown, simulation estimates are used for all contributions
except QCD multi-jet, where a data-driven technique is used. The effect of the background uncertainty
on the total expectation is represented by the hatched area. The ≥4-jet bin in the tagged sample represents
the signal region.
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5.3.2 Background estimate in the e + jets channel401

In the e + jets channel, the background consists of both non-prompt electrons and fake electrons where402

the latter include both electrons from photon conversion and misidentified jets with high EM fractions.403

The relative magnitude of the non-prompt and fake components is not well known, as it depends on the404

details of electron misreconstruction effects that are not perfectly modeled in the simulation as well as405

on the fraction of QCD multi-jet events with non-prompt electrons in the final state which is also not406

well known. As the ratio also varies with the event kinematics, the method of Eq. 1, which relies on a407

representative control region to measure its f ingredient, is not well suited for the electron channel.408

A method, based on a binned likelihood template fit of the Emiss
T distribution, is used for the back-409

ground estimate. For each previously defined pre-tag and tagged sample, the data is fitted to a sum of410

four templates describing the Emiss
T distribution of the QCD multi-jet, tt̄ ,W+jets and Z+jets components411

respectively. The fit is performed in the region with Emiss
T < 20 GeV which is complementary to the412

signal region. The requirement on Emiss
T + mT(W) is not applied to improve the statistical precision. The413

QCD template is extracted from the data as described in the next paragraph, while the templates for the414

other processes are taken from the simulation. The fraction of multi-jet events in the signal region is then415

calculated by extrapolating the expected fraction of events for each component to the signal region using416

the template shape. The Emiss
T + mT(W) cut is applied considering the efficiency for each component417

separately. The output of the fit is ρQCD, the predicted fraction of QCD multi-jet events in the signal418

region, which is then multiplied by the observed event count.419

The templates for the QCD multi-jet Emiss
T distributions are obtained from two data control regions.420

In the first region called ‘jet-electrons’, events are selected which have, instead of the standard electron,421

an additional jet which passes the standard electron kinematic cuts and has at least 4 tracks and an422

EM fraction of 80-95%. In the second region called ‘non-electrons’, the standard event selection is423

applied, except that the electron candidate should fail the track quality cut in the innermost layers of424

the tracking detector. Since both control samples are approximations of the signal region in terms of425

event kinematics, the unweighted average of ρQCD predicted by the template fits using the jet-electron426

and non-electron templates, respectively, is taken for the multi-jet component. The uncertainty on ρQCD427

has a component from the template fit uncertainty, a component that quantifies the uncertainty related to428

the choice of control region, evaluated as the difference in ρQCD between the two regions divided by
√
2,429

and a component related to the method calibration performed on simulation samples. The latter varies430

between 2% and 36% depending on the sample.431

The results for the multi-jet background contribution to the e + jets channel are summarised in Ta-432

bles 1a, and are also shown in Table 2. The estimates for the tagged e + jets samples are performed433

directly in tagged control samples which have a sufficiently large number of events, and no per-event434

b-tagging probabilities are used.435

Figure 2 (bottom row) shows the distributions of mT(W) for d) the e + 1-jet pre-tag, e) the e + 2-jet436

pre-tag, and f) the e + 3-jet tagged samples. Acceptable agreement is observed between data and the sum437

of the QCD multi-jet background estimated with the fitting method and the other backgrounds estimated438

from simulation.439

5.4 W+jets background440

The data-driven estimate for the W+jets background in both e and µ channels is constructed by multi-441

plying the corresponding background contribution in the pre-tag sample by the event-by-event b-tagging442

probability:443

W
≥4-jet
tagged = W

≥4-jet
pre-tag · f

≥4-jet
tagged. (2)
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Here W
≥4-jet
pre-tag is an estimate of the W+jets event count in the pre-tag ≥4 jet sample and f

≥4-jet
tagged is the444

fraction of these events that are tagged, calculated as445

f
≥4-jet
tagged = f

2-jet
tagged · f

corr
2→≥4, (3)

where f
2-jet
tagged is a measurement of the W+jets tag fraction in the 2-jet sample and f corr2→≥4 accounts for446

the difference in flavour composition between the 2-jet and ≥4-jet samples as well as differences in the447

per-flavour event tagging probabilities, which may lead to different event rates after b-tagging.448

For the first ingredient, W≥4-jetpre-tag , the fact that the ratio of W+n+1 jets to W+n jets is expected to be449

approximately constant as a function of n is exploited [27, 28]. This is justified by the good agreement450

with the Standard Model expectation as shown in Figure 1. The number ofW events in the ≥4-jet pre-tag451

sample can thus be estimated as452

W
≥4-jet
pre-tag = W

2-jet
pre-tag ·

∞
∑

n=2

(W2-jet
pre-tag/W

1-jet
pre-tag)

n, (4)

where the sum is used to extrapolate to a sample with four or more jets. These rates are obtained by453

subtracting the estimated non-W contributions from the event count in the pre-tag 1-jet and 2-jet bins.454

The QCD multi-jet contribution is estimated from data as described in Section 5.3 and simulation-based455

estimates are used for the other backgrounds. The scaling behaviour of Eq. 4 does not apply to W → τν456

events as their selection efficiency depends significantly on the jet multiplicity. This contribution is457

subtracted from the observed event count in the W
1-jet
pre-tag and W

2-jet
pre-tag control samples and is estimated458

separately in the electron and the muon channel using the simulation to predict the ratio of (W → τν /459

W → #ν). The data-driven technique is used for the estimation of theW → eν background in the electron460

channel and the W → µν background in the muon channel. Table 2 compares the observed event yields461

in both the 1-jet and 2-jet samples with the estimated pre-tag backgrounds for both the e and µ channels.462

Figures 2b and 2e show the mT (W) distribution of the 2-jet pre-tag samples in the muon and electron463

channels, respectively.464

Sample 1-jet pre-tag e 1-jet pre-tag µ 2-jet pre-tag e 2-jet pre-tag µ

Observed 1815 1593 404 370
Multi-jets (DD) 517 ± 89 65 ± 28 190 ± 43 20 ± 9.7
W(τν)+jets (MC) 39 ± 10 43 ± 11 11.7 ± 4.4 13.6 ± 5.1
Z+jets (MC) 19 ± 9.1 48 ± 12 11.6 ± 5.2 14.0 ± 4.8

tt̄ (MC) 1.7 ± 0.8 1.7 ± 0.8 7.0 ± 3.0 7.7 ± 3.3
single-t (MC) 4.4 ± 0.7 5.0 ± 0.8 5.2 ± 0.8 5.1 ± 0.8
diboson (MC) 4.8 ± 4.8 5.7 ± 5.7 3.8 ± 3.8 4.4 ± 4.4

Total (nonW(lν)+jets) 585 ± 90 168 ± 33 229 ± 44 65 ± 13
EstimatedW(lν)+jets 1230 ± 100 1425 ± 52 175 ± 49 305 ± 23

Table 2: Observed event yields in the pre-tag 1-jet and 2-jet samples and estimated contributions from
non-W processes andW → τν. The estimation for multi-jet events is data-driven (DD), all other estimates
are based on simulation (MC). The last row gives the number ofW(lν)+jet background events, estimated
as the observed background minus all other backgrounds.

The ratio between the 2-jet and 1-jet rates is measured with significantly poorer precision in the465

electron channel, because of the larger multi-jet contamination. Since the ratio between the 2-jet and466

1-jet rates is expected to be independent of theW decay mode, the muon channel estimation is used also467

for the electron channel, giving468
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Here W
≥4-jet
pre-tag is an estimate of the W+jets event count in the pre-tag ≥4 jet sample and f

≥4-jet
tagged is the444

fraction of these events that are tagged, calculated as445

f
≥4-jet
tagged = f

2-jet
tagged · f

corr
2→≥4, (3)

where f
2-jet
tagged is a measurement of the W+jets tag fraction in the 2-jet sample and f corr2→≥4 accounts for446

the difference in flavour composition between the 2-jet and ≥4-jet samples as well as differences in the447

per-flavour event tagging probabilities, which may lead to different event rates after b-tagging.448

For the first ingredient, W≥4-jetpre-tag , the fact that the ratio of W+n+1 jets to W+n jets is expected to be449

approximately constant as a function of n is exploited [27, 28]. This is justified by the good agreement450

with the Standard Model expectation as shown in Figure 1. The number ofW events in the ≥4-jet pre-tag451

sample can thus be estimated as452

W
≥4-jet
pre-tag = W

2-jet
pre-tag ·

∞
∑

n=2

(W2-jet
pre-tag/W

1-jet
pre-tag)

n, (4)

where the sum is used to extrapolate to a sample with four or more jets. These rates are obtained by453

subtracting the estimated non-W contributions from the event count in the pre-tag 1-jet and 2-jet bins.454
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non-W processes andW → τν. The estimation for multi-jet events is data-driven (DD), all other estimates
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The ratio between the 2-jet and 1-jet rates is measured with significantly poorer precision in the465

electron channel, because of the larger multi-jet contamination. Since the ratio between the 2-jet and466

1-jet rates is expected to be independent of theW decay mode, the muon channel estimation is used also467

for the electron channel, giving468
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W
≥4-jet
pre-tag = 11.2 ± 2.2(stat.) ± 4.0(syst.), e channel,

W
≥4-jet
pre-tag = 18.9 ± 4.1(stat.) ± 5.0(syst.), µ channel.

The leading systematic uncertainties are the uncertainty on the purity of the low jet multiplicity control469

samples and the uncertainty associated with the assumption that the (W + n + 1 jets)/(W + n jets) ratio470

is constant. The latter has been evaluated to be 24% from the results reported in [29].471

472

For the second ingredient, f
2-jet
tagged, the pre-tag yield is taken from Table 2 and the pre-tag non-W473

backgrounds (also from Table 2) are subtracted from this yield. This gives an estimate of the W+jets474

contribution in the 2-jet pre-tag sample. The same is done in the tagged sample: the estimated non-W475

backgrounds, as shown in Table 1, are subtracted from the measured yield after applying the tagging476

criteria resulting in an estimate of the W+jets contribution in the 2-jet sample after tagging. The ratio of477

the tagged to the pre-tag contributions represents the estimate of the fraction of tagged events in the 2-jet478

sample479

f
2-jet
tagged = 0.060 ± 0.018(stat.) ± 0.007(syst.).

This quantity is computed from the muon channel only, due to the large uncertainty originating from the480

QCD contamination in the electron channel. Figures 2b and 2c show the distribution of the transverse481

mass mT (W) for the µ+ jets 2-jet pre-tag and tagged samples respectively, and evidence a cleanW signal482

in both samples.483

The final ingredient, the correction factor f corr2→4, is defined as f corr2→4 = f
≥4-jet
tagged/ f

2-jet
tagged. It is obtained484

from simulation studies on AlpgenW+jets events and is determined to be:485

f corr2→4 = 2.8 ± 0.8(syst.). (5)

The quoted uncertainty on f corr2→4 reflects uncertainties on the assumed flavour composition of the pre-tag486

2-jet sample, the uncertainty on the scaling factors for the b-tagging efficiency for b, c and light-quark487

jets, and the uncertainty on the ratio of fractions in the 2-jet bin and the ≥4-jet bin for W+bb̄+jets,488

W+cc̄+jets and W+c+jets. The leading uncertainty on f corr2→4 is due to the uncertainty of the predicted489

ratios of flavour fractions in the 2-jet and ≥4-jet bin, and is estimated by the variation of several Alpgen490

generator parameters that are known to influence this ratio [8], and adds up to 40%-60% per ratio. The491

uncertainty on the flavour composition in the 2-jet bin, while large in itself, has a small effect on f corr2→4492

due to effective cancellations in the ratio.493

Applying Eq. (2) and (3) the estimated yields forW+jets in the ≥4-jet tagged samples are494

W
≥4-jet
tagged = 1.9 ± 0.7(stat.) ± 0.9(syst.), e channel,

W
≥4-jet
tagged = 3.2 ± 1.2(stat.) ± 1.2(syst.), µ channel.

as reported in Table 1.495

5.5 Cross section measurement496

5.5.1 Counting-based measurement of the cross section in the ≥4-jet bin497

In the ≥4-jet tagged sample the tt̄ signal yield is obtained by subtracting the estimated rate of all back-498

grounds from the observed event yield. This method depends crucially on the understanding of the499

background, but makes no assumption on tt̄ signal properties for the yield calculation. For the multi-jet500

and W+jets backgrounds, the data-driven estimates described in detail in Sections 5.3 and 5.4 are used,501
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Process ee µµ eµ

Z+jets (DD) 0.25 ± 0.18 0.67 ± 0.38 -
Z(→ ττ)+jets (MC) 0.07 ± 0.04 0.14 ± 0.07 0.13 ± 0.06
Non-Z leptons (DD) 0.16 ± 0.18 -0.08 ± 0.07 0.47 ± 0.28
single top (MC) 0.08 ± 0.02 0.07 ± 0.03 0.22 ± 0.04
dibosons (MC) 0.04 ± 0.02 0.07 ± 0.03 0.15 ± 0.05
Total predicted (non tt̄) 0.60 ± 0.27 0.88 ± 0.40 0.97 ± 0.30
tt̄ 1.19 ± 0.19 1.87 ± 0.26 3.85 ± 0.51
Total predicted 1.79 ± 0.38 2.75 ± 0.55 4.82 ± 0.65
Observed 2 3 4

Table 6: The full breakdown of the expected tt̄-signal and background in the signal region compared to
the observed event yields, for each of the dilepton channels (MC is simulation based, DD is data driven).
All systematic uncertainties are included.

single-lepton analysis, in the case of muons, the dominant fake-lepton mechanism is a semi-leptonic605

decay of a heavy-flavour hadron, in which a muon survives the isolation requirement. In the case of606

electrons, the three mechanisms are heavy flavour decay, light flavour jets with a leading π0 overlapping607

with a charged particle, and conversion of photons. Here ‘fake’ is used to mean both non-prompt leptons608

and fake leptons (as defined by Section 5.3.2) taken together.609

The ‘matrix method’ introduced in Section 5.3.1 is extended here to measure the fraction of the610

dilepton sample that comes from fake leptons. A looser lepton selection criteria is defined, and then it is611

used to count the number of observed dilepton events with zero, one or two tight (‘T’) leptons (NLL, NTL612

and NLT , NTT , respectively), with the balance in each being loose (‘L’) leptons. Then two probabilities613

are defined, r ( f ), to be the probability that real (fake) leptons that pass the loose identification criteria,614

will also pass the tight criteria. Using r and f , linear expressions are then obtained for the observed615

yields as a function of the number or events with zero, one and two real leptons (NFF , NFR and NRF ,616

NRR, respectively), with the balance in each being fake leptons. The method explicitly accounts for the617

presence of events with two fake leptons. These linear expressions form a matrix that is inverted in order618

to extract the real and fake content of the observed dilepton event sample:619
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The ‘loose’ lepton has no isolation requirement, and, for loose electrons, the E/p cut is dropped, and620

the ‘medium’ electron identification criteria as defined in Ref. [20] is replaced with the corresponding621

loose definition, with looser calorimeter and tracking cuts. For the muons the loose selection is identical622

to the one described in Section 5.3.1.623

The efficiency at which a real loose lepton pass the full tight criteria, r, is measured in data in a sample624

of Z → ## events as a function of jet multiplicity. The corresponding efficiency for fake leptons, f , is625

measured in data in events with a single loose lepton, which are dominated by QCD di-jet production.626

Contributions from real leptons due to W+jets in the fake lepton control region are subtracted using627

simulated data.628

The dominant systematic uncertainty comes from the possible difference in the mixture of processes629

where the efficiency for fake leptons f is measured, di-jet events, and where it is applied, the signal630

region. For electrons, a larger contribution is expected from heavy flavour events in the signal region due631

to tt̄ → #νb j jb events. This effect is accounted for by measuring the dependence of the efficiency for632
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Z(→ ττ)+jets (MC) 0.07 ± 0.04 0.14 ± 0.07 0.13 ± 0.06
Non-Z leptons (DD) 0.16 ± 0.18 -0.08 ± 0.07 0.47 ± 0.28
single top (MC) 0.08 ± 0.02 0.07 ± 0.03 0.22 ± 0.04
dibosons (MC) 0.04 ± 0.02 0.07 ± 0.03 0.15 ± 0.05
Total predicted (non tt̄) 0.60 ± 0.27 0.88 ± 0.40 0.97 ± 0.30
tt̄ 1.19 ± 0.19 1.87 ± 0.26 3.85 ± 0.51
Total predicted 1.79 ± 0.38 2.75 ± 0.55 4.82 ± 0.65
Observed 2 3 4

Table 6: The full breakdown of the expected tt̄-signal and background in the signal region compared to
the observed event yields, for each of the dilepton channels (MC is simulation based, DD is data driven).
All systematic uncertainties are included.
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The ‘loose’ lepton has no isolation requirement, and, for loose electrons, the E/p cut is dropped, and620

the ‘medium’ electron identification criteria as defined in Ref. [20] is replaced with the corresponding621

loose definition, with looser calorimeter and tracking cuts. For the muons the loose selection is identical622

to the one described in Section 5.3.1.623

The efficiency at which a real loose lepton pass the full tight criteria, r, is measured in data in a sample624

of Z → ## events as a function of jet multiplicity. The corresponding efficiency for fake leptons, f , is625

measured in data in events with a single loose lepton, which are dominated by QCD di-jet production.626

Contributions from real leptons due to W+jets in the fake lepton control region are subtracted using627

simulated data.628

The dominant systematic uncertainty comes from the possible difference in the mixture of processes629

where the efficiency for fake leptons f is measured, di-jet events, and where it is applied, the signal630

region. For electrons, a larger contribution is expected from heavy flavour events in the signal region due631

to tt̄ → #νb j jb events. This effect is accounted for by measuring the dependence of the efficiency for632
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Relative cross-section uncertainty [%]
Source ee µµ eµ

Statistical uncertainty -79 ; +126 -67 ; +100 -56 ; +77
Object selection

Lepton reco, ID, Trigger -2 ; +11 -4 ; +3 -1 ; +3
JES -7 ; +13 -14 ; +9 -3 ; +5
Background rates

Fake leptons -31 ; +24 -4 ; +1 -15 ; +8
Z+jets -12 ; +4 -19 ; +5 -2 ; +1
MC stat. -5 ; +3 -3 ; +4 ± 2
Theoretical cross-section ± 3 -5 ; +4 ± 3
Signal simulation

ISR/FSR -4 ; +5 -2 ; +3 -2 ; +3
PDF -2 ; +1 -2 ; +3 -2 ; +3
Parton shower -9 ; +14 -6 ; +9 ± 3
NLO Generator -8 ; +11 -11 ; +13 -3 ; +4
Luminosity -11 ; +16 -11 ; +16 -12 ; +14
All syst. -25 ; +44 -25 ; +30 -14 ; +25
Stat. + Syst. -83 ; +134 -72 ; +104 -57 ; +81

Table 10: Individual systematic uncertainties on the tt̄ cross-section in the dilepton channels. The
combined uncertainties listed in the bottom two rows include the luminosity uncertainty.

7 Combination of the single lepton and the dilepton channels688

The combined tt̄ production cross-section is calculated using a binned profile likelihood fit of the number689

of expected events690

Nexp(σtt̄,α j) = L
(

(εtt̄(α j)σtt̄ + σbkg,MC(α j)
)

+ NDD(α j) (7)

to the observed number of events in data. Here L is the luminosity, εtt̄ is the signal acceptance, σbkg,MC is691

the sum of expected background events from simulation-based estimates, and NDD is the sum of expected692

events from data-driven estimates. The acceptance and background estimates depend on sources of693

systematic uncertainty labeled as α j. The likelihood for a single channel is defined as694

L(σtt̄, L,α j) = Pois
(

Nobs |Nexp(σtt̄, $α)
)

×G(L0|L, δL) ×
∏

j∈syst

Γ j(α j) . (8)

where L0 is the luminosity of the data sample and δL = 11% · L0. For the other systematic uncertain-695

ties a constraint in the form of a gamma function is included. Sources of systematic uncertainties are696

grouped into subsets that are uncorrelated to each other, however each group can have correlated effects697

on multiple signal and background estimates. This relationship between the channels is modeled in the698

construction of the likelihood function. Ensembles of pseudo-data are generated and the resulting esti-699

mate of the cross-section is confirmed to be unbiased. The method is the same as the one used in [30].700

The only difference here is that systematic uncertainties are modeled with gamma distributions, which701

are more suitable priors for large systematics than truncated Gaussians [31]. In the small systematic702

uncertainty limit, the gamma distribution coincides with the conventional choice of a Gaussian.703

Table 11 lists the cross-sections for the single-lepton and dilepton channels and the all-channel com-704

bination with the corresponding statistical and systematic uncertainties extracted from the profile like-705

lihood fit. Each of these three results was obtained by a separate fit to the combination of the relevant706
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sub-channels. By combining all five channels a significance of 4.8σ is achieved for the first observa-707

tion of tt̄ production in ATLAS. If a Gaussian distribution is assumed for all systematic uncertainties, a708

significance of 5.1σ is achieved. The coverage and absence of bias in the fit are validated by pseudo-709

experiments. The results are cross-checked with an alternative method based on Bayesian methodology710

and are found to agree.711

Combination Cross-section (pb) Signal significance (σ)

Single lepton channels 142 ± 34 +50−31 4.0

Dilepton channels 151 +78−62
+37
−24 2.8

All channels 145 ± 31 +42−27 4.8

Table 11: Summary of cross-section and signal significance calculated by combining the single lepton
and dilepton channels individually and for all channels combined.
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Figure 9: Top quark pair-production cross-section at hadron colliders as measured by CDF, D0, CMS
and ATLAS (this measurement). The theoretical predictions for pp and pp̄ collisions include the scale
and PDF uncertainties, obtained using the HATHOR tool with the CTEQ6.6 PDFs [33]

8 Summary712

In a sample of 2.9 pb−1 37 tt̄ candidate events are observed in the single-lepton topology, as well as 9713

candidate events in the dilepton topology, resulting in a measurement of the inclusive tt̄ cross section of714

σtt̄ = 145 ± 31 +42−27 pb,

The measured cross-section in the sub-channels are found to be consistent with each other. The kinematic715

properties of the selected events are consistent with SM tt̄ production. The measured tt̄ cross-section is in716

good agreement with the previous measurement from CMS as well as with NLO QCD predictions [32]717

and the approximate NNLO top cross-section calculation [33], as shown in Fig. 9.718
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The yields estimates obtained with this procedure are shown in Table 8 along with estimates of Z+jets663

background based on simulation only. The comparison demonstrates that data-driven normalisation using664

the control regions helps to reduce the effect of the systematic uncertainties. The estimated yields from665

data are higher than those from the Monte-Carlo prediction. This trend is also observed in the control666

regions involving Emiss
T where jets are used in the selection.667

Process ee µµ

Z+jets (Monte Carlo) 0.14 ± 0.03 ± 0.16 0.56 ± 0.06 ± 0.39
Z+jets (data-driven) 0.25 ± 0.09 ± 0.16 0.67 ± 0.22 ± 0.31

Table 8: Yields and uncertainties for the estimates of the Z+jets background. The uncertainties are
statistical and systematic, respectively.

Due to the very limited data statistics, simulation is used for the Z → ττ contribution instead of668

the data-driven method used to estimate Z → ee and Z → µµ contributions. The modeling of the669

Z → ττ is cross-checked in the eµ channel in the 0-jet bin, where five events are observed in data670

versus a total expectation of 3.1 events, with an expected Z → ττ contribution of 2.4 events. The largest671

systematic uncertainty comes from that on the integrated luminosity. The estimated Z+jets backgrounds672

are summarized in Table 6.673

Data-driven backgrounds, modeled acceptances and efficiencies in simulation are validated in various674

control regions which are depleted of tt̄ events. Figure 8 (a) and (b) show the jet multiplicity for events675

where the dilepton mass lies inside the Z peak and tests the initial state radiation (ISR) modeling of jets676

for Z+jets processes. The dilepton mass plots, Figure 8 (c) and (d), probe the lepton energy scale and677

resolution.678

The understanding of γ → e+e− conversions can be tested by using same-sign events. Five same-679

sign events are observed inside the Z peak in the inclusive ee channel and they are compatible, within680

the limited statistics, with the conversions modeled by the simulations. No same-sign events have been681

observed in the µµ or eµ channels.682

6.4 Cross-section determination in the dilepton channels683

The cross-section is measured in each dilepton channel and translated into an inclusive tt̄ cross-section684

using the W → #ν and τ → #νντ branching ratios. The cross-sections and uncertainties in the individual685

channels are estimated using the binned likelihood method as will be described in Section 7. The cross-686

sections are summarized in Table 9, and the cross-section uncertainties are listed in Table 10.687

Channel σtt̄ (pb)

ee 193 +243−152
+84
−48

µµ 185 +184−124
+56
−47

eµ 129 +100−72
+32
−18

Combined 151 +78−62
+37
−24

Table 9: Measured cross-sections in each individual dilepton channel and in the combined fit. The
uncertainties represent the statistical and combined systematic uncertainty, respectively.
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atic uncertainties. Compared to the counting method, both fit-based techniques have a reduced sensitivity560

to the QCD background rate but have method specific systematics: the ratio of taggedW+jets in the 3-jet561

and ≥4-jet bins and shape-modeling uncertainties for fit A, and the modeling of the b-tagged fraction for562

fit B. Overall this trade-off results in a comparable total uncertainty for both methods compared to the563

counting method.564

Method e + jets µ + jets e/µ +jets combined

Counting σ [pb] 105 ± 46 +45−40 168 ± 49 +46−38 142 ± 34 +50−31

Fitted σ(A) [pb] 98 ± 58 +34−28 167 ± 68 +46−39 130 ± 44 +38−30
Fitted σ(B) [pb] 110 ± 50 ± 39 134 ± 52 ± 39 118 ± 34 ± 34

Table 5: Measured inclusive tt̄ cross-sections using the counting method and the fitting techniques (A
and B) for the single lepton channel. The quoted uncertainties represent respectively the statistical and
systematic uncertainty including luminosity. The top row represents the baseline results that are used for
the combination presented in Section 7.


