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LHCOPN: LHC optical private network

 Missions

– T0-T1 transfers, T1-T1 as best effort

– Missions won’t be extended (No T2 traffic into)

 Users: Data managers on Tiers 0/1

 Capacity: Mainly 10G links

 High level of resilience and redundancy achieved

– Traffic able to survive major fibre cut (demonstrated!)

• Now 28 links in production

– Very few unexpected service impacting events
• 4 this year (CH-CERN, US-T1-BNL, TW-ASGC, IT-INFN-CNAF)

 4 WG: Routing / Security / Operations / Monitoring
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Infrastructure status
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Operation status (1/3)

 Lot of work last years
– Through LHCOPN Ops WG

– Designing processes, setting up all tools

• TTS: Dedicated helpdesk with GGUS

– http://ggus.org/lhcopn

• web repositories: CERN’s twiki

– https://twiki.cern.ch/twiki/bin/view/LHCOPN/WebHome

– Now procedures agreed, implemented and 

followed

• Regular review during quarterly Ops phoneconf
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http://ggus.org/lhcopn
https://twiki.cern.ch/twiki/bin/view/LHCOPN/WebHome


Dedicated helpdesk in GGUS
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Dedicated helpdesk in GGUS
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Kind of tickets per month
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80% of events are L2 related, 50% of events are scheduled



Ownership of tickets per month per site
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~1 ticket per month for FR-CCIN2P3



Operation status (2/3)

 Nothing major to highlight

– Lot of regular events, few service affecting

• Information delivered to WLCG must be filtered

– Main complex network issues lie at end sites

• Performance issues or LHCOPN bypassed

– Lot of network issues for WLCG are not anyhow 

related to the LHCOPN

 2 main weaknesses being addressed

– Few operational relationships with WLCG

• Mainly communication issue

– Must rely on accurate network monitoring
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Operation status (3/3)

 Ongoing work

– Extend and unify LHCOPN processes to cope with 

standard network issues on public networks

• Ownership of trouble

• Fit within current support scheme

• Ensure timely resolution and regular updates

• Clarify communication channels: network providers/sites/Project

– Single point of contact for WLCG

• But distributed networking support unit behind

– Wait Tiers2 networking infrastructure to reach consensus 

before studying how LHCOPN experience can benefit
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Monitoring status (1/5)

 Long standing topic ~4 years old

– Not vital for network operations: Each site still monitoring its subpart

– Missing: Global service view for experiments

 Task previously fully outsourced to GN2

– Based on perfSONAR MDM solution especially designed and tuned

• MDM: Multi domain Monitoring

– Data gathering & presentation

 Hardware solution deployed on each Tiers 0/1

– Heavy: 3 appliances per site remotely managed by GN2

• 1 bandwidth measurement: Active tests, BWCTL, 1G injected each 30 min

• 1 latency measurement: OWD

• 1 scheduler and metrics database

– Central collector currently hosted by DFN (GN2)
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Monitoring status (2/5)
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perfSONAR MDM weathermap



Monitoring status (3/5)

 Leadership changed 2010-07

– GN3 now only in charge of data gathering

– CERN leading revamped Monitoring WG

• Including people from experiments

• SARA (NL-T1) take the lead for the dashboard

• CERN working on integration

 Dashboard requirements

– Simple for users

– In-depth view for operators

– Reliability is vital
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Monitoring status (4/5)

 Tricky part is logic behind data presentation

– SLD: What is a degraded situation?

– Resilience working, thresholds etc.

 Ongoing

– Audit from GN2 about the solution deployed

• What’s working or not

– Dashboard prototype being prepared by NL-T1

• Target: February 2011

LCG France, Lyon, 2010-11-22GCX 14



Monitoring status (5/5)
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 Preview of dashboard

 No strong effort on data presentation
– Data shared, up users to embed this wherever they want

– Alarms desired



Conclusion

 Infrastructure

– Now fully deployed, heavily redundant

 Operations

– Steady state, waiting monitoring & SLD for next 

improvements

– Main weakness being addressed: Grid interactions

 Monitoring

– Known as a key requirement from project

– Metrics gathering on sites seems now ok

– Global service view being made 
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