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CVMFS

Readonly filesystem de fichiers uniques immuables publiés centralement et distribués via
des niveaux de cache.

Localement disponible sur une machine par fuse-mount et cache disque local

Utilisé typiquement pour la distribution de logiciels, de fichiers de configuration ou de
données immmuables non volumétrique.

CernVM-FS

Applications

HTTP Content
Distribution Network

W

CernVM-FS "Repository"
(All Releases Available)

File System Buffers -u)))))))) Hacrgrgi\ghlfg:che '”””l”””””))))))))




Panda Workload Management Sy ATLAS

Central database
JEDI |
- L = PanDA Monitor tasks,
N - ; jobs, and system
y submit jobs ’ i i S

T submit tasks\ 4 b {
'-“ PanDA Server .-~
‘ ‘ A

o get/update job
kill pilot

" Data Mgt Service 4
PanDA

____________

get, update, VM/Container

kill jobs
feed workload

!
]
1
1
1
1
1
1
U

Node

request job N . ﬂ
= TOt request job

or pilot
\
D condor
schedd

data
stage-infout

Harvester

’

Edge node

@/

kubernetes
Harvester

Node

condor
schedd

submit jobs, Node §me!t
monitor jobs, job+pilot
Kill jobs,

submit jobs, )
monitor jobs, increase or throttle

feeﬁi"wjé’iﬁ';,ad get/update job or submit pilots
Kill pilot \

L
SSH submit
Gateway CE ] pilot (+job)

\, compute nodes ¥ I pilot Grid site

feed workload

condor
schedd




RC Computing Element

job management

ARC 7

ARC Infrastructure Services

aCT
@ Workflow @ Service Endpoint
Management Registry

ARCHERY

ARC Monitor

@ Cluster load
monitoring

>

stage-in

A
»

_ stage-out

Y

_ info

<t

delegation
A A
Y »

ARC CE

A-REX

i Delegation Interface

DTR
Candypond
Cache

A-REX
Core
(job life-cycle)

LRMS Backend
and info collector | [\

Delegation
token, x509

AuthZ
token, x509

ID mapping

using LRMS CLI

Infosys LDAP

| || Deprecation
i |1 warning for
i i ARCS

WLCG Prod

Info Publishing
Interface

(SLURM, HTCondor, ..)

Cluster
Nodes




WLCG et HPC en Europe (:YyFL\S

¢ Voici quelques exemple de maniére d'utiliser des machines HPC de EuroHPC par une
des expérience du LHC, ATLAS :

2

Les machines HPC de la fédération nordique et la machine VEGA (Slovénie) ont
été configurées pour étre utilisables par la grille : ATLAS utilise les ARC-CE avec
transfert de données ; CVMFS est disponible ; tout type d’exécution est a priori
possible.

KAROLINA et BARBORA (Tchéquie) n‘autorisent que d'accés ssh au batch et au
stockage. Les fichiers sont donc échangés avec un stockage grille via sshfs. Seule
I'allocation de noeuds entiers est possible. CVMFS n’est pas installé mais les user
namespaces sont autorisé et donc cvmfsexec est utilisé. Elles sont utilisées pour
des jobs de production multicceur.

LUMI (Finlande) n'autorise que des acces ssh au batch et au stockage. Les
fichiers sont donc échangés avec un stockage grille via sshfs. CVMFS n’est pas
installé et les user namespace non autorises. ATLAS l'utilise avec des « gros »
containers qui ont le code et les données nécessaires.

MARENOSTRUMS (Espagne) et SuperMUC (Allemagne) n‘offrent pas de
connectivité vers l'extérieure. Les fichiers sont donc échangés avec un stockage
grille via scp. CVMFS n'est pas installé et les user namespace non autorisés.
ATLAS l'utilise avec des « gros » containers pour le workflow de simulation qui n'a
pas besoin d'accéder aux bases de données.
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