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I-  DARK MATTER

Rich evidence for Dark Matter through its gravitational effects, from galactic to cosmological scales.

- 1933, Zwicky: motion of galaxies in the Coma cluster

- 1970s, Bosma, Rubin: rotation curves of spiral galaxies

- 1970s, Ostriker, Peebles: stability of disks in spiral galaxies

- 1980s, Peebles, Primack, Bond, White, …: Cosmic Microwave Background, Gravitational lensing, mass in X-ray clusters, …

Bullet cluster (Clown et al. 2006): colors=X-ray gas, 
green isocontours=projected density measured by 

gravitational lensing



FuzzyDM

This talk: SFDM, ALPs

A- Known properties of DM

- 27% of the energy density of the universe

- Cold (non-relativistic)

- Dark: small electromagnetic interactions

- Collisionless / pressureless: small self-interactions or interactions with baryons

Introduction        Self-similar solutions for FDM        Solitons and halos for quartic self-interaction        Soliton and halos for truncated self-interaction        Conclusion

The standard cosmological model, ΛCDM  à DM is described as a cold DM fluid.
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However, we remain ignorant about its basic properties for example the mass.
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What we know about dark matter

• 27% of the energy density of the universe.
• Dark (transparent): no/weakly electromagnetic interactions.
• Collisionless: no/weakly self-interaction or interaction with baryons
• Cold (non-relativistic): moves much slower than c.
• Pressureless: gravitational attractive, clusters.

However there remains a huge uncertainty on its mass and many scenarios exist, 
from elementary particles to macroscopic objects:

Introduction        Self-similar solutions for FDM        Solitons and halos for quartic self-interaction        Soliton and halos for truncated self-interaction        Conclusion

The standard cosmological model, ΛCDM  à DM is described as a cold DM fluid.

26.8%

68.3%

4.9%

Dark energy 

Energy content of the Universe

Dark matter Atoms

Elisa G. M. Ferreira (2020)

However, we remain ignorant about its basic properties for example the mass.

Raquel Galazo-García 6Institut de Physique Théorique - CEA

What we know about dark matter

• 27% of the energy density of the universe.
• Dark (transparent): no/weakly electromagnetic interactions.
• Collisionless: no/weakly self-interaction or interaction with baryons
• Cold (non-relativistic): moves much slower than c.
• Pressureless: gravitational attractive, clusters.



Dark Matter

Light bosonsQCD
Axions

Axion-like
Particles

Fuzzy
Dark
Matter

Neutrinos

Standard
Model �

Sterile
neutrinos

Weak Scale

Super-
symmetry

Extra-
dimensions

Little
Higgs

E�ective
Field
Theory

Simplified
Models

Other
Particle

WIMPzilla

Self-
interacting

Superfluid

Macroscopic Macros

MaCHOs
Primordial

BHs

Modified
Gravity

Emergent
GravityMoND

TeVeS

MOG

Figure 1. Visualization of possible solutions to the dark matter problem.
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II- Ultra-Light Dark Matter

Renewed interest in recent years (Hui, Ostriker, Tremaine, Witten 2017), especially since WIMPs have not been detected yet 
and ULDM might alleviate some small-scale tensions of LCDM.

These problems may be solved by a proper account of baryonic physics (feedback from Supernovae and AGN), 
but ULDM remains an interesting candidate on its own.



A- Fuzzy Dark Matter

For Fuzzy Dark Matter:
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m ⇠ 10�22eV

De Broglie wavelength:
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�dB ⇠ 1 kpc

The DM density field behaves like CDM on large scales but structures are suppressed below 
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�dB

In particular, hydrostatic flat cores (« solitons ») can form at the center of DM halos.

However, this model already seems ruled out by Lyman-alpha forest power 
spectra (because of this suppression of small-scale power).



In the FDM model, the wavelike dynamics below         , which leads to the suppression of small-scale power, 
appears as an effective « quantum pressure » in the hydrodynamical regime.
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�dB

Instead of relying on this quantum pressure (large         ), we can also suppress small-scale structures 
through self-interactions.
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�dB

This also generates an effective pressure, which is now due to the self-interactions.

B- Scalar field Dark Matter with self-interactions



III-  Scalar-field models

For a mostly quadratic potential with small self-interactions:

simulations, which agree with the well-known Navarro-
Frenk-White (NFW) profile [87]. In fact, supermassive
BHs are expected to involve baryonic physics, as cooling
and dissipation allow baryons to fall into gravitational
potential wells. Nonequilibrium physics may also come
into play through the mergers of smaller BHs, whereas the
initial seeds could result from the remnants of massive stars
or the collapse of large gas clouds or of stellar clusters.
See, for instance, Ref. [88] for a recent review of scenarios
for the assembly of supermassive BHs. Similar baryonic
processes should also be present in scalar DM cosmologies;
hence, we expect supermassive BHs to form as well in these
scenarios.
Thus, in this paper, we investigate the smooth accretion

onto the supermassive BH after a solitonic halo profile has
formed on the galactic scale (similar to the NFW halo
profile for CDM scenarios). We find that outside the
Schwarzschild radius and close enough to the black hole
the scalar dynamics are described by a stationary solution
with nonvanishing flux. This corresponds to the infall of
dark matter into the central BH. Far away from the center,
the dynamics reproduce the static soliton behavior, with a
solution whose density is nearly constant in the core before
falling off rapidly towards zero [89]. This selects a unique
solution with constant flux and nearly vanishing velocity
far away from the BH, which is similar to the transonic
solution obtained for the hydrodynamic case. We find
typically that the lifetime of the soliton, despite the falling
of matter into the BH, is larger than the age of the Universe.
Moreover, the constraints on the density profile of dark
matter inferred from the stellar dynamics in the vicinity of
the central BH [90,91] are easily met.
This manuscript is arranged as follows. In Sec. II,

we describe the main equations of a generic model of
scalar DM within a Schwarzschild geometry, in both
isotropic coordinates (Sec. II A 2) and Eddington coordi-
nates (Sec. III D). In Sec. III, we analyze the main features
of the scalar DM solitons for the harmonic case. In Sec. IV,
we extend this analysis to the self-interacting case deter-
mined by a quartic term. In Sec. V, we derive the long
lifetime associated with the scalar-field soliton found in the
previous section. Finally, the main conclusions are sum-
marized in Sec. VI.

II. DARK MATTER SCALAR FIELD

A. Scalar-field action

The scalar-field action is

Sϕ ¼
Z

d4x
ffiffiffiffiffiffi−gp

"
−
1

2
gμν∂μϕ∂νϕ − VðϕÞ

#
: ð1Þ

We also write the scalar-field potential as

VðϕÞ ¼ m2

2
ϕ2 þ VIðϕÞ; ð2Þ

where VI is the self-interaction potential. In this work, we
focus on the quartic self-interaction potential

VIðϕÞ ¼
λ4
4
ϕ4: ð3Þ

Such scalar fields can play the role of DM and build scalar
solitons, i.e., static profiles with a finite core, at the center
of galactic halos. These solitons can be the result of the
balance between the self-gravity of the scalar cloud and a
“quantum pressure” (due to the fact that the underlying
equations of motion are the Klein-Gordon equation, or the
Schrödinger equation in the nonrelativistic limit, rather
than the hydrodynamical Euler equation) or to a repulsive
self-interaction, associated with λ4 > 0. In this paper,
following our previous work [89], we focus on the large
scalar-mass limit

m ≫ 10−21 eV; ð4Þ

which ensures that the quantum pressure is negligible from
cosmological to galactic scales. Then, the galactic solitons
are due to the balance between gravity and the repulsive
self-interaction. In the large scalar-mass limit, the analysis
simplifies, and we can derive in the next sections explicit
expressions for the scalar-field profile and its inflow onto
the supermassive BH. Around a Schwarzschild BH, we
shall see below that the large-mass limit becomes defined
by the lower bound (40), which is somewhat larger than (4).

B. Schwarzschild metric

Close to the BH, the contribution from the scalar field is
negligible, and the metric is the standard Schwarzschild
metric [92,93]

ds2 ¼ −
$
1 −

rs
r̃

%
dt2 þ

$
1 −

rs
r̃

%−1
dr̃2 þ r̃2dΩ⃗2; ð5Þ

where r̃ is the Schwarzschild radial coordinate and rs ¼
2GM is the Schwarzschild radius of the BH of mass M.
Throughout this paper, we work in natural units with c ¼ 1.

C. Isotropic coordinates

We focus on spherically symmetric systems, as we
consider a spherical scalar cloud around a supermassive
Schwarzschild BH. To simplify the matching with the
Newtonian gauge at large scales, we work with the
isotropic radial coordinate r and the time t throughout
this paper, except in Secs. III D, IV F, and IVG. Then, the
static spherically symmetric metric can be written in the
isotropic form
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Background:
�̈+ 3H�̇+

dV

d�
= 0

V =
1

2
m2�2

H ⌧ m

̈ϕ̄þ 3H _̄ϕþm2ϕ̄þ dVI

dϕ
¼ 0; ð22Þ

whose solution can be written as a slowly varying defor-
mation of the harmonic oscillator,

ϕ̄ðtÞ ¼ φ̄ðtÞ cosðmt − S̄ðtÞÞ: ð23Þ

Notice the similarity with the ansatz (9) defining the
complex scalar field ψ . The amplitude of the scalar field
evolves in time and decreases with the scale factor

φ̄ ¼ φ̄0a−3=2; ð24Þ

while the phase evolves according to

S̄ðtÞ ¼ S̄0 −
Z

t

t0
dtmΦI

!
m2φ̄2

0

2a3

"
: ð25Þ

Hence, at the background level, the scalar field oscillates
harmonically at the leading order, with the high frequency
m given by the scalar mass. The Hubble expansion and the
self-interactions give rise to a slow decay of the amplitude
and to a phase shift. The power-law decay φ̄ ∝ a−3=2 shows
that the scalar-field energy density ρ̄ϕ ≃m2ϕ̄2=2 decreases
like a−3 and plays the role of a nonrelativistic dark-matter
component.

2. Nonrelativistic limit

Comparing the solution (23) with the nonrelativistic
decomposition (9), we can see that, at the background level,
the complex scalar field ψ̄ is

ψ̄ðtÞ ¼ ψ̄0a−3=2eiS̄; with ψ̄0 ¼
ffiffiffiffi
m
2

r
φ̄0 ¼

ffiffiffiffiffi
ρ̄0
m

r
: ð26Þ

We can check that the solution defined by ρ̄ ¼ ρ̄0=a3 and S̄
given by Eq. (25), which also can be written as

_̄S ¼ −
mΛ4a3

2ρ̄0

X∞

n¼2

λ2n
ð2nÞ!
ðn!Þ2

!
ρ̄0

2m2Λ2a3

"
n
; ð27Þ

is indeed the solution of the equations of motion derived
from the hydrodynamical action, which read

_̄S ¼ −m
dVI

dρ
; ð28Þ

_̄ρþ 3Hρ̄ ¼ 0: ð29Þ

Hence, at the background level, the evolution of the scalar
field given by the hydrodynamical equations reproduces the
full solution to the scalar-field equation (22).

III. TACHYONIC INSTABILITY FOR SMOOTH
SELF-INTERACTIONS

A. Polynomial self-interactions

In the first part of this paper, we consider the scenario
illustrated in Fig. 1, associated with slowly-varying self-
interaction potentials. For template, we take a low-order
polynomial case where we directly define the model at the
nonrelativistic level,

ΦI ¼ −c1
ρ
ρΛ

þ c2
ρ2

ρ2Λ
; VI ¼ −c1

ρ2

2ρΛ
þ c2

ρ3

3ρ2Λ
; ð30Þ

with ci > 0. This corresponds to

VIðϕÞ ¼ −
c1m4

3ρΛ
ϕ4 þ 2c2m6

15ρ2Λ
ϕ6: ð31Þ

FIG. 1. The main stages of the formation of scalar dark-matter clumps for the tachyonic scenario (31). Cosmic time grows from the left
column to the right column, and from the upper panel to the lower panel within each column. See the main text for explanations.
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Brax et al. 2019

where the speed of sound squared becomes negative at low
background densities. We first use a perturbative approach
in Sec. III B, to follow the growth of the scalar-field density
perturbations. In Sec. III C, we study the stable isolated
scalar-field configurations that arise in such a model, i.e.,
the “solitons” that correspond to the final dark matter
clumps. We estimate in Sec. III D the efficiency of the
collisional aggregation of these scalar clouds, shortly after
their formation and before they are diluted by the expansion
of the Universe, and we check in Sec. III E that they do not
collapse to black holes. Then, in Sec. III F, we take into
account theoretical constraints to compute the parameter
space of this scenario. In Sec. III G we compute the scales
spanned by the scalar dark-matter clumps and in Sec. III H
we check that they are far beyond the reach of microlensing
observations.
Next, in Sec. IV, we present a different mechanism for

clump formation, associated with a parametric resonance.
We take as an example a Lagrangian inspired from axion
monodromy, where a dominant mass term is corrected by a
subleading cosine term. The parametric resonance then
arises from the interplay between this oscillating self-
interaction term, the quantum pressure, and the kinetic
terms of the scalar field. We again describe the perturbative
growth of the scalar-field density fluctuations and the stable
solitons that can arise. We also compute the parameter
space of this second scenario and the size of the scalar
clumps. Again, we check that they do not collapse into
black holes and are much below the observational threshold
of microlensing observations.
We present our main conclusions in Sec. V. We finally

complete our discussion with different Appendices on
thermodynamical phase transitions, parametric resonance,
and soliton profiles.

II. CLASSICAL FIELDS AND THEIR
NONRELATIVISTIC LIMIT

A. Classicality

In the following, we shall be interested in models of
scalar dark matter where the dark-matter field can be
described classically. This is a reasonable approximation
for the quantum field ϕ, whose nonrelativistic behavior will
give rise to dark matter, if the occupation number N of the
associated quantum state is very large. Denoting by ρ the
energy density of the field and by n ¼ ρ=m the number
density, where m is the mass of the scalar, the occupation
number can be estimated as [48]

N ≃
ρ
m
λ3dB; λdB ¼ 2π

mv
; ð1Þ

where λdB is the de Broglie wavelength of the scalar
particles associated to ϕ. Here v is their typical velocity.
This gives the condition for classicality

N ∼
ρ

m4v3
≫ 1: ð2Þ

We can envisage two types of situations. In the first one,
the energy density of the scalar field is nearly homo-
geneously distributed in the Universe and behaves like
ρ ≃ ρ0=a3, where ρ0 is the present dark-matter density in
the Universe. Inside large-scale inhomogeneities such as
galaxy halos, the typical velocity of dark-matter particles v0
is small and the classical regime is attained when

m4v30 ≪ ρ0 ∼ 10−48 GeV4; ð3Þ

where we consider low redshifts in the matter era. As we
expect v0 ≃ 10−3, this is the case when

cosmological inhomogeneities only∶ m ≪ 0.1 eV: ð4Þ

In this mass range the field can be treated classically. This
also applies at higher redshifts, as ρ ∝ a−3 and typically
v ∼ a−1 because of the expansion of the Universe.
Another scenario is the one that we consider in this

paper: dark matter is made of scalar-field clumps created in
the radiation era and forming a bound state of dark-matter
fluid. Then, in a fashion similar to primordial black holes,
these clumps play the role of dark matter particles and
behave at late times as in standard CDM cosmologies. In
this case, the density ρ is large inside the clumps, reflecting
the large energy densities at the time of their formation, and
the velocity is negligible as these clumps are equilibrium
configurations. Hence, for such clumpsN will be very large
and we can treat ϕ as a classical field. In fact, the
classicality condition (2) will provide a self-consistency
constraint on the parameter space of the scenarios we study
in this paper.

B. Equations of motion

We focus on scalar-field models characterized by canoni-
cal kinetic terms and an interaction potential VIðϕÞ. Thus,
they are governed by the action

S½ϕ% ¼
Z

d4x
ffiffiffiffiffiffi−gp

"
−
1

2
gμν∂μϕ∂νϕ − VðϕÞ

#
; ð5Þ

with

VðϕÞ ¼ 1

2
m2ϕ2 þ VIðϕÞ: ð6Þ

In this paper, we restrict our study to the nonrelativistic
regime, when the self-interactions are small as compared
with the quadratic part,

VI ≪
1

2
m2ϕ2: ð7Þ
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where the speed of sound squared becomes negative at low
background densities. We first use a perturbative approach
in Sec. III B, to follow the growth of the scalar-field density
perturbations. In Sec. III C, we study the stable isolated
scalar-field configurations that arise in such a model, i.e.,
the “solitons” that correspond to the final dark matter
clumps. We estimate in Sec. III D the efficiency of the
collisional aggregation of these scalar clouds, shortly after
their formation and before they are diluted by the expansion
of the Universe, and we check in Sec. III E that they do not
collapse to black holes. Then, in Sec. III F, we take into
account theoretical constraints to compute the parameter
space of this scenario. In Sec. III G we compute the scales
spanned by the scalar dark-matter clumps and in Sec. III H
we check that they are far beyond the reach of microlensing
observations.
Next, in Sec. IV, we present a different mechanism for

clump formation, associated with a parametric resonance.
We take as an example a Lagrangian inspired from axion
monodromy, where a dominant mass term is corrected by a
subleading cosine term. The parametric resonance then
arises from the interplay between this oscillating self-
interaction term, the quantum pressure, and the kinetic
terms of the scalar field. We again describe the perturbative
growth of the scalar-field density fluctuations and the stable
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complete our discussion with different Appendices on
thermodynamical phase transitions, parametric resonance,
and soliton profiles.

II. CLASSICAL FIELDS AND THEIR
NONRELATIVISTIC LIMIT

A. Classicality

In the following, we shall be interested in models of
scalar dark matter where the dark-matter field can be
described classically. This is a reasonable approximation
for the quantum field ϕ, whose nonrelativistic behavior will
give rise to dark matter, if the occupation number N of the
associated quantum state is very large. Denoting by ρ the
energy density of the field and by n ¼ ρ=m the number
density, where m is the mass of the scalar, the occupation
number can be estimated as [48]

N ≃
ρ
m
λ3dB; λdB ¼ 2π

mv
; ð1Þ

where λdB is the de Broglie wavelength of the scalar
particles associated to ϕ. Here v is their typical velocity.
This gives the condition for classicality

N ∼
ρ

m4v3
≫ 1: ð2Þ

We can envisage two types of situations. In the first one,
the energy density of the scalar field is nearly homo-
geneously distributed in the Universe and behaves like
ρ ≃ ρ0=a3, where ρ0 is the present dark-matter density in
the Universe. Inside large-scale inhomogeneities such as
galaxy halos, the typical velocity of dark-matter particles v0
is small and the classical regime is attained when

m4v30 ≪ ρ0 ∼ 10−48 GeV4; ð3Þ

where we consider low redshifts in the matter era. As we
expect v0 ≃ 10−3, this is the case when

cosmological inhomogeneities only∶ m ≪ 0.1 eV: ð4Þ

In this mass range the field can be treated classically. This
also applies at higher redshifts, as ρ ∝ a−3 and typically
v ∼ a−1 because of the expansion of the Universe.
Another scenario is the one that we consider in this

paper: dark matter is made of scalar-field clumps created in
the radiation era and forming a bound state of dark-matter
fluid. Then, in a fashion similar to primordial black holes,
these clumps play the role of dark matter particles and
behave at late times as in standard CDM cosmologies. In
this case, the density ρ is large inside the clumps, reflecting
the large energy densities at the time of their formation, and
the velocity is negligible as these clumps are equilibrium
configurations. Hence, for such clumpsN will be very large
and we can treat ϕ as a classical field. In fact, the
classicality condition (2) will provide a self-consistency
constraint on the parameter space of the scenarios we study
in this paper.

B. Equations of motion

We focus on scalar-field models characterized by canoni-
cal kinetic terms and an interaction potential VIðϕÞ. Thus,
they are governed by the action

S½ϕ% ¼
Z

d4x
ffiffiffiffiffiffi−gp

"
−
1

2
gμν∂μϕ∂νϕ − VðϕÞ

#
; ð5Þ

with

VðϕÞ ¼ 1

2
m2ϕ2 þ VIðϕÞ: ð6Þ

In this paper, we restrict our study to the nonrelativistic
regime, when the self-interactions are small as compared
with the quadratic part,

VI ≪
1

2
m2ϕ2: ð7Þ
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̈ϕ̄þ 3H _̄ϕþm2ϕ̄þ dVI

dϕ
¼ 0; ð22Þ

whose solution can be written as a slowly varying defor-
mation of the harmonic oscillator,

ϕ̄ðtÞ ¼ φ̄ðtÞ cosðmt − S̄ðtÞÞ: ð23Þ

Notice the similarity with the ansatz (9) defining the
complex scalar field ψ . The amplitude of the scalar field
evolves in time and decreases with the scale factor

φ̄ ¼ φ̄0a−3=2; ð24Þ

while the phase evolves according to

S̄ðtÞ ¼ S̄0 −
Z

t

t0
dtmΦI

!
m2φ̄2

0

2a3

"
: ð25Þ

Hence, at the background level, the scalar field oscillates
harmonically at the leading order, with the high frequency
m given by the scalar mass. The Hubble expansion and the
self-interactions give rise to a slow decay of the amplitude
and to a phase shift. The power-law decay φ̄ ∝ a−3=2 shows
that the scalar-field energy density ρ̄ϕ ≃m2ϕ̄2=2 decreases
like a−3 and plays the role of a nonrelativistic dark-matter
component.

2. Nonrelativistic limit

Comparing the solution (23) with the nonrelativistic
decomposition (9), we can see that, at the background level,
the complex scalar field ψ̄ is

ψ̄ðtÞ ¼ ψ̄0a−3=2eiS̄; with ψ̄0 ¼
ffiffiffiffi
m
2

r
φ̄0 ¼

ffiffiffiffiffi
ρ̄0
m

r
: ð26Þ

We can check that the solution defined by ρ̄ ¼ ρ̄0=a3 and S̄
given by Eq. (25), which also can be written as

_̄S ¼ −
mΛ4a3

2ρ̄0

X∞

n¼2

λ2n
ð2nÞ!
ðn!Þ2

!
ρ̄0

2m2Λ2a3

"
n
; ð27Þ

is indeed the solution of the equations of motion derived
from the hydrodynamical action, which read

_̄S ¼ −m
dVI

dρ
; ð28Þ

_̄ρþ 3Hρ̄ ¼ 0: ð29Þ

Hence, at the background level, the evolution of the scalar
field given by the hydrodynamical equations reproduces the
full solution to the scalar-field equation (22).

III. TACHYONIC INSTABILITY FOR SMOOTH
SELF-INTERACTIONS

A. Polynomial self-interactions

In the first part of this paper, we consider the scenario
illustrated in Fig. 1, associated with slowly-varying self-
interaction potentials. For template, we take a low-order
polynomial case where we directly define the model at the
nonrelativistic level,

ΦI ¼ −c1
ρ
ρΛ

þ c2
ρ2

ρ2Λ
; VI ¼ −c1

ρ2

2ρΛ
þ c2

ρ3

3ρ2Λ
; ð30Þ

with ci > 0. This corresponds to

VIðϕÞ ¼ −
c1m4

3ρΛ
ϕ4 þ 2c2m6

15ρ2Λ
ϕ6: ð31Þ

FIG. 1. The main stages of the formation of scalar dark-matter clumps for the tachyonic scenario (31). Cosmic time grows from the left
column to the right column, and from the upper panel to the lower panel within each column. See the main text for explanations.
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Sϕ ¼
Z

d4x
ffiffiffiffiffiffi−gp

"
−
1

2
gμν∂μϕ∂νϕ − VðϕÞ

#
; ð1Þ

where we include a quartic self-interaction,

VðϕÞ¼m2

2
ϕ2þVIðϕÞ with VIðϕÞ¼

λ4
4
ϕ4; λ4>0: ð2Þ

The coupling constant λ4 is taken positive to ensure that the
self-interaction is repulsive (a negative sign corresponds to
attractive self-interaction). This leads to an effective pres-
sure that can counterbalance gravity and lead to static and
stable dark matter halos on small scales, called solitons in
the following.
On the cosmological background or on galactic scales,

the oscillations of the scalar field due to the quadratic mass
term are required to be dominant, leading to an upper
bound on λ4. This ensures that, at lowest order, the scalar
field behaves as cold dark matter with a vanishing pressure.
Then, the interaction term is a small perturbation that
slightly modifies the harmonic oscillations of the scalar
field and gives rise to an effective pressure, which leads to
deviations from the CDM scenario on small scales. In
particular, this leads to a characteristic scale [33]

ra ¼
ffiffiffiffiffiffiffi
3λ4
2

r
MPl

m2
; ð3Þ

where MPl is the reduced Planck mass. This sets both the
Jeans length, which is independent of density and redshift
[37,38] and below which density perturbations of the
cosmological background cease to grow and oscillate,
and the size of hydrostatic equilibria (solitons) that can
form after collapse and decoupling from the Hubble
expansion. In the nonrelativistic regime, which applies to
large scales in the late Universe and to astrophysical scales
far from BH horizons, one can decompose the solutions to
the nonlinear Klein-Gordon equation between the fast
oscillations at frequency m and a slowly varying envelope
that evolves on cosmological or astrophysical timescales.
The latter is then governed by the Schrödinger equation.
We refer the reader to [33] for a cosmological study of these
SFDM scenarios. In the following, we focus on subgalactic
scales and discard the expansion of the universe.

B. Nonrelativistic regime

In the nonrelativistic weak-gravity regime, it is conven-
ient to write the real scalar field ϕ in terms of a complex
field ψ as

ϕ ¼ 1ffiffiffiffiffiffiffi
2m

p ðe−imtψ þ eimtψ⋆Þ: ð4Þ

In this regime, where typical frequencies _ψ=ψ and
momenta ∇ψ=ψ are much smaller than m, the complex
scalar field ψ obeys the Schrödinger equation,

i _ψ ¼ −
∇2ψ
2m

þmðΦN þΦIÞψ ; ð5Þ

whereΦN is the Newtonian gravitational potential andΦI is
the nonrelativistic self-interaction potential. For the quartic
self-interaction it reads [33]

ΦI ¼
mjψ j2

ρa
with ρa ¼

4m4

3λ4
: ð6Þ

It is also convenient to express ψ in terms of the amplitude
ρ and the phase s by the Madelung transform [39],

ψ ¼
ffiffiffiffi
ρ
m

r
eis: ð7Þ

Then, the real and imaginary parts of the Schrödinger
equation (5) give

_ρþ∇ ·
$
ρ
∇s
m

%
¼ 0; ð8Þ

_s
m
þ ð∇sÞ2

2m2
¼ −ðΦN þΦIÞ; ð9Þ

while the nonrelativistic self-interaction potential reads

ΦI ¼
ρ
ρa

¼ 3λ4ρ
4m4

: ð10Þ

Defining the curl-free velocity field v⃗ by

v⃗ ¼ ∇s
m

; ð11Þ

Eqs. (8)–(9) give the usual continuity and Euler equations,

_ρþ∇ · ðρv⃗Þ ¼ 0; ð12Þ

_v⃗þ ðv⃗ ·∇Þv⃗ ¼ −∇ðΦN þΦIÞ: ð13Þ

Thus, in the nonrelativistic regime, we can go from the
Klein-Gordon equation to the Schrödinger equation and
next to a hydrodynamical picture. In the Hamilton-Jacobi
and Euler equations (9) and (13) we have neglected the
quantum pressure term

ΦQ ¼ −
∇2 ffiffiffi

ρ
p

2m2 ffiffiffi
ρ

p : ð14Þ

This is because in this paper we focus on the regime
associated with the condition (27) below, where the self-
interaction dominates over the quantum pressure. Then,
wavelike effects, such as interference patterns, are
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timing problem [115], a discrepancy observed in the For-
nax galaxy where the expected strong dynamical friction,
predicted by the standard CDM model, fails to reproduce
the observations of slowly migrating globular clusters to-
wards the galaxy center, and their relevance to gravi-
tational waves where dynamical friction can slow down
binary systems and induce phase shifts in gravitational
wave emission.

In this paper, we explore the e↵ects of dynamical fric-
tion and mass accretion experienced by a Schwarzschild
black hole moving within a self-interacting scalar dark
matter cloud at supersonic velocities. Our primary focus
is on the Thomas-Fermi regime, where self-interactions
are significant and the wavelike e↵ects of the scalar field
are negligible. This regime results in dark matter dynam-
ics within the solitonic solution behaving more like a gas
than FDM, although it retains distinctive characteristics.
This study of the supersonic regime complements our
previous investigation in the subsonic case [116], o↵er-
ing relevance to ongoing research on gravitational waves.
The implications of mass accretion and dynamical fric-
tion on binary systems can be critical, potentially de-
tectable by upcoming gravitational wave detectors such
as DECIGO or LISA [101, 117–120]. Additionally, the
application of such results to the Fornax globular clus-
ter timing problem, where the CDM dynamical friction
appears too strong, is of particular interest.

The outline of the paper is as follows. Section II
introduces scalar field dark matter with quartic self-
interactions, discussing its equations of motion and equi-
librium solitonic solutions. Section III compares the sub-
sonic and supersonic regimes and calculates the large-
distance expansions of the dark matter flow for both the
upstream and downstream regions, including the appear-
ance and location of shock fronts and boundary layers.
Section IV describes the relation between these asymp-
totic expansions and the BH accretion rate and derives
the drag force exerted on the BH. Section V discusses
the accretion rate in comparison with the radial case and
with the classical Hoyle-Lyttleton prediction, and high-
lights the two regimes obtained at moderate and high
Mach numbers. Section VI compares the magnitudes
of the accretion drag and dynamical friction, while Sec-
tion VII provides an independent computation of the dy-
namical friction from the gravitational force exerted by
the BH wake. Section VIII presents a numerical compu-
tation of the density and velocity fields for a moderate
Mach number, to illustrate the behaviour of the system
with a bow shock upstream of the BH. Section IX com-
pares our results with the behaviours of other systems
(collisionless, perfect fluid and FDM cases). Finally, we
conclude our study in Section X.

II. DARK MATTER SCALAR FIELD

A. Scalar-field action

As in our previous work [116], we consider a scalar-field
dark matter scenario described by the action

S� =

Z
d
4
x
p
�g


�1

2
g
µ⌫
@µ�@⌫�� V (�)

�
, (1)

with a quartic self-interaction,

V (�) =
m

2

2
�
2 + VI(�) with VI(�) =

�4

4
�
4
. (2)

Here m is the mass of the scalar field and �4 its coupling
constant, which is taken positive. This corresponds to a
repulsive self-interaction, which gives rise to an e↵ective
pressure that can balance gravity. This allows the for-
mation of stable static equilibria, also called boson stars
or solitons. Thus, in this paper we consider the super-
sonic motion of a BH inside such an extended soliton, or
quasi-static dark matter halo.
The parameters m and �4 determine the characteristic

density and radius

⇢a =
4m4

3�4

, ra =
1p

4⇡G⇢a
. (3)

The dynamics that we study in this paper will only de-
pend on this combination ⇢a and on the mass and veloc-
ity of the BH. Thus, di↵erent dark matter models with
the same ⇢a show the same large-scale dynamics. We
refer to [116] for a presentation of the regions in the pa-
rameter space (m,�4) where our computations apply, for
various BH masses. We briefly recall below the equa-
tions of motion of the scalar field in the relativistic and
nonrelativistic regimes.

B. Relativistic regime

As in [116], we neglect the gravitational backreaction
of the scalar cloud and we consider the steady-state limit,
that is, the growth and the displacement of the BH are
small as compared with the BH mass and the dark mat-
ter halo radius. Then, working with the isotropic radial
coordinate r, the static spherically symmetric metric can
be written as

ds
2 = �f(r) dt2 + h(r) (dr2 + r

2
d~⌦2). (4)

Close to the BH, below a transition radius rsg, the BH
gravity dominates and the isotropic metric functions f(r)
and h(r) read as

rs

4
< r ⌧ rsg : f(r) =

✓
1� rs/(4r)

1 + rs/(4r)

◆2

,

h(r) = (1 + rs/(4r))
4
, (5)

IV-  Quartic self-interaction

Fuzzy Dark Matter (FDM) + self-interactions
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⇢ / a�3 Repulsive self-interaction Effective pressure

One characteristic density / length-scale:

Relativistic regime -

strong self-interaction Jeans length - Radius of solitons

pressure that balances the gravitational attraction, allowing
for clouds of dark matter to be stable on large scales. Such
clouds form solitonlike objects that are candidates for
representing dark-matter halos with a finite core. This
behavior is typically obtained for dark-matter scalar fields
with a positive ϕ4 self-interaction. Moreover, as shown in
[33], these solitons are long lived even when the super-
massive black hole (BH) at the center of the halo is taken
into account. Indeed, the lifetime of such objects is longer
than the age of the Universe.
Here we consider models of scalar dark matter where the

scalar mass term is complemented with k-essence kinetic
terms [34]. On large scales and in the nonrelativistic limit,
these models are equivalent to self-interacting models of
scalars with polynomial interactions. We extend this
analysis to the case where there is a supermassive BH at
the center of the galaxies. In this case, the equivalence with
polynomial models is more subtle; in particular, we show
that regular dark-matter profiles with constant scalar fluxes,
which must behave as ingoing waves close to the BH
horizon, cannot always be connected to the solitonic
solution at large radii. This happens for the ð∂ϕÞ4 model,
where the scalar field cannot sustain a large scalar cloud in the
presence of the central BH. We give conditions for the
existence of regular solutions where the scalar profile exists
and is regular from the BH horizon to spatial infinity. On top
of the usual k-essence stability conditions for the absence of
ghosts and gradient instabilities, we find that the growth of
the k-essence function for large argument cannot be too
steep. In this case, this also guarantees that the models are
stable under quantum corrections, even though the model
becomes nonlinear close to the BH horizon.
The paper is arranged as follows. InSec. II,wedescribe the

models of scalar darkmatter with nonlinear kinetic terms and
connect them in the nonrelativistic regime with theories that
have nonlinear scalar potentials. In Sec. III, we present the
nonlinear solutions to the modified Klein-Gordon equation
and the constant flux solutions. In Sec. IV, we make the
connection between the nonlinear solutions and the large-
radius and nonrelativistic limits. We also consider the
behavior close to the horizon. In Sec. V, we give the example
of quartic Lagrangians for which constant flux solutions
connected to stable solitons at large radii do not exist. We
then discuss when global solutions exist in Sec. VI. Then, in
Sec. VII, we give an explicit example of models for which
constant flux solutions up to very large radii exist and the
lifetime of the soliton is larger than the age of theUniverse. In
Sec. VIII, we discuss the quantum stability of these models.
We finally conclude in Sec. IX.

II. DARK-MATTER SCALAR FIELD WITH
DERIVATIVE SELF-INTERACTIONS

A. Scalar-field action with nonstandard kinetic term

In this paper, we investigate scenarios where the dark-
matter scalar-field action is

Sϕ ¼
Z

d4x
ffiffiffiffiffiffi−gp

"
Λ4KðXÞ −m2

2
ϕ2

#
; ð1Þ

where the normalized kinetic argument X is given by

X ¼ −
1

2Λ4
gμν∂μϕ∂νϕ; ð2Þ

and we decompose the nonstandard kinetic term KðXÞ as
the sum of the standard term X and a nonstandard nonlinear
contribution KI,

KðXÞ ¼ X þ KIðXÞ: ð3Þ

We assume that KI admits the small-X expansion

X ≪ 1∶ KIðXÞ ¼
X

n≥2

kn
n
Xn: ð4Þ

The scale Λ plays the role of the strong coupling scale. We
shall check that the models make sense quantum mechan-
ically even when X ≫ 1; see Sec. VIII.
As shown in [27], in the nonrelativistic and large-mass

regime, where KI ≪ X, the small nonlinear correction KI is
equivalent to a small nonlinear potential VI, with VI ≪
m2ϕ2=2 and

VIðϕÞ ¼ Λ4
X

n≥4

λn
n
ϕn

Λn ; ð5Þ

with

λ2n ¼ −2kn
$
m2

2Λ2

%n
: ð6Þ

This result is obtained at leading order in the large-mass
limit, when the dynamics are averaged over the fast
oscillations eimt driven by the zeroth-order quadratic
Lagrangian Λ4X −m2ϕ2=2.
In the case of a quartic derivative self-interaction, we

obtain

KIðXÞ ¼
k2
2
X2; VIðϕÞ ¼

λ4
4
ϕ4; λ4 ¼−k2

m4

2Λ4
: ð7Þ

For positive λ4, hence negative k2, this gives rise to an
effective pressure on small scales [27]. This leads to a
nonzero Jeans length for the growth of cosmological struc-
tures, and in virialized halos the scalar field can relax to a
static soliton, where the halo self-gravity is balanced by this
effective pressure due to the (derivative) self-interaction.
Therefore, in this paper we focus on the case

λ4 > 0; k2 < 0: ð8Þ
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Also, k-essence models:

pressure that balances the gravitational attraction, allowing
for clouds of dark matter to be stable on large scales. Such
clouds form solitonlike objects that are candidates for
representing dark-matter halos with a finite core. This
behavior is typically obtained for dark-matter scalar fields
with a positive ϕ4 self-interaction. Moreover, as shown in
[33], these solitons are long lived even when the super-
massive black hole (BH) at the center of the halo is taken
into account. Indeed, the lifetime of such objects is longer
than the age of the Universe.
Here we consider models of scalar dark matter where the

scalar mass term is complemented with k-essence kinetic
terms [34]. On large scales and in the nonrelativistic limit,
these models are equivalent to self-interacting models of
scalars with polynomial interactions. We extend this
analysis to the case where there is a supermassive BH at
the center of the galaxies. In this case, the equivalence with
polynomial models is more subtle; in particular, we show
that regular dark-matter profiles with constant scalar fluxes,
which must behave as ingoing waves close to the BH
horizon, cannot always be connected to the solitonic
solution at large radii. This happens for the ð∂ϕÞ4 model,
where the scalar field cannot sustain a large scalar cloud in the
presence of the central BH. We give conditions for the
existence of regular solutions where the scalar profile exists
and is regular from the BH horizon to spatial infinity. On top
of the usual k-essence stability conditions for the absence of
ghosts and gradient instabilities, we find that the growth of
the k-essence function for large argument cannot be too
steep. In this case, this also guarantees that the models are
stable under quantum corrections, even though the model
becomes nonlinear close to the BH horizon.
The paper is arranged as follows. InSec. II,wedescribe the

models of scalar darkmatter with nonlinear kinetic terms and
connect them in the nonrelativistic regime with theories that
have nonlinear scalar potentials. In Sec. III, we present the
nonlinear solutions to the modified Klein-Gordon equation
and the constant flux solutions. In Sec. IV, we make the
connection between the nonlinear solutions and the large-
radius and nonrelativistic limits. We also consider the
behavior close to the horizon. In Sec. V, we give the example
of quartic Lagrangians for which constant flux solutions
connected to stable solitons at large radii do not exist. We
then discuss when global solutions exist in Sec. VI. Then, in
Sec. VII, we give an explicit example of models for which
constant flux solutions up to very large radii exist and the
lifetime of the soliton is larger than the age of theUniverse. In
Sec. VIII, we discuss the quantum stability of these models.
We finally conclude in Sec. IX.

II. DARK-MATTER SCALAR FIELD WITH
DERIVATIVE SELF-INTERACTIONS

A. Scalar-field action with nonstandard kinetic term

In this paper, we investigate scenarios where the dark-
matter scalar-field action is

Sϕ ¼
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d4x
ffiffiffiffiffiffi−gp
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Λ4KðXÞ −m2
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ϕ2
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where the normalized kinetic argument X is given by

X ¼ −
1

2Λ4
gμν∂μϕ∂νϕ; ð2Þ

and we decompose the nonstandard kinetic term KðXÞ as
the sum of the standard term X and a nonstandard nonlinear
contribution KI,

KðXÞ ¼ X þ KIðXÞ: ð3Þ

We assume that KI admits the small-X expansion

X ≪ 1∶ KIðXÞ ¼
X

n≥2

kn
n
Xn: ð4Þ

The scale Λ plays the role of the strong coupling scale. We
shall check that the models make sense quantum mechan-
ically even when X ≫ 1; see Sec. VIII.
As shown in [27], in the nonrelativistic and large-mass

regime, where KI ≪ X, the small nonlinear correction KI is
equivalent to a small nonlinear potential VI, with VI ≪
m2ϕ2=2 and

VIðϕÞ ¼ Λ4
X

n≥4

λn
n
ϕn

Λn ; ð5Þ

with

λ2n ¼ −2kn
$
m2

2Λ2

%n
: ð6Þ

This result is obtained at leading order in the large-mass
limit, when the dynamics are averaged over the fast
oscillations eimt driven by the zeroth-order quadratic
Lagrangian Λ4X −m2ϕ2=2.
In the case of a quartic derivative self-interaction, we

obtain

KIðXÞ ¼
k2
2
X2; VIðϕÞ ¼

λ4
4
ϕ4; λ4 ¼−k2

m4

2Λ4
: ð7Þ

For positive λ4, hence negative k2, this gives rise to an
effective pressure on small scales [27]. This leads to a
nonzero Jeans length for the growth of cosmological struc-
tures, and in virialized halos the scalar field can relax to a
static soliton, where the halo self-gravity is balanced by this
effective pressure due to the (derivative) self-interaction.
Therefore, in this paper we focus on the case

λ4 > 0; k2 < 0: ð8Þ
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pressure that balances the gravitational attraction, allowing
for clouds of dark matter to be stable on large scales. Such
clouds form solitonlike objects that are candidates for
representing dark-matter halos with a finite core. This
behavior is typically obtained for dark-matter scalar fields
with a positive ϕ4 self-interaction. Moreover, as shown in
[33], these solitons are long lived even when the super-
massive black hole (BH) at the center of the halo is taken
into account. Indeed, the lifetime of such objects is longer
than the age of the Universe.
Here we consider models of scalar dark matter where the

scalar mass term is complemented with k-essence kinetic
terms [34]. On large scales and in the nonrelativistic limit,
these models are equivalent to self-interacting models of
scalars with polynomial interactions. We extend this
analysis to the case where there is a supermassive BH at
the center of the galaxies. In this case, the equivalence with
polynomial models is more subtle; in particular, we show
that regular dark-matter profiles with constant scalar fluxes,
which must behave as ingoing waves close to the BH
horizon, cannot always be connected to the solitonic
solution at large radii. This happens for the ð∂ϕÞ4 model,
where the scalar field cannot sustain a large scalar cloud in the
presence of the central BH. We give conditions for the
existence of regular solutions where the scalar profile exists
and is regular from the BH horizon to spatial infinity. On top
of the usual k-essence stability conditions for the absence of
ghosts and gradient instabilities, we find that the growth of
the k-essence function for large argument cannot be too
steep. In this case, this also guarantees that the models are
stable under quantum corrections, even though the model
becomes nonlinear close to the BH horizon.
The paper is arranged as follows. InSec. II,wedescribe the

models of scalar darkmatter with nonlinear kinetic terms and
connect them in the nonrelativistic regime with theories that
have nonlinear scalar potentials. In Sec. III, we present the
nonlinear solutions to the modified Klein-Gordon equation
and the constant flux solutions. In Sec. IV, we make the
connection between the nonlinear solutions and the large-
radius and nonrelativistic limits. We also consider the
behavior close to the horizon. In Sec. V, we give the example
of quartic Lagrangians for which constant flux solutions
connected to stable solitons at large radii do not exist. We
then discuss when global solutions exist in Sec. VI. Then, in
Sec. VII, we give an explicit example of models for which
constant flux solutions up to very large radii exist and the
lifetime of the soliton is larger than the age of theUniverse. In
Sec. VIII, we discuss the quantum stability of these models.
We finally conclude in Sec. IX.

II. DARK-MATTER SCALAR FIELD WITH
DERIVATIVE SELF-INTERACTIONS

A. Scalar-field action with nonstandard kinetic term

In this paper, we investigate scenarios where the dark-
matter scalar-field action is

Sϕ ¼
Z

d4x
ffiffiffiffiffiffi−gp

"
Λ4KðXÞ −m2

2
ϕ2

#
; ð1Þ

where the normalized kinetic argument X is given by

X ¼ −
1

2Λ4
gμν∂μϕ∂νϕ; ð2Þ

and we decompose the nonstandard kinetic term KðXÞ as
the sum of the standard term X and a nonstandard nonlinear
contribution KI,

KðXÞ ¼ X þ KIðXÞ: ð3Þ

We assume that KI admits the small-X expansion

X ≪ 1∶ KIðXÞ ¼
X

n≥2

kn
n
Xn: ð4Þ

The scale Λ plays the role of the strong coupling scale. We
shall check that the models make sense quantum mechan-
ically even when X ≫ 1; see Sec. VIII.
As shown in [27], in the nonrelativistic and large-mass

regime, where KI ≪ X, the small nonlinear correction KI is
equivalent to a small nonlinear potential VI, with VI ≪
m2ϕ2=2 and

VIðϕÞ ¼ Λ4
X

n≥4

λn
n
ϕn

Λn ; ð5Þ

with

λ2n ¼ −2kn
$
m2

2Λ2

%n
: ð6Þ

This result is obtained at leading order in the large-mass
limit, when the dynamics are averaged over the fast
oscillations eimt driven by the zeroth-order quadratic
Lagrangian Λ4X −m2ϕ2=2.
In the case of a quartic derivative self-interaction, we

obtain

KIðXÞ ¼
k2
2
X2; VIðϕÞ ¼

λ4
4
ϕ4; λ4 ¼−k2

m4

2Λ4
: ð7Þ

For positive λ4, hence negative k2, this gives rise to an
effective pressure on small scales [27]. This leads to a
nonzero Jeans length for the growth of cosmological struc-
tures, and in virialized halos the scalar field can relax to a
static soliton, where the halo self-gravity is balanced by this
effective pressure due to the (derivative) self-interaction.
Therefore, in this paper we focus on the case

λ4 > 0; k2 < 0: ð8Þ
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Very large occupation numbers:
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Galaxy-scale dynamics:

Formation of DM halos with a flat core
arXiv:   2304.1022,  2412.02519



I-  NON-RELATIVISTIC REGIME

Sϕ ¼
Z

d4x
ffiffiffiffiffiffi−gp

"
−
1

2
gμν∂μϕ∂νϕ − VðϕÞ

#
; ð1Þ

where we include a quartic self-interaction,

VðϕÞ¼m2

2
ϕ2þVIðϕÞ with VIðϕÞ¼

λ4
4
ϕ4; λ4>0: ð2Þ

The coupling constant λ4 is taken positive to ensure that the
self-interaction is repulsive (a negative sign corresponds to
attractive self-interaction). This leads to an effective pres-
sure that can counterbalance gravity and lead to static and
stable dark matter halos on small scales, called solitons in
the following.
On the cosmological background or on galactic scales,

the oscillations of the scalar field due to the quadratic mass
term are required to be dominant, leading to an upper
bound on λ4. This ensures that, at lowest order, the scalar
field behaves as cold dark matter with a vanishing pressure.
Then, the interaction term is a small perturbation that
slightly modifies the harmonic oscillations of the scalar
field and gives rise to an effective pressure, which leads to
deviations from the CDM scenario on small scales. In
particular, this leads to a characteristic scale [33]

ra ¼
ffiffiffiffiffiffiffi
3λ4
2

r
MPl

m2
; ð3Þ

where MPl is the reduced Planck mass. This sets both the
Jeans length, which is independent of density and redshift
[37,38] and below which density perturbations of the
cosmological background cease to grow and oscillate,
and the size of hydrostatic equilibria (solitons) that can
form after collapse and decoupling from the Hubble
expansion. In the nonrelativistic regime, which applies to
large scales in the late Universe and to astrophysical scales
far from BH horizons, one can decompose the solutions to
the nonlinear Klein-Gordon equation between the fast
oscillations at frequency m and a slowly varying envelope
that evolves on cosmological or astrophysical timescales.
The latter is then governed by the Schrödinger equation.
We refer the reader to [33] for a cosmological study of these
SFDM scenarios. In the following, we focus on subgalactic
scales and discard the expansion of the universe.

B. Nonrelativistic regime

In the nonrelativistic weak-gravity regime, it is conven-
ient to write the real scalar field ϕ in terms of a complex
field ψ as

ϕ ¼ 1ffiffiffiffiffiffiffi
2m

p ðe−imtψ þ eimtψ⋆Þ: ð4Þ

In this regime, where typical frequencies _ψ=ψ and
momenta ∇ψ=ψ are much smaller than m, the complex
scalar field ψ obeys the Schrödinger equation,

i _ψ ¼ −
∇2ψ
2m

þmðΦN þΦIÞψ ; ð5Þ

whereΦN is the Newtonian gravitational potential andΦI is
the nonrelativistic self-interaction potential. For the quartic
self-interaction it reads [33]

ΦI ¼
mjψ j2

ρa
with ρa ¼

4m4

3λ4
: ð6Þ

It is also convenient to express ψ in terms of the amplitude
ρ and the phase s by the Madelung transform [39],

ψ ¼
ffiffiffiffi
ρ
m

r
eis: ð7Þ

Then, the real and imaginary parts of the Schrödinger
equation (5) give

_ρþ∇ ·
$
ρ
∇s
m

%
¼ 0; ð8Þ

_s
m
þ ð∇sÞ2

2m2
¼ −ðΦN þΦIÞ; ð9Þ

while the nonrelativistic self-interaction potential reads

ΦI ¼
ρ
ρa

¼ 3λ4ρ
4m4

: ð10Þ

Defining the curl-free velocity field v⃗ by

v⃗ ¼ ∇s
m

; ð11Þ

Eqs. (8)–(9) give the usual continuity and Euler equations,

_ρþ∇ · ðρv⃗Þ ¼ 0; ð12Þ

_v⃗þ ðv⃗ ·∇Þv⃗ ¼ −∇ðΦN þΦIÞ: ð13Þ

Thus, in the nonrelativistic regime, we can go from the
Klein-Gordon equation to the Schrödinger equation and
next to a hydrodynamical picture. In the Hamilton-Jacobi
and Euler equations (9) and (13) we have neglected the
quantum pressure term

ΦQ ¼ −
∇2 ffiffiffi

ρ
p

2m2 ffiffiffi
ρ

p : ð14Þ

This is because in this paper we focus on the regime
associated with the condition (27) below, where the self-
interaction dominates over the quantum pressure. Then,
wavelike effects, such as interference patterns, are
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A) From Klein-Gordon eq. to  (nonlinear) Schrödinger eq.:

On the scale of the galactic halo we are in the nonrelativistic regime: the frequencies and wave numbers of interest are much smaller than      
and the metric fluctuations are small.
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Decompose the real scalar field      in terms of the complex scalar field�  

factorizes (removes) the fast oscillations of frequency m

 ̇ ⌧ m , r ⌧ m 

 (x, t) evolves slowly, on astrophysical or cosmological scales.

Instead of the Klein-Gordon eq., it obeys a (non-linear) Schrödinger eq.: a Gross-Pitaevskii equation

Newtonian 
gravitational potential

self-interactions

At linear order in the gravitational potential Φ and for
m ≫ H, where H is the Hubble expansion rate, the
equation of motion of the real scalar field ϕ in a perturbed
Friedmann-Lemaître-Robertson-Walker universe (FLRW)
is

ϕ̈þ 3H _ϕ −
1

a2
∇2ϕþ ð1þ 2ΦÞm2ϕþ dVI

dϕ
¼ 0; ð8Þ

where a is the scale factor of the Universe, normalized to
unity now. As we are interested in the classical behavior of
the field ϕ in the nonrelativistic limit, it is convenient to
decompose

ϕ ¼ 1ffiffiffiffiffiffiffi
2m

p ðψe−imt þ ψ⋆eimtÞ; ð9Þ

when the spatial and time variations of ψ are small
compared to m. This ansatz emphasizes the fact that the
scalar field oscillates with a pulsation m as the quadratic
terms in the scalar field action (5) dominate, following (7).
From this we can deduce the equation of motion of the
nonrelativistic complex scalar field ψ ,

i
"
_ψ þ 3

2
Hψ

#
¼ −

∇2ψ
2ma2

þmΦψ þ ∂VI

∂ψ⋆ ; ð10Þ

which is a nonlinear version of the Schrödinger equation.
Here we introduced the effective nonrelativistic self-inter-
action potential VIðψ ;ψ⋆Þ, which is obtained from VI by
averaging over the leading oscillations e%imt of ϕ. For
polynomial self-interactions, or analytic potentials that can
be defined by their Taylor expansion, with

VIðϕÞ ¼ Λ4
X

p≥3

λp
p

"
ϕ
Λ

#
p
; ð11Þ

one obtains [33]

VIðψ ;ψ⋆Þ ¼ Λ4
X

p≥2

λ2p
2p

ð2pÞ!
ðp!Þ2

"
ψψ⋆

2mΛ2

#
p
: ð12Þ

It is convenient to introduce the Madelüng transform [49]

ψ ¼
ffiffiffiffi
ρ
m

r
eiS: ð13Þ

This defines the effective density field ρ, which coincides
with the scalar-field energy density in this nonrelativistic
limit. The phase S defines an effective curl-free velocity
field v⃗,

v⃗ ¼ ∇⃗S
ma

: ð14Þ

Then, the equations of motion take a familiar form, i.e., the
one of hydrodynamics [39]. The real part of the nonlinear
Schrödinger equation gives the continuity equation

_ρþ 3Hρþ 1

a
∇ · ðρv⃗Þ ¼ 0: ð15Þ

We can see that the self-interactions due to VI do not
modify this continuity equation. The imaginary part of the
nonlinear Schrödinger equation becomes the Hamilton-
Jacobi relation

_Sþ ð∇SÞ2

2ma2
¼ −mΦ −m

dVI

dρ
þ 1

2ma2
∇2 ffiffiffi

ρ
p
ffiffiffi
ρ

p ; ð16Þ

where the nonrelativistic self-interaction potential VIðρÞ is
directly obtained from VIðψ ;ψ⋆Þ in Eq. (12) with
ψψ⋆ ¼ ρ=m,

VIðρÞ ¼ Λ4
X

p≥2

λ2p
2p

ð2pÞ!
ðp!Þ2

"
ρ

2m2Λ2

#
p
: ð17Þ

Then, taking the gradient of Eq. (16) gives the hydrody-
namical Euler equation,

_v⃗þHv⃗þ 1

a
ðv⃗ ·∇Þv⃗ ¼ −

1

a
∇ðΦþΦI þΦQÞ; ð18Þ

where we used ∇ðv⃗2Þ ¼ 2ðv⃗ ·∇Þv⃗ as ∇ × v⃗ ¼ 0. The self-
interaction potential ΦIðρÞ is defined by

ΦIðρÞ ¼
dVI

dρ
; ð19Þ

and we have introduced the “quantum pressure” term

ΦQ ¼ −
∇2 ffiffiffi

ρ
p

2m2a2
ffiffiffi
ρ

p : ð20Þ

The continuity equation and the Euler equation will show
unstable solutions in the examples we consider in this
article, because of attractive self-interactions ΦI at low
densities. This description is valid provided the nonlinear
terms are small compared to the quadratic terms in the
original action, as in (7). This translates into the conditions

VI ≪ ρ; hence ΦI ≪ 1: ð21Þ

C. Cosmological background

1. Real scalar field ϕ

We now restrict our attention to the cosmological
background, where the scalar field ϕ̄ only depends on
time. The corresponding equation of motion is
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Gross-Pitavskii equation: similar to BEC 
and superfluids at low temperature, where 
the external confining potential is replaced 
by the self-gravity.



Sϕ ¼
Z

d4x
ffiffiffiffiffiffi−gp

"
−
1

2
gμν∂μϕ∂νϕ − VðϕÞ

#
; ð1Þ

where we include a quartic self-interaction,

VðϕÞ¼m2

2
ϕ2þVIðϕÞ with VIðϕÞ¼

λ4
4
ϕ4; λ4>0: ð2Þ

The coupling constant λ4 is taken positive to ensure that the
self-interaction is repulsive (a negative sign corresponds to
attractive self-interaction). This leads to an effective pres-
sure that can counterbalance gravity and lead to static and
stable dark matter halos on small scales, called solitons in
the following.
On the cosmological background or on galactic scales,

the oscillations of the scalar field due to the quadratic mass
term are required to be dominant, leading to an upper
bound on λ4. This ensures that, at lowest order, the scalar
field behaves as cold dark matter with a vanishing pressure.
Then, the interaction term is a small perturbation that
slightly modifies the harmonic oscillations of the scalar
field and gives rise to an effective pressure, which leads to
deviations from the CDM scenario on small scales. In
particular, this leads to a characteristic scale [33]

ra ¼
ffiffiffiffiffiffiffi
3λ4
2

r
MPl

m2
; ð3Þ

where MPl is the reduced Planck mass. This sets both the
Jeans length, which is independent of density and redshift
[37,38] and below which density perturbations of the
cosmological background cease to grow and oscillate,
and the size of hydrostatic equilibria (solitons) that can
form after collapse and decoupling from the Hubble
expansion. In the nonrelativistic regime, which applies to
large scales in the late Universe and to astrophysical scales
far from BH horizons, one can decompose the solutions to
the nonlinear Klein-Gordon equation between the fast
oscillations at frequency m and a slowly varying envelope
that evolves on cosmological or astrophysical timescales.
The latter is then governed by the Schrödinger equation.
We refer the reader to [33] for a cosmological study of these
SFDM scenarios. In the following, we focus on subgalactic
scales and discard the expansion of the universe.

B. Nonrelativistic regime

In the nonrelativistic weak-gravity regime, it is conven-
ient to write the real scalar field ϕ in terms of a complex
field ψ as

ϕ ¼ 1ffiffiffiffiffiffiffi
2m

p ðe−imtψ þ eimtψ⋆Þ: ð4Þ

In this regime, where typical frequencies _ψ=ψ and
momenta ∇ψ=ψ are much smaller than m, the complex
scalar field ψ obeys the Schrödinger equation,

i _ψ ¼ −
∇2ψ
2m

þmðΦN þΦIÞψ ; ð5Þ

whereΦN is the Newtonian gravitational potential andΦI is
the nonrelativistic self-interaction potential. For the quartic
self-interaction it reads [33]

ΦI ¼
mjψ j2

ρa
with ρa ¼

4m4

3λ4
: ð6Þ

It is also convenient to express ψ in terms of the amplitude
ρ and the phase s by the Madelung transform [39],

ψ ¼
ffiffiffiffi
ρ
m

r
eis: ð7Þ

Then, the real and imaginary parts of the Schrödinger
equation (5) give

_ρþ∇ ·
$
ρ
∇s
m

%
¼ 0; ð8Þ

_s
m
þ ð∇sÞ2

2m2
¼ −ðΦN þΦIÞ; ð9Þ

while the nonrelativistic self-interaction potential reads

ΦI ¼
ρ
ρa

¼ 3λ4ρ
4m4

: ð10Þ

Defining the curl-free velocity field v⃗ by

v⃗ ¼ ∇s
m

; ð11Þ

Eqs. (8)–(9) give the usual continuity and Euler equations,

_ρþ∇ · ðρv⃗Þ ¼ 0; ð12Þ

_v⃗þ ðv⃗ ·∇Þv⃗ ¼ −∇ðΦN þΦIÞ: ð13Þ

Thus, in the nonrelativistic regime, we can go from the
Klein-Gordon equation to the Schrödinger equation and
next to a hydrodynamical picture. In the Hamilton-Jacobi
and Euler equations (9) and (13) we have neglected the
quantum pressure term

ΦQ ¼ −
∇2 ffiffiffi

ρ
p

2m2 ffiffiffi
ρ

p : ð14Þ

This is because in this paper we focus on the regime
associated with the condition (27) below, where the self-
interaction dominates over the quantum pressure. Then,
wavelike effects, such as interference patterns, are
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B) From Schrödinger eq. to Hydrodynamical eqs (Madelung transformation):

In the following, we neglect the « quantum pressure » (which dominates for FDM)
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« quantum pressure »

Sϕ ¼
Z

d4x
ffiffiffiffiffiffi−gp

"
−
1

2
gμν∂μϕ∂νϕ − VðϕÞ

#
; ð1Þ

where we include a quartic self-interaction,

VðϕÞ¼m2

2
ϕ2þVIðϕÞ with VIðϕÞ¼

λ4
4
ϕ4; λ4>0: ð2Þ

The coupling constant λ4 is taken positive to ensure that the
self-interaction is repulsive (a negative sign corresponds to
attractive self-interaction). This leads to an effective pres-
sure that can counterbalance gravity and lead to static and
stable dark matter halos on small scales, called solitons in
the following.
On the cosmological background or on galactic scales,

the oscillations of the scalar field due to the quadratic mass
term are required to be dominant, leading to an upper
bound on λ4. This ensures that, at lowest order, the scalar
field behaves as cold dark matter with a vanishing pressure.
Then, the interaction term is a small perturbation that
slightly modifies the harmonic oscillations of the scalar
field and gives rise to an effective pressure, which leads to
deviations from the CDM scenario on small scales. In
particular, this leads to a characteristic scale [33]

ra ¼
ffiffiffiffiffiffiffi
3λ4
2

r
MPl

m2
; ð3Þ

where MPl is the reduced Planck mass. This sets both the
Jeans length, which is independent of density and redshift
[37,38] and below which density perturbations of the
cosmological background cease to grow and oscillate,
and the size of hydrostatic equilibria (solitons) that can
form after collapse and decoupling from the Hubble
expansion. In the nonrelativistic regime, which applies to
large scales in the late Universe and to astrophysical scales
far from BH horizons, one can decompose the solutions to
the nonlinear Klein-Gordon equation between the fast
oscillations at frequency m and a slowly varying envelope
that evolves on cosmological or astrophysical timescales.
The latter is then governed by the Schrödinger equation.
We refer the reader to [33] for a cosmological study of these
SFDM scenarios. In the following, we focus on subgalactic
scales and discard the expansion of the universe.

B. Nonrelativistic regime

In the nonrelativistic weak-gravity regime, it is conven-
ient to write the real scalar field ϕ in terms of a complex
field ψ as

ϕ ¼ 1ffiffiffiffiffiffiffi
2m

p ðe−imtψ þ eimtψ⋆Þ: ð4Þ

In this regime, where typical frequencies _ψ=ψ and
momenta ∇ψ=ψ are much smaller than m, the complex
scalar field ψ obeys the Schrödinger equation,

i _ψ ¼ −
∇2ψ
2m

þmðΦN þΦIÞψ ; ð5Þ

whereΦN is the Newtonian gravitational potential andΦI is
the nonrelativistic self-interaction potential. For the quartic
self-interaction it reads [33]

ΦI ¼
mjψ j2

ρa
with ρa ¼

4m4

3λ4
: ð6Þ

It is also convenient to express ψ in terms of the amplitude
ρ and the phase s by the Madelung transform [39],

ψ ¼
ffiffiffiffi
ρ
m

r
eis: ð7Þ

Then, the real and imaginary parts of the Schrödinger
equation (5) give

_ρþ∇ ·
$
ρ
∇s
m

%
¼ 0; ð8Þ

_s
m
þ ð∇sÞ2

2m2
¼ −ðΦN þΦIÞ; ð9Þ

while the nonrelativistic self-interaction potential reads

ΦI ¼
ρ
ρa

¼ 3λ4ρ
4m4

: ð10Þ

Defining the curl-free velocity field v⃗ by

v⃗ ¼ ∇s
m

; ð11Þ

Eqs. (8)–(9) give the usual continuity and Euler equations,

_ρþ∇ · ðρv⃗Þ ¼ 0; ð12Þ

_v⃗þ ðv⃗ ·∇Þv⃗ ¼ −∇ðΦN þΦIÞ: ð13Þ

Thus, in the nonrelativistic regime, we can go from the
Klein-Gordon equation to the Schrödinger equation and
next to a hydrodynamical picture. In the Hamilton-Jacobi
and Euler equations (9) and (13) we have neglected the
quantum pressure term

ΦQ ¼ −
∇2 ffiffiffi

ρ
p

2m2 ffiffiffi
ρ

p : ð14Þ

This is because in this paper we focus on the regime
associated with the condition (27) below, where the self-
interaction dominates over the quantum pressure. Then,
wavelike effects, such as interference patterns, are
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One can map the Schrödinger eq. to hydrodynamical eqs.: 

The real and imaginary parts of the Schrödinger eq. lead to the continuity and Euler eqs.:

conservation of probability for  ⇢conservation of matter for

comes from part of the kinetic terms in  

Self-interactions



II-  SOLITON (ground state): HYDROSTATIC EQUILIBRIUM

negligible. However, the dynamics remain different from
that of CDM particles because of the self-interaction.

C. Static equilibrium: Soliton around a BH

In contrast with CDM, the pressure due to the self-
interaction allows for the formation of static equilibrium
configurations with zero velocities [40–42], which are
sometimes called Bose-Einstein condensates or boson
stars. In the more familiar FDM case, such static solutions
where gravity is balanced by the quantum pressure (14),
rather than by the self-interaction (6), are often called
solitons [12,43,44] and correspond to a bound ground state
of the linear Schrödinger equation in the Newtonian
gravitational potential. In our case, the self-interaction
adds an explicit nonlinearity to the Schrödinger equation,
through the self-interaction potential ΦI in Eq. (5), in
addition to the self-gravity included in the Newtonian
potential ΦN. As we have in mind extended scalar clouds,
which may reach galactic size as for the FDM scenario,
rather than compact objects, we call these hydrostatic
equilibrium solitons as in the FDM case, rather than boson
stars. They are again bound ground states of the
Schrödinger equation (5), where the full potential now
reads Φ ¼ ΦN þΦI. As for FDM, this is actually a non-
linear equation of motion, because of the self-gravity inΦN
and of the dependence of the self-interaction potential ΦI
on ρ ¼ mjψ j2. From Eq. (13), the equation of hydrostatic
equilibrium reads

∇ðΦN þΦIÞ ¼ 0; ð15Þ

which we integrate as

ΦN þΦI ¼ α; with α ¼ ΦNðRsolÞ: ð16Þ

Here we have introduced the radius Rsol of the spherically
symmetric soliton, where the density is zero and hence
ΦI ¼ 0, which determines the value of the integration
constant α. The Newtonian gravitational potential is given
by the sum of the contributions from the central BH and
from the scalar-cloud self-gravity,

ΦN ¼ ΦBH þΦsg; ð17Þ

with

ΦBH ¼ −
GMBH

r
¼ −

rs
2r

; ∇2Φsg ¼ 4πGρ; ð18Þ

where rs ¼ 2GMBH is the Schwarzschild radius of the BH
of mass MBH. Taking the divergence of Eq. (15), using
Eqs. (18) and (10) and looking for a spherically symmetric
solution, we obtain

d2ΦI

dr2
þ 2

r
dΦI

dr
þ 1

r2a
ΦI ¼ 0; with ra ¼

1ffiffiffiffiffiffiffiffiffiffiffiffiffi
4πGρa

p ; ð19Þ

where ra was also defined in Eq. (3). Introducing the
dimensionless radius x ¼ r=ra, we recover the differential
equation satisfied by spherical Bessel functions of order
zero. Thus, ΦI ¼ aj0ðxÞ þ by0ðxÞ. At small radii, the
gravitational potential is dominated by the BH and from
Eq. (16) we obtain ΦI ≃ rs=ð2rÞ. This determines the
integration constant b, and we can write the solution for
the density ρ in the nonrelativistic regime as

r ≫ rs∶ρðrÞ ¼ ρ0
sinðr=raÞ
ðr=raÞ

þ ρa
rs
2ra

cosðr=raÞ
ðr=raÞ

: ð20Þ

The first termdominates at large radii,where thegravitational
potential is mostly given by the soliton self-gravity, while the
second term dominates at small radii, where the gravitational
potential is mostly due to the BH. This transition radius rsg is
typically much smaller than the size of the soliton Rsol, and
much greater than the Schwarzschild radius,

Rsol ≃ πra; rsg ¼ rs
ρa
ρ0

; rs ≪ rsg ≪ Rsol: ð21Þ

Then, far inside the soliton we have

rs ≪ r ≪ r1=3sg r2=3a ∶ ρ ¼ ρ0 þ ρa
rs
2r

: ð22Þ

In terms of the fields ψ and ϕ this static soliton reads

ψ ¼
ffiffiffiffi
ρ
m

r
e−iαmt; ϕ ¼

ffiffiffiffiffi
2ρ

p

m
cos½ð1þ αÞmt&; ð23Þ

as the phase s reads s ¼ −αmt.
In the case of FDM, where the soliton can reach kpc size,

numerical simulations [43,45] show that outside this core
the scalar field is out of equilibrium, with large density
fluctuations and a mean falloff that follows the NFW profile
[46] found for CDM. We expect a similar behavior for
SFDM, in cases where there is a unique soliton of kpc size
inside galaxies. However, in this paper we also consider
scenarios with much smaller values of ra, where there
could be many scalar clouds of smaller size in the galaxy. In
any case, using the hierarchy of scales (21), we do not
specify here the dark matter profile beyond the soliton
radius. As we shall find in Sec. V C, the interaction
between the BH and the scalar cloud is governed by radii
r≲ rsg, that is, radii where the BH gravity is subdominant,
and do not significantly contribute to the accretion and the
dynamical friction of the BH. In contrast with the colli-
sionless case, there is no infrared divergence and our results
do not depend on the dynamics near the scalar cloud border
or beyond.
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potential is mostly due to the BH. This transition radius rsg is
typically much smaller than the size of the soliton Rsol, and
much greater than the Schwarzschild radius,

Rsol ≃ πra; rsg ¼ rs
ρa
ρ0

; rs ≪ rsg ≪ Rsol: ð21Þ

Then, far inside the soliton we have

rs ≪ r ≪ r1=3sg r2=3a ∶ ρ ¼ ρ0 þ ρa
rs
2r

: ð22Þ

In terms of the fields ψ and ϕ this static soliton reads

ψ ¼
ffiffiffiffi
ρ
m

r
e−iαmt; ϕ ¼

ffiffiffiffiffi
2ρ

p

m
cos½ð1þ αÞmt&; ð23Þ

as the phase s reads s ¼ −αmt.
In the case of FDM, where the soliton can reach kpc size,

numerical simulations [43,45] show that outside this core
the scalar field is out of equilibrium, with large density
fluctuations and a mean falloff that follows the NFW profile
[46] found for CDM. We expect a similar behavior for
SFDM, in cases where there is a unique soliton of kpc size
inside galaxies. However, in this paper we also consider
scenarios with much smaller values of ra, where there
could be many scalar clouds of smaller size in the galaxy. In
any case, using the hierarchy of scales (21), we do not
specify here the dark matter profile beyond the soliton
radius. As we shall find in Sec. V C, the interaction
between the BH and the scalar cloud is governed by radii
r≲ rsg, that is, radii where the BH gravity is subdominant,
and do not significantly contribute to the accretion and the
dynamical friction of the BH. In contrast with the colli-
sionless case, there is no infrared divergence and our results
do not depend on the dynamics near the scalar cloud border
or beyond.
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which we integrate as
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ΦN ¼ ΦBH þΦsg; ð17Þ
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ΦBH ¼ −
GMBH

r
¼ −

rs
2r

; ∇2Φsg ¼ 4πGρ; ð18Þ

where rs ¼ 2GMBH is the Schwarzschild radius of the BH
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d2ΦI

dr2
þ 2

r
dΦI

dr
þ 1

r2a
ΦI ¼ 0; with ra ¼

1ffiffiffiffiffiffiffiffiffiffiffiffiffi
4πGρa

p ; ð19Þ
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zero. Thus, ΦI ¼ aj0ðxÞ þ by0ðxÞ. At small radii, the
gravitational potential is dominated by the BH and from
Eq. (16) we obtain ΦI ≃ rs=ð2rÞ. This determines the
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α ¼ 3

Z
U

0
duu2y1=ðn−1Þ: ð165Þ

Thus, for each index n, we must find the value α that
satisfies the condition (165), where yðuÞ is the α-
dependent solution of Eq. (163) with the boundary
conditions yð0Þ ¼ 1 and y0ð0Þ ¼ 0. From this fundamental
solution, we obtain the profile for any mass M from
Eq. (164), which gives ΦIð0Þ ¼ α1−nðM=MaÞ2ðn−1Þ=ð3n−4Þ.
This gives in turn the scaling laws (154). In the case
n ¼ 2, the explicit solution (158), y2ðuÞ ¼ sinðuÞ=u, gives
at once U2 ¼ π and α2 ¼ 3π. From a numerical compu-
tation, we obtain for n ¼ 3 the values U3 ≃ 1.7 and
α3 ≃ 2.6, and for n ¼ 4 the values U4 ≃ 1.4 and α4 ≃ 1.9.
We compare in Fig. 2 the profiles of the nonrelativistic

potential ΦI and of the density ρ for the cases n ¼ 2, 3,
and 4, normalized to their value at the center. The radial
coordinate is normalized to the radius Rs of the soliton. We
can see that the shape of the potential ΦI does not vary
much from n ¼ 2 to n ¼ 4 but the density profile looks
increasingly like a top-hat for higher n, with a flatter core
and a vertical slope at the boundary Rs for n > 2.

G. The cosine model

For the cosine model described in Sec. II G 3, the
nonrelativistic potential ΦIðρÞ is given by Eq. (73). In
terms of the dimensionless variables p and y defined by

p ¼ ρ
ρb

; ΦIðρÞ ¼
8ρb
ρa

yðpÞ; ð166Þ

we have

yðpÞ ¼ 1 − 2J1ð
ffiffiffiffi
p

p Þ= ffiffiffiffi
p

p
: ð167Þ

As shown in Fig. 3, the function yðpÞ behaves as p=8
for p ≪ 1, it reaches a maximum of ymax ≃ 1.13 at
pmax ≃ 26.37, and goes to unity at large p with decreasing
oscillations. Defining again the characteristic radius
ra ¼ 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffi
4πGρa

p
, and the dimensionless coordinate

x ¼ r=ra, the soliton profile is given by the nonlinear
equation

d2y
dx2

þ 2

x
dy
dx

þ pðyÞ
8

¼ 0: ð168Þ

At low density ρ and potential ΦI, we recover the linear
equation (157) of the quartic case. At pmaxρb the potential
ΦI becomes attractive, which gives rise to an instability.
At greater densities it shows a series of attractive and
repulsive domains but remains of finite amplitude.
Therefore, it cannot support massive and high-density
halos. Thus, a well-defined and smooth soliton profile
only exists for halos with a central density that is below
the critical value ρmax ¼ pmaxρb.

H. Stability

Stable equilibria of isolated systems correspond to
minima of the total energy at fixed mass. Saddle points
are given by the equation δE − αδM ¼ 0 for the first-order
variations, where α is the Lagrange multiplier associated
with the constraint of fixed mass [37]. From Eq. (137) this
yields

Z
dr⃗
"
δρ

v⃗2

2
þ ρv⃗ · δv⃗þ δρðΦþΦIÞ − αδρ

#
¼ 0: ð169Þ

FIG. 2. Profiles of the nonrelativistic self-interaction potential
ΦI (upper panel) and of the density ρ (lower panel) for the power-
law cases n ¼ 2, 3, and 4.
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FIG. 3. Nonrelativistic self-interaction potential ΦIðρÞ for a
cosine scalar field potential VIðϕÞ.
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As compared with CDM, the self-interactions allow the formation of hydrostatic equilibrium solutions, 
with a balance between gravity and the effective pressure:

Finite-size halo, called « soliton » or « boson star »

Density profile

KIðXÞ ¼ 0; VIðϕÞ ¼ Λ4 λ2n
2n

ϕ2n

Λ2n ; ð61Þ

or if the nonlinear kinetic term is a monomial and the self-
interaction potential vanishes,

VIðϕÞ ¼ 0; KIðXÞ ¼ Λ4 kn
n

Xn

Λ4n : ð62Þ

The nonrelativistic self-interaction potential ΦI is also a
power law,

ΦIðρÞ ¼
!
ρ
ρa

"
n−1

; ð63Þ

with

ρa ¼
!
λ2nΛ2

4m2

ð2nÞ!
ðn!Þ2

"−1=ðn−1Þ
2m2Λ2 ð64Þ

for the potential case (61), and

ρa ¼
!
−
kn
4

ð2nÞ!
ðn!Þ2

"−1=ðn−1Þ
4Λ4 ð65Þ

for the kinetic case (62). Here we focus on the cases λ2n > 0
or kn < 0, where the potential ΦI gives a repulsive force.
To ensure that the background scalar field behaves like

pressureless dark matter, at least from the time of radiation-
matter equality until now, we must satisfy the constraint
(20). This implies ΦIðρ̄eqÞ≲ 1, hence

V̄eff
I ≲ ρ̄∶ ρa ≳ ρ̄eq ∼ 1011ρ̄0 ∼ 10−36 GeV4: ð66Þ

In the kinetic case (62), this implies for coefficients kn of
order unity that the cutoff Λ must be above 1 eV,

if kn ∼ 1∶ Λ≳ 1 eV: ð67Þ

3. Cosine potential

For illustrative purposes, let us consider a bounded
potential such as a cosine, with a standard kinetic term. As
explained above, this could also correspond to a bounded
nonlinear correction to the kinetic term. Following the
two-scale scenario discussed below Eq. (20), we write the
full scalar-field potential as the sum of a leading quadratic
term and a subleading nonlinear potential, taken to be a
cosine,

VðϕÞ ¼ m2
0

2
ϕ2 þM4

I ½cosðϕ=ΛÞ − 1&; M4
I

Λ2
≪ m2

0: ð68Þ

We can absorb the quadratic part of the cosine into the
mass term and write VðϕÞ ¼ m2

2 ϕ2 þ VIðϕÞ, with

m2 ¼ m2
0 −

M4
I

Λ2
≃m2

0; ð69Þ

VIðϕÞ ¼ M4
I

#
cosðϕ=ΛÞ − 1þ ϕ2

2Λ2

$
: ð70Þ

For ϕ ≪ Λ we recover a quartic potential, with
λ4 ¼ M4

I =ð6Λ4Þ. Using the resummation described in
Sec. II G 1, the function UI defined in Eq. (54) reads

UIðxÞ ¼
M4

I

Λ4

#
1 −

sin
ffiffiffi
x

p
ffiffiffi
x

p
$
; ð71Þ

and the function U IðxÞ defined in Eq. (56) reads

U IðxÞ ¼
2M4

I

Λ4

#
1 −

J1ð2
ffiffiffi
x

p
Þffiffiffi

x
p

$
: ð72Þ

This yields for the nonrelativistic self-interaction potential
ΦIðρÞ,

ΦIðρÞ ¼
8ρb
ρa

#
1 −

2J1ð
ffiffiffiffiffiffiffiffiffiffi
ρ=ρb

p
Þffiffiffiffiffiffiffiffiffiffi

ρ=ρb
p

$
; ð73Þ

with

ρa ¼
8m4Λ4

M4
I

; ρb ¼
m2Λ2

2
; ρb ≪ ρa: ð74Þ

At low densities we again recover the case of the quartic
potential, while at high densities the self-interaction potential
converges to a finite value,

ρ ≪ ρb∶ ΦIðρÞ ¼
ρ
ρa

þ ' ' ' ð75Þ

ρ ≫ ρb∶ ΦIðρÞ ¼
8ρb
ρa

≪ 1: ð76Þ

The resummation (73) is justified because the series expan-
sions of VI, UI and U I converge over the full positive real
axis. Independently of the details of the scalar-field potential,
the generic consequence of a bounded VIðϕÞ is a bounded
nonrelativistic potential ΦIðρÞ.
Because the potential ΦI now satisfies a small upper

bound, we automatically verify the pressureless condition
(20) for the background at all redshifts. This no longer
constrains ρa to be larger than ρ̄eq, or the first expansion
coefficient λ4 to obey Eq. (27), as long as ρb ≪ ρa and
ρb < ρ̄eq. However, the constraints (27) and (66) still apply,
for the other reason described in Eq. (28) and Sec. IV E
below, associated with the formation of large-scale struc-
tures. Indeed, the Jeans length set by the repulsive self-
interaction, given by Eqs. (128) and (129), must remain
below 20 kpc to ensure that Lyman-α clouds and galaxies
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timing problem [115], a discrepancy observed in the For-
nax galaxy where the expected strong dynamical friction,
predicted by the standard CDM model, fails to reproduce
the observations of slowly migrating globular clusters to-
wards the galaxy center, and their relevance to gravi-
tational waves where dynamical friction can slow down
binary systems and induce phase shifts in gravitational
wave emission.

In this paper, we explore the e↵ects of dynamical fric-
tion and mass accretion experienced by a Schwarzschild
black hole moving within a self-interacting scalar dark
matter cloud at supersonic velocities. Our primary focus
is on the Thomas-Fermi regime, where self-interactions
are significant and the wavelike e↵ects of the scalar field
are negligible. This regime results in dark matter dynam-
ics within the solitonic solution behaving more like a gas
than FDM, although it retains distinctive characteristics.
This study of the supersonic regime complements our
previous investigation in the subsonic case [116], o↵er-
ing relevance to ongoing research on gravitational waves.
The implications of mass accretion and dynamical fric-
tion on binary systems can be critical, potentially de-
tectable by upcoming gravitational wave detectors such
as DECIGO or LISA [101, 117–120]. Additionally, the
application of such results to the Fornax globular clus-
ter timing problem, where the CDM dynamical friction
appears too strong, is of particular interest.

The outline of the paper is as follows. Section II
introduces scalar field dark matter with quartic self-
interactions, discussing its equations of motion and equi-
librium solitonic solutions. Section III compares the sub-
sonic and supersonic regimes and calculates the large-
distance expansions of the dark matter flow for both the
upstream and downstream regions, including the appear-
ance and location of shock fronts and boundary layers.
Section IV describes the relation between these asymp-
totic expansions and the BH accretion rate and derives
the drag force exerted on the BH. Section V discusses
the accretion rate in comparison with the radial case and
with the classical Hoyle-Lyttleton prediction, and high-
lights the two regimes obtained at moderate and high
Mach numbers. Section VI compares the magnitudes
of the accretion drag and dynamical friction, while Sec-
tion VII provides an independent computation of the dy-
namical friction from the gravitational force exerted by
the BH wake. Section VIII presents a numerical compu-
tation of the density and velocity fields for a moderate
Mach number, to illustrate the behaviour of the system
with a bow shock upstream of the BH. Section IX com-
pares our results with the behaviours of other systems
(collisionless, perfect fluid and FDM cases). Finally, we
conclude our study in Section X.

II. DARK MATTER SCALAR FIELD

A. Scalar-field action

As in our previous work [116], we consider a scalar-field
dark matter scenario described by the action

S� =

Z
d
4
x
p
�g


�1

2
g
µ⌫
@µ�@⌫�� V (�)

�
, (1)

with a quartic self-interaction,

V (�) =
m

2

2
�
2 + VI(�) with VI(�) =

�4

4
�
4
. (2)

Here m is the mass of the scalar field and �4 its coupling
constant, which is taken positive. This corresponds to a
repulsive self-interaction, which gives rise to an e↵ective
pressure that can balance gravity. This allows the for-
mation of stable static equilibria, also called boson stars
or solitons. Thus, in this paper we consider the super-
sonic motion of a BH inside such an extended soliton, or
quasi-static dark matter halo.
The parameters m and �4 determine the characteristic

density and radius

⇢a =
4m4

3�4

, ra =
1p

4⇡G⇢a
. (3)

The dynamics that we study in this paper will only de-
pend on this combination ⇢a and on the mass and veloc-
ity of the BH. Thus, di↵erent dark matter models with
the same ⇢a show the same large-scale dynamics. We
refer to [116] for a presentation of the regions in the pa-
rameter space (m,�4) where our computations apply, for
various BH masses. We briefly recall below the equa-
tions of motion of the scalar field in the relativistic and
nonrelativistic regimes.

B. Relativistic regime

As in [116], we neglect the gravitational backreaction
of the scalar cloud and we consider the steady-state limit,
that is, the growth and the displacement of the BH are
small as compared with the BH mass and the dark mat-
ter halo radius. Then, working with the isotropic radial
coordinate r, the static spherically symmetric metric can
be written as

ds
2 = �f(r) dt2 + h(r) (dr2 + r

2
d~⌦2). (4)

Close to the BH, below a transition radius rsg, the BH
gravity dominates and the isotropic metric functions f(r)
and h(r) read as

rs

4
< r ⌧ rsg : f(r) =

✓
1� rs/(4r)

1 + rs/(4r)

◆2

,

h(r) = (1 + rs/(4r))
4
, (5)
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Numerical simulations of FDM indeed find that solitons form, from gravitational collapse, within an extended NFW-like 
out-of-equilibrium halo. 
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Boson star growth with no self-interactions

FIG. 1. Snapshots of the density field from one simulation
with eN = 1005.3, eL = 18. (a) Projected density at the initial
time. (b) Projected density at et = 10, which shows that
minicluster is forming in the box. (c )Projected density at
et = 30. (d) Projected density at et = 200. A single dense
object is visible at the centre of the minicluster.

FIG. 2. Density profiles of the minicluster at di↵erent times
(colored dots) compared with solitonic profiles (solid lines) as
given by Eq. (C10) with the same central densities.

is the core-halo mass relation [38], M⇤ / M1/3
halo, where

Mhalo is mass of the halo, and we assume the mass of
stable halos in box is proportional to the total mass in
the box, eN .

FIG. 3. The mean stacked maximum density evolution (solid

lines) for di↵erent box sizes eL = 25, 20, 18, 15 and total mass
eN = 691, 754, 817, 880, 942, 1005, 1131. The data from simu-
lation with the same box size eL but di↵erent total mass eN
are divided into 500 time bins. The shaded regions show the
1� � intervals. The time and maximum density are normal-
ized by the condensation time, ⌧gravity and the total mass,
eN4/3
691 , where eN691 = eN/691. Note that here ⌧gravity is com-

puted using Eq. (9) for the initial configuration, i.e. R = L,
v = v0, and n = N/L3, to avoid ambiguities in the definitions
of halo radius and density.

B. Condensation of bosons with self-interactions

Here we include self-interaction. Attractive self-
interactions can promote condensation of bosons, while
repulsive self-interactions can impede condensation of
bosons. Simulating the GPP equations, we study the
evolution of bosons with self-interactions.

1. Boss with attractive self-interactions

Levkov et al. [40] predict that su�ciently weak at-
tractive self-interactions, like those of the QCD axion,
have a negligible e↵ect on boson star formation. How-
ever, this prediction has not been directly demonstrated.
For bosons with weak attractive self-interaction, such
as QCD axions with v ⇡ 10�9, and decay constant
fa ⇡ 1011GeV, where fa = �1/

p
�12g, we obtain an

estimate on the self-interaction coupling of eg ⇡ �10�2 .
We run some simulations at this range of eg. One of these
simulations is shown in Fig. 4. We can see the process
of formation of the minicluster and condensation of the
boson star. This process is similar to the pure gravity
case, Fig. 1. The radial density profiles of the miniclus-
ter and analytic profiles of soliton with and without self-
interactions are given in Fig. 5 and fitted by Eq. (C11)
and Eq. (C10), respectively. We discover that the radial
density profile of the minicluster coincides with the den-
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Levkov et al. [40] predict that su�ciently weak at-
tractive self-interactions, like those of the QCD axion,
have a negligible e↵ect on boson star formation. How-
ever, this prediction has not been directly demonstrated.
For bosons with weak attractive self-interaction, such
as QCD axions with v ⇡ 10�9, and decay constant
fa ⇡ 1011GeV, where fa = �1/

p
�12g, we obtain an

estimate on the self-interaction coupling of eg ⇡ �10�2 .
We run some simulations at this range of eg. One of these
simulations is shown in Fig. 4. We can see the process
of formation of the minicluster and condensation of the
boson star. This process is similar to the pure gravity
case, Fig. 1. The radial density profiles of the miniclus-
ter and analytic profiles of soliton with and without self-
interactions are given in Fig. 5 and fitted by Eq. (C11)
and Eq. (C10), respectively. We discover that the radial
density profile of the minicluster coincides with the den-

Schive et al. 2014,
Veltmaat et al. 2018,
Mocz et al. 2019,
Amin and Mocz 2019, ....

m � 10�18eV : galactic soliton governed by the balance between the repulsive self-interaction and self-gravity.

m ⇠ 10�21eV : Fuzzy Dark Matter (de Broglie wavelength of galactic size): galactic soliton governed by the balance between 
the quantum pressure and self-gravity.

Soliton
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III-  SOLITON FORMATION IN THE THOMAS-FERMI REGIME

A) Numerical simulations

Initial conditions: halo (+ central soliton): 

3

In fact, outside of the radius ra where Eq.(13) would give
a zero density we can no longer neglect �Q and the ex-
act solution develops an exponential tail at large radii.
Nevertheless, from Eq.(11) we can see that the approxi-
mation (13) is valid up to r . Rsol for

�Q ⌧ �I :
⇢0sol

⇢a
� 1

r2
a
m2

. (15)

C. Outer halo and semi-classical limit

In this paper, we will study the emergence and the
evolution of these solitons within a larger halo of radius
Rhalo > Rsol. As seen above, the self-interactions can
only support an hydrostatic equilibrium within the ra-
dius Rsol of Eq.(14), independently of the soliton mass.
Therefore, while inside Rsol the self-interactions can bal-
ance gravity and build a flat core when the condition (15)
is satisfied, outside of Rsol the self-interactions are neg-
ligible. There, as for FDM and CDM models, gravity is
balanced by the velocity dispersion or the angular mo-
mentum of the system. Thus, in cosmological numerical
simulations of FDM halos, one finds a flat core governed
by the quantum pressure inside an NFW halo that is sim-
ilar to the halos found in CDM simulations [36]. The halo
is made of granules that are stochastic fluctuations with
a size of the order of the de Broglie wavelength. A similar
configuration would then apply to our case, except that
the flat core is now supported by the self-interactions in-
stead of the quantum pressure.

We will consider the semi-classical limit (i.e., large
scalar mass m), where the de Broglie wavelength is much
smaller than both the core and halo radii. Then, the
granules also correspond to temporary wave packets that
play the role of particules [22] with a velocity dispersion
or an angular momentum that balances gravity and sup-
ports a virialized halo. This means that �Q ⌧ �N . For
a system of size L? and density ⇢?, this gives

�Q ⌧ �N : ✏⌧ 1 with ✏ =
1p

GN⇢?mL2
?

. (16)

For a virialized system governed by gravity, the gravita-
tional dynamical time t? and the virial velocity are

t? =
1p
GN⇢?

and v? =
L?

t?
. (17)

Therefore, the de Broglie wavelength �dB reads

�dB =
2⇡

mv?
=

2⇡t?
mL?

=
2⇡p

GN⇢?mL?

= ✏2⇡L?. (18)

Thus, the limit ✏ ! 0 corresponds to the semiclassical
limit, where the de Broglie wavelength is much smaller
than the size of the system In this paper, we focus on
the semiclassical regime ✏ = 0.01 ⌧ 1. Then, the halo
is composed of incoherent stochastic fluctuations of size
�dB, with a velocity dispersion set by the virial veloc-
ity, whereas a coherent static soliton can appear at the
center.

D. Dimensionless variables

Going back to the Schrödinger equation, it is conve-
nient to work with dimensionless quantities denoted with
a tilde,

 =  ? ̃, t = t?t̃, ~x = L?~̃x, � =
L
2
?

t2⇤
�̃, (19)

where t? and L? are the characteristic time and length
scales of the system (in our case the halo that may con-
tain a smaller soliton at the center). This gives the di-
mensionless Schrödinger equation

i✏
@ ̃

@ t̃
= �✏

2

2
r̃2
 ̃ + (�̃N + �̃I) ̃, (20)

with

✏ =
t?

mL2
?

. (21)

We have already introduced in Eq.(16) the parameter ✏,
which plays the role of ~ and measures the relevance of
wave e↵ects, such as interferences or the quantum pres-
sure. The Poisson equation takes the dimensionless form

r̃2�̃N = 4⇡⇢̃, with t? =
1p
GN⇢?

, ⇢ = ⇢?⇢̃, (22)

As in Eq.(17), t? is the gravitational dynamical time as-
sociated with the characteristic density ⇢? of the system.
We also define the characteristic mass M?,

M̃ =

Z
d~̃x ⇢̃, with M = M?M̃, M? = ⇢?L

3
?

(23)

and the characteristic wavefunction amplitude  ?,

⇢̃ =  ̃ ̃
⇤
, with  ? =

p
⇢?/m. (24)

Then, the self-interaction potential reads

�̃I = �⇢̃, with � =
4⇡r2

a

L2
?

=
1

GN⇢aL
2
?

=
6⇡�4M2

Pl

m4L2
?

.

(25)
In the following, we remove the tildes for simplicity, as
we always work with the dimensionless variables. We will
choose L? as the radius of our initial spherical halo, so
that in dimensionless coordinates we have Rhalo = 1.

E. Initial conditions and central soliton

In this paper, we study the evolution of solitons in-
side self-gravitating halos. As initial conditions of our
numerical simulations, we write the wavefunction as

 initial =  sol +  halo. (26)

The first term  sol corresponds to a solitonic core, where
gravity is balanced by the self-interactions, whereas the

4

second term  halo corresponds to the halo that makes
up most of the volume and mass of the object, where
quantum pressure and self-interactions are negligible and
the scalar field behaves like cold dark matter.

As seen in Sec. II B, in the Thomas-Fermi limit the
spherically symmetric soliton is given by the hydrostatic
equilibrium

�N (r) + �I(r) = Esol, (27)

where we used the dimensionless variables and Esol is a
constant with

 sol(~x, t) = e
�iEsolt/✏ ̂sol(r). (28)

For a quartic self-interaction �4�4, which gives �I = �⇢,
this yields a linear Helmholtz equation in ⇢, with the
solution

⇢sol(r) = ⇢0sol
sin(⇡r/Rsol)

⇡r/Rsol
,  ̂sol(r) =

p
⇢sol(r), (29)

over r  Rsol, and ⇢sol = 0 for r > Rsol, as in Eq.(13).
This is a compact object of dimensionless radius and
mass

Rsol =

p
�⇡

2
, Msol =

4

⇡
⇢0solR

3
sol. (30)

In practice, we define our system by Rsol, and the
self-interaction coupling � follows from Eq.(30) as � =
4R2

sol/⇡. As the size of the halo is Rhalo = 1, we consider
cases with Rsol . 1, whence � . 1.

In our numerical computations, we focus on the semi-
classical regime ✏ = 0.01 ⌧ 1. The central soliton
is governed by the balance between gravity and self-
interactions if the condition (15) is satisfied. This reads

⇢0sol �
4⇡✏2

�2
, ⇢0sol �

⇡
3
✏
2

4R4
sol

. (31)

We will consider the cases Rsol = 0.5 and 0.1. In the
former case the soliton is always dominated by the self-
interactions as ⇢ & 1, whereas in the latter case the self-
interactions dominate over the quantum pressure for ⇢ &
10.

F. Decomposition of the halo in eigenfunctions

1. Eigenmodes

For a given time-independent potential �N + �I = �̄,
Eq.(20) takes the form of the usual linear Schrödinger
equation, which can be solved in terms of the energy
eigenmodes e�iEt/✏

 ̂E(~x) that obey

� ✏
2

2
r2
 ̂E + �̄ ̂E = E ̂E . (32)

For a spherically symmetric potential �̄, we can expand
these eigenmodes in spherical harmonics,

 ̂n`m(~x) = Rn`(r)Y
m

`
(✓,'), (33)

where the radial parts obey the usual radial time-
independent Schrödinger equation


�✏

2

2

1

r2

d

dr

✓
r
2 d

dr

◆
+
✏
2

2

`(`+ 1)

r2
+ �̄

�
Rn` = En`Rn`

(34)
and form an orthonormal basis

Z
dr r

2 Rn1`Rn2` = �n1,n2 . (35)

The energy levels En` depend on the radial and orbital
quantum numbers n and ` and are independent of the
azimuthal number m. As initial condition for the halo,
we take a semiclassical equilibrium solution defined by
a target spherical density profile ⇢̄(r), and hence the as-
sociated target gravitational potential �̄N (r), where we
neglect the self-interactions and the central soliton,

�̄(r) = �̄N (r), r2�̄N = 4⇡⇢̄. (36)

More precisely, in a fashion similar to [37, 38], we take
for the initial halo wavefunction

 halo(~x, t) =
X

n`m

an`m ̂n`m(~x)e�iEn`t/✏, (37)

where we choose the coe�cients an`m of the eigenmodes
as

an`m = a(En`)e
i⇥n`m , (38)

where the amplitude |an`m| = a(En`) � 0 is a determin-
istic function a(E) of the energy while the phases ⇥n`m

are uncorrelated random variables with a uniform distri-
bution over 0  ⇥ < 2⇡.

This gives a stochastic halo density ⇢halo = | halo|2,
which fluctuates between di↵erent realizations of the
phases ⇥n`m. Defining the average h. . . i over these ran-
dom realizations, that is, over the uncorrelated phases
⇥n`m, we obtain the averaged density

h⇢haloi =
X

n`m

a(En`)
2| ̂n`m|2 =

X

n`

2`+ 1

4⇡
a(En`)

2 R2
n`
,

(39)
where we used

P
m
|Y m

`
|2 = (2` + 1)/(4⇡). Then, the

function a(En`) that determines the occupation numbers
is chosen so that h⇢haloi = ⇢̄, i.e. we recover the tar-
get density profile ⇢̄(r) as the averaged profile over the
random realizations. In the classical case of discrete par-
ticles, this corresponds to the construction of the phase
space distribution function f(~x,~v) from the density pro-
file, and the choice (38) corresponds to an isotropic dis-
tribution f(E).
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second term  halo corresponds to the halo that makes
up most of the volume and mass of the object, where
quantum pressure and self-interactions are negligible and
the scalar field behaves like cold dark matter.

As seen in Sec. II B, in the Thomas-Fermi limit the
spherically symmetric soliton is given by the hydrostatic
equilibrium

�N (r) + �I(r) = Esol, (27)

where we used the dimensionless variables and Esol is a
constant with

 sol(~x, t) = e
�iEsolt/✏ ̂sol(r). (28)

For a quartic self-interaction �4�4, which gives �I = �⇢,
this yields a linear Helmholtz equation in ⇢, with the
solution

⇢sol(r) = ⇢0sol
sin(⇡r/Rsol)

⇡r/Rsol
,  ̂sol(r) =

p
⇢sol(r), (29)

over r  Rsol, and ⇢sol = 0 for r > Rsol, as in Eq.(13).
This is a compact object of dimensionless radius and
mass

Rsol =

p
�⇡

2
, Msol =

4

⇡
⇢0solR

3
sol. (30)

In practice, we define our system by Rsol, and the
self-interaction coupling � follows from Eq.(30) as � =
4R2

sol/⇡. As the size of the halo is Rhalo = 1, we consider
cases with Rsol . 1, whence � . 1.

In our numerical computations, we focus on the semi-
classical regime ✏ = 0.01 ⌧ 1. The central soliton
is governed by the balance between gravity and self-
interactions if the condition (15) is satisfied. This reads

⇢0sol �
4⇡✏2

�2
, ⇢0sol �

⇡
3
✏
2

4R4
sol

. (31)

We will consider the cases Rsol = 0.5 and 0.1. In the
former case the soliton is always dominated by the self-
interactions as ⇢ & 1, whereas in the latter case the self-
interactions dominate over the quantum pressure for ⇢ &
10.

F. Decomposition of the halo in eigenfunctions

1. Eigenmodes

For a given time-independent potential �N + �I = �̄,
Eq.(20) takes the form of the usual linear Schrödinger
equation, which can be solved in terms of the energy
eigenmodes e�iEt/✏

 ̂E(~x) that obey

� ✏
2

2
r2
 ̂E + �̄ ̂E = E ̂E . (32)

For a spherically symmetric potential �̄, we can expand
these eigenmodes in spherical harmonics,

 ̂n`m(~x) = Rn`(r)Y
m

`
(✓, '), (33)

where the radial parts obey the usual radial time-
independent Schrödinger equation


�✏

2

2

1

r2

d

dr

✓
r
2 d

dr

◆
+
✏
2

2

`(`+ 1)

r2
+ �̄

�
Rn` = En`Rn`

(34)
and form an orthonormal basis

Z
dr r

2 Rn1`Rn2` = �n1,n2 . (35)

The energy levels En` depend on the radial and orbital
quantum numbers n and ` and are independent of the
azimuthal number m. As initial condition for the halo,
we take a semiclassical equilibrium solution defined by
a target spherical density profile ⇢̄(r), and hence the as-
sociated target gravitational potential �̄N (r), where we
neglect the self-interactions and the central soliton,

�̄(r) = �̄N (r), r2�̄N = 4⇡⇢̄. (36)

More precisely, in a fashion similar to [37, 38], we take
for the initial halo wavefunction

 halo(~x, t) =
X

n`m

an`m ̂n`m(~x)e�iEn`t/✏, (37)

where we choose the coe�cients an`m of the eigenmodes
as

an`m = a(En`)e
i⇥n`m , (38)

where the amplitude |an`m| = a(En`) � 0 is a determin-
istic function a(E) of the energy while the phases ⇥n`m

are uncorrelated random variables with a uniform distri-
bution over 0  ⇥ < 2⇡.

This gives a stochastic halo density ⇢halo = | halo|2,
which fluctuates between di↵erent realizations of the
phases ⇥n`m. Defining the average h. . . i over these ran-
dom realizations, that is, over the uncorrelated phases
⇥n`m, we obtain the averaged density

h⇢haloi =
X

n`m

a(En`)
2| ̂n`m|2 =

X

n`

2`+ 1

4⇡
a(En`)

2 R2
n`
,

(39)
where we used

P
m
|Y m

`
|2 = (2` + 1)/(4⇡). Then, the

function a(En`) that determines the occupation numbers
is chosen so that h⇢haloi = ⇢̄, i.e. we recover the tar-
get density profile ⇢̄(r) as the averaged profile over the
random realizations. In the classical case of discrete par-
ticles, this corresponds to the construction of the phase
space distribution function f(~x,~v) from the density pro-
file, and the choice (38) corresponds to an isotropic dis-
tribution f(E).

Stochastic halo: sum over eigenmodes of the target gravitational potential with random coefficients
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second term  halo corresponds to the halo that makes
up most of the volume and mass of the object, where
quantum pressure and self-interactions are negligible and
the scalar field behaves like cold dark matter.

As seen in Sec. II B, in the Thomas-Fermi limit the
spherically symmetric soliton is given by the hydrostatic
equilibrium

�N (r) + �I(r) = Esol, (27)

where we used the dimensionless variables and Esol is a
constant with

 sol(~x, t) = e
�iEsolt/✏ ̂sol(r). (28)

For a quartic self-interaction �4�4, which gives �I = �⇢,
this yields a linear Helmholtz equation in ⇢, with the
solution

⇢sol(r) = ⇢0sol
sin(⇡r/Rsol)

⇡r/Rsol
,  ̂sol(r) =

p
⇢sol(r), (29)

over r  Rsol, and ⇢sol = 0 for r > Rsol, as in Eq.(13).
This is a compact object of dimensionless radius and
mass

Rsol =

p
�⇡

2
, Msol =

4

⇡
⇢0solR

3
sol. (30)

In practice, we define our system by Rsol, and the
self-interaction coupling � follows from Eq.(30) as � =
4R2

sol/⇡. As the size of the halo is Rhalo = 1, we consider
cases with Rsol . 1, whence � . 1.

In our numerical computations, we focus on the semi-
classical regime ✏ = 0.01 ⌧ 1. The central soliton
is governed by the balance between gravity and self-
interactions if the condition (15) is satisfied. This reads

⇢0sol �
4⇡✏2

�2
, ⇢0sol �

⇡
3
✏
2

4R4
sol

. (31)

We will consider the cases Rsol = 0.5 and 0.1. In the
former case the soliton is always dominated by the self-
interactions as ⇢ & 1, whereas in the latter case the self-
interactions dominate over the quantum pressure for ⇢ &
10.

F. Decomposition of the halo in eigenfunctions

1. Eigenmodes

For a given time-independent potential �N + �I = �̄,
Eq.(20) takes the form of the usual linear Schrödinger
equation, which can be solved in terms of the energy
eigenmodes e�iEt/✏

 ̂E(~x) that obey

� ✏
2

2
r2
 ̂E + �̄ ̂E = E ̂E . (32)

For a spherically symmetric potential �̄, we can expand
these eigenmodes in spherical harmonics,

 ̂n`m(~x) = Rn`(r)Y
m

`
(✓, '), (33)

where the radial parts obey the usual radial time-
independent Schrödinger equation
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Rn` = En`Rn`

(34)
and form an orthonormal basis

Z
dr r

2 Rn1`Rn2` = �n1,n2 . (35)

The energy levels En` depend on the radial and orbital
quantum numbers n and ` and are independent of the
azimuthal number m. As initial condition for the halo,
we take a semiclassical equilibrium solution defined by
a target spherical density profile ⇢̄(r), and hence the as-
sociated target gravitational potential �̄N (r), where we
neglect the self-interactions and the central soliton,

�̄(r) = �̄N (r), r2�̄N = 4⇡⇢̄. (36)

More precisely, in a fashion similar to [37, 38], we take
for the initial halo wavefunction

 halo(~x, t) =
X

n`m

an`m ̂n`m(~x)e�iEn`t/✏, (37)

where we choose the coe�cients an`m of the eigenmodes
as

an`m = a(En`)e
i⇥n`m , (38)

where the amplitude |an`m| = a(En`) � 0 is a determin-
istic function a(E) of the energy while the phases ⇥n`m

are uncorrelated random variables with a uniform distri-
bution over 0  ⇥ < 2⇡.

This gives a stochastic halo density ⇢halo = | halo|2,
which fluctuates between di↵erent realizations of the
phases ⇥n`m. Defining the average h. . . i over these ran-
dom realizations, that is, over the uncorrelated phases
⇥n`m, we obtain the averaged density

h⇢haloi =
X

n`m

a(En`)
2| ̂n`m|2 =

X

n`

2`+ 1

4⇡
a(En`)

2 R2
n`
,

(39)
where we used

P
m
|Y m

`
|2 = (2` + 1)/(4⇡). Then, the

function a(En`) that determines the occupation numbers
is chosen so that h⇢haloi = ⇢̄, i.e. we recover the tar-
get density profile ⇢̄(r) as the averaged profile over the
random realizations. In the classical case of discrete par-
ticles, this corresponds to the construction of the phase
space distribution function f(~x,~v) from the density pro-
file, and the choice (38) corresponds to an isotropic dis-
tribution f(E).
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second term  halo corresponds to the halo that makes
up most of the volume and mass of the object, where
quantum pressure and self-interactions are negligible and
the scalar field behaves like cold dark matter.

As seen in Sec. II B, in the Thomas-Fermi limit the
spherically symmetric soliton is given by the hydrostatic
equilibrium

�N (r) + �I(r) = Esol, (27)

where we used the dimensionless variables and Esol is a
constant with

 sol(~x, t) = e
�iEsolt/✏ ̂sol(r). (28)

For a quartic self-interaction �4�4, which gives �I = �⇢,
this yields a linear Helmholtz equation in ⇢, with the
solution

⇢sol(r) = ⇢0sol
sin(⇡r/Rsol)

⇡r/Rsol
,  ̂sol(r) =

p
⇢sol(r), (29)

over r  Rsol, and ⇢sol = 0 for r > Rsol, as in Eq.(13).
This is a compact object of dimensionless radius and
mass

Rsol =
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, Msol =
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⇡
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3
sol. (30)

In practice, we define our system by Rsol, and the
self-interaction coupling � follows from Eq.(30) as � =
4R2

sol/⇡. As the size of the halo is Rhalo = 1, we consider
cases with Rsol . 1, whence � . 1.

In our numerical computations, we focus on the semi-
classical regime ✏ = 0.01 ⌧ 1. The central soliton
is governed by the balance between gravity and self-
interactions if the condition (15) is satisfied. This reads

⇢0sol �
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⇡
3
✏
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. (31)

We will consider the cases Rsol = 0.5 and 0.1. In the
former case the soliton is always dominated by the self-
interactions as ⇢ & 1, whereas in the latter case the self-
interactions dominate over the quantum pressure for ⇢ &
10.

F. Decomposition of the halo in eigenfunctions

1. Eigenmodes

For a given time-independent potential �N + �I = �̄,
Eq.(20) takes the form of the usual linear Schrödinger
equation, which can be solved in terms of the energy
eigenmodes e�iEt/✏

 ̂E(~x) that obey
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 ̂E + �̄ ̂E = E ̂E . (32)

For a spherically symmetric potential �̄, we can expand
these eigenmodes in spherical harmonics,

 ̂n`m(~x) = Rn`(r)Y
m
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where the radial parts obey the usual radial time-
independent Schrödinger equation
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and form an orthonormal basis
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2 Rn1`Rn2` = �n1,n2 . (35)

The energy levels En` depend on the radial and orbital
quantum numbers n and ` and are independent of the
azimuthal number m. As initial condition for the halo,
we take a semiclassical equilibrium solution defined by
a target spherical density profile ⇢̄(r), and hence the as-
sociated target gravitational potential �̄N (r), where we
neglect the self-interactions and the central soliton,

�̄(r) = �̄N (r), r2�̄N = 4⇡⇢̄. (36)

More precisely, in a fashion similar to [37, 38], we take
for the initial halo wavefunction

 halo(~x, t) =
X

n`m

an`m ̂n`m(~x)e�iEn`t/✏, (37)

where we choose the coe�cients an`m of the eigenmodes
as

an`m = a(En`)e
i⇥n`m , (38)

where the amplitude |an`m| = a(En`) � 0 is a determin-
istic function a(E) of the energy while the phases ⇥n`m

are uncorrelated random variables with a uniform distri-
bution over 0  ⇥ < 2⇡.

This gives a stochastic halo density ⇢halo = | halo|2,
which fluctuates between di↵erent realizations of the
phases ⇥n`m. Defining the average h. . . i over these ran-
dom realizations, that is, over the uncorrelated phases
⇥n`m, we obtain the averaged density

h⇢haloi =
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a(En`)
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where we used

P
m
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`
|2 = (2` + 1)/(4⇡). Then, the

function a(En`) that determines the occupation numbers
is chosen so that h⇢haloi = ⇢̄, i.e. we recover the tar-
get density profile ⇢̄(r) as the averaged profile over the
random realizations. In the classical case of discrete par-
ticles, this corresponds to the construction of the phase
space distribution function f(~x,~v) from the density pro-
file, and the choice (38) corresponds to an isotropic dis-
tribution f(E).

4

second term  halo corresponds to the halo that makes
up most of the volume and mass of the object, where
quantum pressure and self-interactions are negligible and
the scalar field behaves like cold dark matter.

As seen in Sec. II B, in the Thomas-Fermi limit the
spherically symmetric soliton is given by the hydrostatic
equilibrium

�N (r) + �I(r) = Esol, (27)

where we used the dimensionless variables and Esol is a
constant with

 sol(~x, t) = e
�iEsolt/✏ ̂sol(r). (28)

For a quartic self-interaction �4�4, which gives �I = �⇢,
this yields a linear Helmholtz equation in ⇢, with the
solution

⇢sol(r) = ⇢0sol
sin(⇡r/Rsol)

⇡r/Rsol
,  ̂sol(r) =

p
⇢sol(r), (29)

over r  Rsol, and ⇢sol = 0 for r > Rsol, as in Eq.(13).
This is a compact object of dimensionless radius and
mass

Rsol =

p
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2
, Msol =

4

⇡
⇢0solR

3
sol. (30)

In practice, we define our system by Rsol, and the
self-interaction coupling � follows from Eq.(30) as � =
4R2

sol/⇡. As the size of the halo is Rhalo = 1, we consider
cases with Rsol . 1, whence � . 1.

In our numerical computations, we focus on the semi-
classical regime ✏ = 0.01 ⌧ 1. The central soliton
is governed by the balance between gravity and self-
interactions if the condition (15) is satisfied. This reads
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⇡
3
✏
2

4R4
sol

. (31)

We will consider the cases Rsol = 0.5 and 0.1. In the
former case the soliton is always dominated by the self-
interactions as ⇢ & 1, whereas in the latter case the self-
interactions dominate over the quantum pressure for ⇢ &
10.

F. Decomposition of the halo in eigenfunctions

1. Eigenmodes

For a given time-independent potential �N + �I = �̄,
Eq.(20) takes the form of the usual linear Schrödinger
equation, which can be solved in terms of the energy
eigenmodes e�iEt/✏

 ̂E(~x) that obey

� ✏
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 ̂E + �̄ ̂E = E ̂E . (32)

For a spherically symmetric potential �̄, we can expand
these eigenmodes in spherical harmonics,

 ̂n`m(~x) = Rn`(r)Y
m

`
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where the radial parts obey the usual radial time-
independent Schrödinger equation
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and form an orthonormal basis

Z
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2 Rn1`Rn2` = �n1,n2 . (35)

The energy levels En` depend on the radial and orbital
quantum numbers n and ` and are independent of the
azimuthal number m. As initial condition for the halo,
we take a semiclassical equilibrium solution defined by
a target spherical density profile ⇢̄(r), and hence the as-
sociated target gravitational potential �̄N (r), where we
neglect the self-interactions and the central soliton,

�̄(r) = �̄N (r), r2�̄N = 4⇡⇢̄. (36)

More precisely, in a fashion similar to [37, 38], we take
for the initial halo wavefunction
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where we choose the coe�cients an`m of the eigenmodes
as
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i⇥n`m , (38)

where the amplitude |an`m| = a(En`) � 0 is a determin-
istic function a(E) of the energy while the phases ⇥n`m

are uncorrelated random variables with a uniform distri-
bution over 0  ⇥ < 2⇡.

This gives a stochastic halo density ⇢halo = | halo|2,
which fluctuates between di↵erent realizations of the
phases ⇥n`m. Defining the average h. . . i over these ran-
dom realizations, that is, over the uncorrelated phases
⇥n`m, we obtain the averaged density
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where we used
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`
|2 = (2` + 1)/(4⇡). Then, the

function a(En`) that determines the occupation numbers
is chosen so that h⇢haloi = ⇢̄, i.e. we recover the tar-
get density profile ⇢̄(r) as the averaged profile over the
random realizations. In the classical case of discrete par-
ticles, this corresponds to the construction of the phase
space distribution function f(~x,~v) from the density pro-
file, and the choice (38) corresponds to an isotropic dis-
tribution f(E).
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constant with
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In practice, we define our system by Rsol, and the
self-interaction coupling � follows from Eq.(30) as � =
4R2

sol/⇡. As the size of the halo is Rhalo = 1, we consider
cases with Rsol . 1, whence � . 1.

In our numerical computations, we focus on the semi-
classical regime ✏ = 0.01 ⌧ 1. The central soliton
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We will consider the cases Rsol = 0.5 and 0.1. In the
former case the soliton is always dominated by the self-
interactions as ⇢ & 1, whereas in the latter case the self-
interactions dominate over the quantum pressure for ⇢ &
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F. Decomposition of the halo in eigenfunctions

1. Eigenmodes

For a given time-independent potential �N + �I = �̄,
Eq.(20) takes the form of the usual linear Schrödinger
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quantum numbers n and ` and are independent of the
azimuthal number m. As initial condition for the halo,
we take a semiclassical equilibrium solution defined by
a target spherical density profile ⇢̄(r), and hence the as-
sociated target gravitational potential �̄N (r), where we
neglect the self-interactions and the central soliton,

�̄(r) = �̄N (r), r2�̄N = 4⇡⇢̄. (36)

More precisely, in a fashion similar to [37, 38], we take
for the initial halo wavefunction

 halo(~x, t) =
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an`m ̂n`m(~x)e�iEn`t/✏, (37)

where we choose the coe�cients an`m of the eigenmodes
as

an`m = a(En`)e
i⇥n`m , (38)

where the amplitude |an`m| = a(En`) � 0 is a determin-
istic function a(E) of the energy while the phases ⇥n`m

are uncorrelated random variables with a uniform distri-
bution over 0  ⇥ < 2⇡.

This gives a stochastic halo density ⇢halo = | halo|2,
which fluctuates between di↵erent realizations of the
phases ⇥n`m. Defining the average h. . . i over these ran-
dom realizations, that is, over the uncorrelated phases
⇥n`m, we obtain the averaged density
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n`m
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a(En`)

2 R2
n`
,

(39)
where we used

P
m
|Y m

`
|2 = (2` + 1)/(4⇡). Then, the

function a(En`) that determines the occupation numbers
is chosen so that h⇢haloi = ⇢̄, i.e. we recover the tar-
get density profile ⇢̄(r) as the averaged profile over the
random realizations. In the classical case of discrete par-
ticles, this corresponds to the construction of the phase
space distribution function f(~x,~v) from the density pro-
file, and the choice (38) corresponds to an isotropic dis-
tribution f(E).

random phase

Choose             so as to recover the target density profile
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2. WKB approximation

As we consider the semiclassical regime ✏⌧ 1, we can
expect the Wentzel-Kramers-Brillouin (WKB) approxi-
mation [38–40] to be valid. This gives for the radial part
Rn`(r) the form

r1<r<r2 : Rn`(r) '
Nn`

r

p
kn`(r)

sin


1

✏

Z
r

r1

dr
0
kn`(r

0)+
⇡

4

�

(40)
where Nn` is the normalization factor, kn`(r) is defined
by

kn`(r) =

s

2

✓
En` � �̄N (r)� ✏2

2

`(`+ 1)

r2

◆
, (41)

and r1 < r2 are the two turning points of the classical
trajectory, where kn`(r) = 0. The lower bound r1 is due
to the centrifugal barrier and the upper bound r2 to the
confining gravitational potential �̄N . For radial trajec-
tories, associated with ` = 0, we have r1 = 0. Outside
of the interval [r1, r2] the wavefunction shows a fast de-
crease as this corresponds to the forbidden region in the
classical limit and we consider the semiclassical regime
✏⌧ 1. The normalization condition (35) gives

Nn` =

✓Z
r2

r1

dr

2kn`(r)

◆�1/2

, (42)

where we neglected the contributions from the classically
forbidden regions and took the average over the fast os-
cillations of the wavefunction. Finally, the quantization
condition of the energy levels is given in this WKB ap-
proximation by

1

✏

Z
r2

r1

dr kn`(r) =
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1

2

◆
⇡, (43)

where n = 0, 1, 2, . . . is a non-negative integer. We can
see that in the semiclassical regime, ✏⌧ 1, the quantum
numbers become large as

n ⇠ 1/✏, ` ⇠ 1/✏, (44)

and the di↵erence between energy levels decreases as
�E ⇠ ✏. In particular, at fixed ` we obtain from Eq.(43)

@n

@E
=

1

⇡✏

Z
r2

r1

dr

kn`(r)
. (45)

In this continuum limit, we can replace the sums in
Eq.(39) by integrals and we obtain

h⇢halo(r)i =
1

2⇡2✏3

Z
dE a(E)2

q
2[E � �̄N (r)], (46)

where we used the WKB approximation (40). Comparing
this expression with the classical result that expresses the

density in terms of the particle phase-space distribution
[41],

⇢classical(r) = 4⇡

Z 0

�̄N (r)
dE f(E)

q
2[E � �̄N (r)], (47)

where we normalized the potential so that bound orbits
correspond to E < 0, we obtain

a(E)2 = (2⇡✏)3f(E). (48)

The classical phase-space distribution can be obtained
from the density by Eddington’s formula [41],

f(E) =
1

2
p
2⇡2

d

dE

Z 0

E

d�Np
�N � E

d⇢classical

d�N

. (49)

In practice, choosing a target halo density profile ⇢̄(r),
we obtain the classical phase-space distribution f(E)
from Eddington’s formula (49), the eigenmode coe�-
cients an`m from Eqs.(38) and (48), and the initial halo
wavefunction from Eq.(37). However, to avoid the singu-
larity of the WKB approximation at the turning points,
we do not use the WKB expression (40) for the eigen-
modes. Instead, we explicitly solve the linear eigenmode
problem associated with the radial Schrödinger equation
(34). Therefore, the WKB approximation is only used for
the determination of the initial coe�cients an`m. This is
su�cient for our purpose, which is to build random initial
conditions with a target radial density profile.

G. Numerical methods

The system in dimensionless units is fully described by
the Schrödinger equation (20), supplemented by the Pois-
son equation (22) and the self-interaction potential (25).
We have developed a numerical code to compute the 3D
dynamics, using a symmetrized split-step Fourier tech-
nique as in [42, 43]. Thus, the wavefunction is advanced
by a timestep �t as

 (~x, t+�t) = exp


� i�t

2✏
�(~x, t+�t)

�
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F�1 exp


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2
k
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�
F exp


� i�t

2✏
�(~x, t)

�
 (~x, t)(50)

where � = �N + �I , F and F�1 are the Fourier trans-
form and its inverse, and k is the wavenumber in Fourier
space. This operator splitting scheme is based on the fact
that in the Schrödinger equation (20) the operator � 
is diagonal in configuration space whereas the operator
r2
 is diagonal in Fourier space. We have employed the

FFTW3 libraries [44] to compute the discrete Fourier
transform (DFT). These libraries adapt the DFT algo-
rithm to details of the underlying hardware to maximize
performance. In addition, we have taken advantage of the
OpenMP tools to parallelize the multi-threaded routines
[45, 46].
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and r1 < r2 are the two turning points of the classical
trajectory, where kn`(r) = 0. The lower bound r1 is due
to the centrifugal barrier and the upper bound r2 to the
confining gravitational potential �̄N . For radial trajec-
tories, associated with ` = 0, we have r1 = 0. Outside
of the interval [r1, r2] the wavefunction shows a fast de-
crease as this corresponds to the forbidden region in the
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numbers become large as
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correspond to E < 0, we obtain
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In practice, choosing a target halo density profile ⇢̄(r),
we obtain the classical phase-space distribution f(E)
from Eddington’s formula (49), the eigenmode coe�-
cients an`m from Eqs.(38) and (48), and the initial halo
wavefunction from Eq.(37). However, to avoid the singu-
larity of the WKB approximation at the turning points,
we do not use the WKB expression (40) for the eigen-
modes. Instead, we explicitly solve the linear eigenmode
problem associated with the radial Schrödinger equation
(34). Therefore, the WKB approximation is only used for
the determination of the initial coe�cients an`m. This is
su�cient for our purpose, which is to build random initial
conditions with a target radial density profile.

G. Numerical methods

The system in dimensionless units is fully described by
the Schrödinger equation (20), supplemented by the Pois-
son equation (22) and the self-interaction potential (25).
We have developed a numerical code to compute the 3D
dynamics, using a symmetrized split-step Fourier tech-
nique as in [42, 43]. Thus, the wavefunction is advanced
by a timestep �t as

 (~x, t+�t) = exp
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where � = �N + �I , F and F�1 are the Fourier trans-
form and its inverse, and k is the wavenumber in Fourier
space. This operator splitting scheme is based on the fact
that in the Schrödinger equation (20) the operator � 
is diagonal in configuration space whereas the operator
r2
 is diagonal in Fourier space. We have employed the

FFTW3 libraries [44] to compute the discrete Fourier
transform (DFT). These libraries adapt the DFT algo-
rithm to details of the underlying hardware to maximize
performance. In addition, we have taken advantage of the
OpenMP tools to parallelize the multi-threaded routines
[45, 46].

(Eddington formula)

(Self-interactions dominate over the quantum pressure in the soliton)
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⇢(r)

With the WKB approximation we can relate this system to a classical system defined by a phase-space distribution
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1) Soliton radius of the same order as the halo size: large self-interactions

Initial 1D density plot Initial 2D density plot Final 1D density plot Final 2D density plot

1D potential plot Evolution of total and soliton mass Evolution of energy components

- At t ~ 8, the soliton is formed with Rsol ~ 0.5 and it contains ~ 50% of the total mass.

- The system reaches a quasi-stationary state.

- Afterwards, the soliton slowly grows.

flat=soliton (hydrostatic eq.)

Initial stochastic halo 
with a fixed mean 

density profile



2) Soliton radius much smaller than the halo size: small self-interactions

1D density plots

2D density plots

1D potential plots Evolution of mass Evolution of energies
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II) Flat halo with ra much smaller than  system
Density slice 2D (x,y) at z=rmax, (1()*)
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Transition from a FDM phase to a self-interacting phase.

• By t ∼ 100, the halo relaxes to a quasi-stationary state.
• At t ~180, FDM peak.
• At t ~ 200, self-interacting soliton forms, Rsol = 0.1 .
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3) Dependence of the soliton mass on the formation history

Growth with time of the soliton mass
Growth rate as a function of the soliton mass, 

for several initial conditions
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- The soliton always forms and grows, with a growth rate that decreases with time.

- Its mass can reach 50% of the total mass of the system.

- There is no sign of a scaling regime, where the growth rate would be independent of initial conditions.

Probably no well-defined halo-mass/soliton mass relation

numerical simulation

analytical model 
(kinetic theory)



IV-  NON-POLYNOMIAL SELF_INTERACTION

Transitions between self-interaction and 
quantum pressure euquilibrium.



Solitons always form at the center of virialized halos.

For large self-interactions, the soliton forms in a few dynamical times.

For small self-interactions, the soliton formation can take a long time, until stochastic density peaks reach

densities that are large enough to trigger the formation of the soliton.

The growth rate of the soliton does not seem to obey a scaling regime.

It seems to depend on the formation history of the system.

The soliton keeps growing until the end of our simulations, making from 10% to 80% of the total mass.

In the cosmological context, there should be a large scatter for the soliton mass as a function of the halo mass, 
depending on the assembly history ?

It is not clear how to derive simple but accurate analytical predictions for the soliton mass.



Vortex lines and rotating solitons
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Nondimensional units (rescaled to the 
typical size and mass of the system)
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Hydrodynamical picture: Curl-free velocity field

No longer true if the phase is not regular: at locations where the density vanishes this mapping is ill-defined !

Appearance of vortices/vortex lines that carry the vorticity of the system (BEC, superfluids).

Associated with singularities of the phase and of the velocity field.

I-  Vortices

(What happens when a collapsing halo has a nonzero angular momentum)

Gross-Pitavskii equation: similar to BEC and superfluids at low temperature, where the external confining potential 
is replaced by the self-gravity.



This is observed in cold atoms experiments: Abo-Shaer et al. 2001

Rotation of the BEC is produced by the dipole force exerted by laser beams.

One observes a regular lattice of vortices. Such Abrikosov lattices were first predicted for quantized magnetic flux lines 
in type-II superconductors.  Abrikosov 1957

The vortices correspond to troughs of the density field.
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107 Na atoms Thomas-Fermi radius= 
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⇠ = 0.2µmHealing length 

(ballistic expansion after the trap is switched off)

The spatial distribution of the density is obtained by resonant absorption imaging.
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29µm

In our case, there is no external container.

The rotation will be generated by the initial rotation of the dark matter halo.



Vortex line aligned with the vertical z-axis of integer spin
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Velocity field: 
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ωv

Pitaevski 2003

Axisymmetric case: 

The vorticity and circulation are quantized

The vorticity is carried by the vortices
<latexit sha1_base64="NTYHBmDPYqjWwqf1WYMn5HvP7MQ=">AAACTXicbVHLihNBFK2OjxnjK+rSTWEQMpvQHXxthEFduBzBzAykYnO7+iZTTL2ouh2ITX7QjeDOv3DjQhGx8ljojBcKTp1zLvfWqcprFSnPv2adK1evXd/bv9G9eev2nbu9e/ePo2uCxLF02oXTCiJqZXFMijSe+oBgKo0n1fnrtX6ywBCVs+9p6XFqYG7VTEmgRJW9WixQCmdwDvwlX1+4sFBp4IKUwbilFkkbceEVF+ij0s5yEdXcJFeNmqB886EdjA5Wg407lMJj8AfbXiw/lr1+Psw3xS+DYgf6bFdHZe+LqJ1sDFqSGmKcFLmnaQuBlNS46oomogd5DnOcJGghbTptN2ms+OPE1HzmQjqW+Ib9u6MFE+PSVMlpgM7iRW1N/k+bNDR7MW2V9Q2hldtBs0ZzcnwdLa9VQEl6mQDIoNKuXJ5BAEnpA7ophOLiky+D49GweDZ8+u5J//DVLo599pA9YgNWsOfskL1lR2zMJPvEvrEf7Gf2Ofue/cp+b62dbNfzgP1Tnb0/MhmyLA==</latexit>

~! = ~r⇥ ~v = 2⇡✏��(2)D (~r?)~ez

<latexit sha1_base64="25ua/6JQPAdzghlCD5jKOoK8pRk=">AAACXnicbVHPaxQxGM2M2taptateBC/BRaiXZaZo9VIo9tAeK3XbwmYZvsl8uw3NL5LMwjLMP+lNvPinmNndg219EHh5730keamsFD7k+a8kffL02db2zvNs98Xey/3Bq9dX3jSO45gbadxNBR6l0DgOIki8sQ5BVRKvq7vT3r9eoPPC6B9haXGqYK7FTHAIUSoHDTsDpeDAlcyisx/pMWVG6FC2jIOkpx1lC+R0QRmvTVht2pqhlF2f7IOX6wQzCudwL3bZZcf0kDIrKEPrhTSaMi/mCsrBMB/lK9DHpNiQIdngohz8ZLXhjUIduATvJ0Vuw7QFFwSX2GWs8WiB38EcJ5FqUOin7aqejn6ISk1nxsWlA12p/060oLxfqiomFYRb/9Drxf95kybMvk5boW0TUPP1QbNG0mBo3zWthUMe5DIS4E7Eu1J+Cw54iD+SxRKKh09+TK4OR8XR6PP3T8OTb5s6dsg78p4ckIJ8ISfknFyQMeHkd5IkWbKb/Em30r10fx1Nk83MG3IP6du/NJKzVQ==</latexit>

�(r?) =

I

C
~v · ~d` =

Z

S
~! · ~dS = 2⇡✏�

radial profile



The excess energy (as compared with the static soliton) grows with the spin:
<latexit sha1_base64="YQMIjLO++AWMzy/trL9aC0x00pk=">AAACKXicbZDLSgMxFIYzXmu9VV26CRZBN3VGvC2LF3BZxVqhU4dMetoGcxmSjFhKX8eNr+JGQVG3vojpZaGtB0I+/v8ckvPHCWfG+v6nNzE5NT0zm5nLzi8sLi3nVlavjUo1hTJVXOmbmBjgTELZMsvhJtFARMyhEt+d9PzKPWjDlLyy7QRqgjQlazBKrJOiXDE8BW4JPotCw5qCYHcJPODbXRwmDIe6pSIfh5AYxpXsqVxuXUb+TvjAtqNc3i/4/cLjEAwhj4ZVinKvYV3RVIC0lBNjqoGf2FqHaMsoh242TA0khN6RJlQdSiLA1Dr9Tbt40yl13FDaHWlxX/090SHCmLaIXacgtmVGvZ74n1dNbeOo1mEySS1IOniokXJsFe7FhutMA7W87YBQzdxfMW0RTah14WZdCMHoyuNwvVsIDgr7F3v54vEwjgxaRxtoCwXoEBXROSqhMqLoET2jN/TuPXkv3of3NWid8IYza+hPed8/7LilMQ==</latexit>

�E� ⇠ �2⇡⇢0✏
2 ln(R0/⇠)

It is energetically favorable for a large-spin vortex to break up into       unit-spin vortices. 
<latexit sha1_base64="QFO7+UeLqZyU7cZSKDVL76FY6fU=">AAAB73icbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2PQi8cI5gHJEmYns8mQmdl1ZlYIm/yEFw+KePV3vPk3TjZ70MSChqKqm+6uIOZMG9f9dgorq2vrG8XN0tb2zu5eef+gqaNEEdogEY9UO8CaciZpwzDDaTtWFIuA01Ywup35rSeqNIvkgxnH1Bd4IFnICDZWak+6mg0EnvTKFbfqZkDLxMtJBXLUe+Wvbj8iiaDSEI617nhubPwUK8MIp9NSN9E0xmSEB7RjqcSCaj/N7p2iE6v0URgpW9KgTP09kWKh9VgEtlNgM9SL3kz8z+skJrz2UybjxFBJ5ovChCMTodnzqM8UJYaPLcFEMXsrIkOsMDE2opINwVt8eZk0z6reZfXi/rxSu8njKMIRHMMpeHAFNbiDOjSAAIdneIU359F5cd6dj3lrwclnDuEPnM8fZ0yQOQ==</latexit>

|�|

In the numerical simulations we only find unit-spin vortices. 

II-  Many vortices
<latexit sha1_base64="mQ2MPFNmafqKX7rX8/4gV0gGQz4=">AAACOXicbVBNaxsxENWmTeO6Seu2x15ETSGFYHZDvy4B01x6Kg7UTsCyF608tuVoV4o0azDL/q1e+i9yK/TSQ0vINX+gsr2HJO6Dgcd7M8zMS4ySDsPwZ7D14OH2o53a4/qT3b2nzxrPX/Sczq2ArtBK27OEO1Aygy5KVHBmLPA0UXCanB8v/dM5WCd19g0XBgYpn2RyLAVHL8WNDjNO7rM5CGoP8C09osxdWCyYneqSwrCQ1JWUGatHcTE7isph8TWeVw5zcpLyeEbZnFszlfGspHGjGbbCFegmiSrSJBU6ceOSjbTIU8hQKO5cPwoNDgpuUQoFZZ3lDgwX53wCfU8znoIbFKvPS/rGKyM61tZXhnSl3p4oeOrcIk18Z8px6u57S/F/Xj/H8adBITOTI2RivWicK4qaLmOkI2lBoFp4woWV/lYqptxygT7sug8huv/yJukdtqIPrfcn75rtz1UcNfKKvCb7JCIfSZt8IR3SJYJ8J7/IH/I3+BH8Dq6C63XrVlDNvCR3ENz8A/GtrRM=</latexit>

 (~r, t) =
p
⇢eis

NvY

j=1

ei�j'j
<latexit sha1_base64="K9JFT9qIgmv0wtL2Ta633I1GRtg=">AAACN3icbZDJSgNBEIZ73I1b1KOXwiBE0DAjbhdB9OJJFIwKmTD0dCqmY89M090TDUPeyouv4U0vHhTx6hvYWQS3Hxp+vqqiuv5QCq6N6z46Q8Mjo2PjE5O5qemZ2bn8/MK5TlLFsMwSkajLkGoUPMay4UbgpVRIo1DgRXh92K1ftFBpnsRnpi2xGtGrmNc5o8aiIH/st6iSDR40i34LGahV2IMi+De8hg1qMuhRDG7X+k4FvkQlYR2g80WyPmp2YDXIF9yS2xP8Nd7AFMhAJ0H+wa8lLI0wNkxQrSueK001o8pwJrCT81ONkrJreoUVa2Maoa5mvbs7sGJJDeqJsi820KPfJzIaad2OQtsZUdPQv2td+F+tkpr6bjXjsUwNxqy/qJ4KMAl0Q4QaV8iMaFtDmeL2r8AaVFFmbNQ5G4L3++S/5nyj5G2Xtk43C/sHgzgmyBJZJkXikR2yT47ICSkTRu7IE3khr8698+y8Oe/91iFnMLNIfsj5+ASs6aoC</latexit>

'j(~r) = ( \~ex,~r?�~r?j)For a collection of      vortices:
<latexit sha1_base64="gv548nv9WHi37HgOAfUEGhErzZI=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2PQiyeJaB6QLGF20kmGzM4uM7OBsOQTvHhQxKtf5M2/cZLsQRMLGoqqbrq7glhwbVz328mtrK6tb+Q3C1vbO7t7xf2Duo4SxbDGIhGpZkA1Ci6xZrgR2IwV0jAQ2AiGt1O/MUKleSSfzDhGP6R9yXucUWOlx/vOqFMsuWV3BrJMvIyUIEO1U/xqdyOWhCgNE1TrlufGxk+pMpwJnBTaicaYsiHtY8tSSUPUfjo7dUJOrNIlvUjZkobM1N8TKQ21HoeB7QypGehFbyr+57US07v2Uy7jxKBk80W9RBATkenfpMsVMiPGllCmuL2VsAFVlBmbTsGG4C2+vEzqZ2XvsnzxcF6q3GRx5OEIjuEUPLiCCtxBFWrAoA/P8ApvjnBenHfnY96ac7KZQ/gD5/MHN4iNxQ==</latexit>

Nv

<latexit sha1_base64="z5PfmVQ4weHg1Zj2qzIC6P3XX+0=">AAACT3icbZFNS+wwFIbT8Xuuekddujk4XFCuDO3FLxBBdONKFBwVpnNLmjnVaJqWJB0YSv+hG935N9y4UMS0duHVe0Lg4X3PIcmbMBVcG9d9dBpj4xOTU9MzzR+zc/M/WwuL5zrJFMMuS0SiLkOqUXCJXcONwMtUIY1DgRfh7WHpXwxRaZ7IMzNKsR/TK8kjzqixUtCK/EFiIPeHyEAVAYc9qHi4+iEFfA3Wwd8tV+2ULZhqLhJZKb6koaCg4Tf4OouD/GbPK/7mx8GwqCeCm6DVdjtuVfAdvBrapK6ToPVgL8ayGKVhgmrd89zU9HOqDGcCi6afaUwpu6VX2LMoaYy6n1d5FPDLKgOIEmW3NFCpnydyGms9ikPbGVNzrb96pfg/r5eZaKefc5lmBiX7OCjKBJgEynBhwBUyI0YWKFPc3hXYNVWUGfsFTRuC9/XJ3+H8T8fb6myebrT3D+o4pskyWSGrxCPbZJ8ckRPSJYzckSfyQl6de+fZeWvUrQ2nhiXyTzVm3gE6q7Es</latexit>

~̇ri = ~v(~ri), ~v = ✏~rs+
NvX

j=1

~vj

As in classical hydrodynamics of ideal fluids, the vortices move with the matter along the flow generated by the other vortices

and the background curl-free velocity

<latexit sha1_base64="Zv01PSVgO32I1XQjRuVhOQXJ044=">AAACd3icbVFLj9MwEHbCaymvLtzgwIgCag9UScUCl5VWwIHjItHdleoSOe4k9a7tWLZTqUT9C/w4bvwPLtxw0xxgl5Esf48Z2TOTGymcT5KfUXzt+o2bt/Zu9+7cvXf/QX//4YmrastxyitZ2bOcOZRC49QLL/HMWGQql3iaX3zY+qcrtE5U+otfG5wrVmpRCM58kLL+d7pCTiuFJYNDaIlmuWRAvVDoWgVWvUOYADUCKBonZKV3OmbfgEos/BCoq1V2Hi5RKrYFC5SeZR+/NsPJaDNs021GDVoDr6CjzY6fb0ZArSiXfpT1B8k4aQOugrQDA9LFcdb/QRcVrxVqzyVzbpYmxs8bZr3gEjc9Wjs0jF+wEmcBahaamjft3DbwIigLKCobjvbQqn9XNEw5t1Z5yFTML91lbyv+z5vVvng3b4Q2tUfNdw8VtQRfwXYJsBAWuZfrABi3IvwV+JJZxn1YVS8MIb3c8lVwMhmnb8YHn18Pjt5349gjT8gzMiQpeUuOyCdyTKaEk1/R42gQPY9+x0/jl/FwlxpHXc0j8k/E6R/clLyi</latexit>

~! = ~r⇥ ~v = 2⇡✏~ez

0

@
X

j

�j�
(2)
D (~r? � ~r?j)

1

A

The system is again described by the continuity and Euler equations, but the velocity field is no longer curl-free:



III-  Continuum limit

The Gross-Pitaevskii equation conserves the mass, the momentum and the energy, as well as the angular momentum.

Rotating soliton: we look for a minimum of the energy at fixed mass and angular momentum:
<latexit sha1_base64="7ECM7Dp8B92w1NVq6GiMqmib96c=">AAACH3icbVBNSyNBEO3xa934sVn3uJfCsBAPhhnZVS8L4iIsghjBqJCJoadTkzTpnhm6a4Q45J948a948bDLIt78N3Y+Dn7sg6Ie71XRXS/KlLTk+0/ezOzc/MKHxY+lpeWV1U/lz2tnNs2NwIZIVWouIm5RyQQbJEnhRWaQ60jhedT/NfLPr9BYmSanNMiwpXk3kbEUnJzULm+HHVTEL4tqsDGEUGFMVTiATQh1Dkejfqyxy+GwfQ2hkd0ebcBP8Nvlil/zx4D3JJiSCpui3i4/hp1U5BoTEopb2wz8jFoFNySFwmEpzC1mXPR5F5uOJlyjbRXj+4bwzSkdiFPjKiEYqy83Cq6tHejITWpOPfvWG4n/85o5xbutQiZZTpiIyUNxroBSGIUFHWlQkBo4woWR7q8getxwQS7SkgsheHvye3K2VQu2az9Ovlf29qdxLLKvbJ1VWcB22B77zeqswQS7YXfsD/vr3Xr33j/vYTI64013vrBX8J6eAQwvn0A=</latexit>

�(1) (E � µM � ⌦Jz) = 0

Lagrange multipliers
<latexit sha1_base64="PlR41TdJV/RbeCPW81Zi50aiNW4=">AAACCnicbZDLSsNAFIYnXmu9RV26GS2Cq5KIt41QdOPOCvYCTSiT6Uk7dHJhZlIooWs3voobF4q49Qnc+TZO0iy09YeBj/+cw5nzezFnUlnWt7GwuLS8slpaK69vbG5tmzu7TRklgkKDRjwSbY9I4CyEhmKKQzsWQAKPQ8sb3mT11giEZFH4oMYxuAHph8xnlChtdc0DZwQUj/AVzsC5C6BPsKNYADJ3sOiaFatq5cLzYBdQQYXqXfPL6UU0CSBUlBMpO7YVKzclQjHKYVJ2EgkxoUPSh47GkOhdbpqfMsFH2ulhPxL6hQrn7u+JlARSjgNPdwZEDeRsLTP/q3US5V+6KQvjREFIp4v8hGMV4SwX3GMCqOJjDYQKpv+K6YAIQpVOr6xDsGdPnofmSdU+r57dn1Zq10UcJbSPDtExstEFqqFbVEcNRNEjekav6M14Ml6Md+Nj2rpgFDN76I+Mzx9iX5l1</latexit>

~v = ~⌦⇥ ~rSolid-body rotation:
<latexit sha1_base64="yBfzZZLYGYoLArN0hcD+jMBtPKc=">AAACCXicbZDLSsNAFIYnXmu9RV26GSyCCymJeNsIRTfurGAv0IQwmZ60QycXZiaFGrp146u4caGIW9/AnW/jtI2grT8MfPznHM6c3084k8qyvoy5+YXFpeXCSnF1bX1j09zarss4FRRqNOaxaPpEAmcR1BRTHJqJABL6HBp+72pUb/RBSBZHd2qQgBuSTsQCRonSlmdipw8UOzchdAi++AHncOKDd++ZJatsjYVnwc6hhHJVPfPTacc0DSFSlBMpW7aVKDcjQjHKYVh0UgkJoT3SgZbGiIQg3Wx8yRDva6eNg1joFyk8dn9PZCSUchD6ujMkqiunayPzv1orVcG5m7EoSRVEdLIoSDlWMR7FgttMAFV8oIFQwfRfMe0SQajS4RV1CPb0ybNQPyrbp+WT2+NS5TKPo4B20R46QDY6QxV0jaqohih6QE/oBb0aj8az8Wa8T1rnjHxmB/2R8fENuP2Ydg==</latexit>

~⌦ = ⌦~ez

At leading order for a slow rotation, we obtain the density profile and the soliton surface:
<latexit sha1_base64="Mecx+a1E2nEsP1ttquXOUlUSwA8=">AAACyXicjVFNb9NAEF2brxK+Ujhy2RIhpaJEtkULF6QKJITEgYBIWykbrPVmHC9de83uuCJYPvEPuXHjp7BOXD5akBjJ0tN7b96OZ5JSSYtB8M3zL1y8dPnKxtXetes3bt7qb94+sLoyAiZCK22OEm5ByQImKFHBUWmA54mCw+T4easfnoCxUhfvcFnCLOeLQqZScHRU3P/OTKaHZodhBsi36VPKFKQ4pC0fB/QhZanhomavc1jw91FTR6yUjZPlIsNt+sF52NbPpq1Teympaeq3cdCsyLW7d5q2S1vDr8wwalxS9P9JdBxHQya07eZ+8I8xd3pxfxCMglXR8yDswIB0NY77X9lciyqHAoXi1k7DoMRZzQ1KoaDpscpCycUxX8DUwYLnYGf16hINve+YOU21cV+BdMX+3lHz3NplnjhnzjGzZ7WW/Js2rTB9MqtlUVYIhVg/lFaKoqbtWelcGhColg5wYaSblYqMu5WgO367hPDsL58HB9Eo3Bvtvnk02H/WrWOD3CX3yJCE5DHZJy/JmEyI8F54yqu8E/+V/9H/5H9eW32v67lD/ij/yw/vM9aJ</latexit>

⇢(r, ✓) =

✓
⇢0 �

⌦2

2⇡

◆
j0

✓
⇡r

R0

◆
� 5⇡⌦2

12
j2

✓
⇡r

R0

◆
P2(cos ✓) +

⌦2

2⇡
,

<latexit sha1_base64="fHyETKGvP84oPC38dpkqvPprwJI=">AAACY3icbVFda9swFJW9revSbvXavY2CWBikjAU7tN1eCmV96duysrSFKDOych2LypaRrguZ8Z/c29760v8xJTH0axcEh/PBlY6SUkmLYfjX8589f7H2cv1VZ2Pz9Zut4O32udWVETASWmlzmXALShYwQokKLksDPE8UXCRXJwv94hqMlbr4ifMSJjmfFTKVgqOj4uD3WVyz7znMeNNjmAHyPXpEz+KQMgUp9mhEP1GWGi5a269BUw9YKZnJdBw2lBk5y3CPfl6Fls6DO+v+nbUzjAc9JrRt98RBN+yHy6FPQdSCLmlnGAd/2FSLKocCheLWjqOwxEnNDUqhoOmwykLJxRWfwdjBgudgJ/Wyo4Z+dMyUptq4UyBdsvcTNc+tneeJc+YcM/tYW5D/08YVpl8ntSzKCqEQq0VppShquiicTqUBgWruABdGurtSkXFXE7pv6bgSosdPfgrOB/3osH/wY797/K2tY528Jx9Ij0TkCzkmp2RIRkSQG2/N2/IC79bf8Lf9dyur77WZHfJg/N1/Ff60AQ==</latexit>

R⌦(✓) = R0

✓
1 +

⌦2

2⇡⇢0

◆
�R0

5⌦2

4⇡⇢0
P2(cos ✓)

Oblate shape:
<latexit sha1_base64="GUt/NtNIrmHQQ/DTEIzAu2AEDV4=">AAACI3icbVDJSgNBEO2JW4xb1KOXxiDEg2FG44IgiF68uWA0kIlDT6cmaexZ6K4R4pB/8eKvePGgiBcP/oudmIMaHxQ83quiqp6fSKHRtj+s3Nj4xORUfrowMzs3v1BcXLrScao41HgsY1X3mQYpIqihQAn1RAELfQnX/u1x37++A6VFHF1iN4FmyNqRCARnaCSvuH/h3dMDeuHZ1JUQYJk6dIO6gWI823JPQ2izm81eVnUT4apO7Nk96irR7uA69Yolu2IPQEeJMyQlMsSZV3xzWzFPQ4iQS6Z1w7ETbGZMoeASegU31ZAwfsva0DA0YiHoZjb4sUfXjNKiQaxMRUgH6s+JjIVad0PfdIYMO/qv1xf/8xopBnvNTERJihDx70VBKinGtB8YbQkFHGXXEMaVMLdS3mEmHzSxFkwIzt+XR8nVZsXZqWyfV0uHR8M48mSFrJIyccguOSQn5IzUCCcP5Im8kFfr0Xq23qz379acNZxZJr9gfX4B0DGh/w==</latexit>

Rz = R0

✓
1� 3⌦2

4⇡⇢0

◆ <latexit sha1_base64="M+qwzRC+X0/uDnoLH5fj5Ue9ErA=">AAACJnicbVDJSgNBEO1xN25Rj14ag6AIYSa4xIMgevHmgolCJg49nZqkSc9Cd40YhvkaL/6KFw+KiDc/xc5ycHtQ8Hiviqp6fiKFRtv+sMbGJyanpmdmC3PzC4tLxeWVuo5TxaHGYxmrG59pkCKCGgqUcJMoYKEv4drvnvT96ztQWsTRFfYSaIasHYlAcIZG8oqHl15238vpIb30bOpKCHCTOnSbuoFiPDtwz0Jos9tKnlXdRLiqE3t2Tl0l2h3col6xZJftAehf4oxIiYxw7hVf3FbM0xAi5JJp3XDsBJsZUyi4hLzgphoSxrusDQ1DIxaCbmaDN3O6YZQWDWJlKkI6UL9PZCzUuhf6pjNk2NG/vb74n9dIMag2MxElKULEh4uCVFKMaT8z2hIKOMqeIYwrYW6lvMNMPmiSLZgQnN8v/yX1StnZK+9e7JSOjkdxzJA1sk42iUP2yRE5JeekRjh5IE/khbxaj9az9Wa9D1vHrNHMKvkB6/MLzZmjlA==</latexit>

Rxy = R0

✓
1 +

9⌦2

8⇡⇢0

◆
<latexit sha1_base64="iVy9D0dnPRLNGhFWJc8yxMwoGGU=">AAAB83icbVDLSsNAFL2pr1pfVZduBovgqiTiayVFNy5rsQ9oQ5hMJ+3QySTMTMQY+htuXCji1p9x5984bbPQ1gMXDufcy733+DFnStv2t1VYWl5ZXSuulzY2t7Z3yrt7LRUlktAmiXgkOz5WlDNBm5ppTjuxpDj0OW37o5uJ336gUrFI3Os0pm6IB4IFjGBtpF7Dyx7TMbpCDe/JK1fsqj0FWiROTiqQo+6Vv3r9iCQhFZpwrFTXsWPtZlhqRjgdl3qJojEmIzygXUMFDqlys+nNY3RklD4KImlKaDRVf09kOFQqDX3TGWI9VPPeRPzP6yY6uHQzJuJEU0Fmi4KEIx2hSQCozyQlmqeGYCKZuRWRIZaYaBNTyYTgzL+8SFonVee8enZ3Wqld53EU4QAO4RgcuIAa3EIdmkAghmd4hTcrsV6sd+tj1lqw8pl9+APr8wdYXpE/</latexit>

Rxy > Rz

Dynamical stability for
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FIG. 1. Initial condition of our simulation for the case
[✏ = 0.01,↵ = 1]. Upper panel: density profiles along the
x, y and z axis (dashed, dotted and dash-dotted lines with
large fluctuations) and classical density profile ⇢class (smooth
brown line) of Eq.(60). Middle row: 2D maps of the density
⇢ in the planes (x, y) and (x, z) that run through the center
of the system. Bottom row: 2D maps of the phase S, defined
over ]� ⇡,⇡], in the planes (x, y) and (x, z)

isotropic case, whence the same density profile, but mod-
ify the direction of rotation of some of the particles, or
in the wave function framework (63) the relative weights
of eigenmodes with opposite values of the azimuthal or-
bital number m. If ↵ = ±1 we only keep the particles
that have a positive/negative vertical angular momen-
tum. From Eq.(B14) we obtain for the total angular
momentum of the initial halo

Jz,init ' 0.174↵M3/2R1/2. (82)

D. Simulation parameters

As in our 2D paper [50] we focus on the semi-classical
regime and we take as our reference case studied in
Sec. VIA below the values ✏ = 0.01 and ↵ = 1. We
also take R = 1 and M = 1 for the initial target halo
radius and mass in Eqs.(60)-(61). We shall also consider

the cases ✏ = 0.005 in Sec. VIB, to study the depen-
dence on ✏, and ↵ = 0.5 and 0 in Sec. VIC, to study the
dependence on ↵.
As explained in Sec. VA, with these values of R and

M , each choice of parameters (✏,↵) defines a classical
phase-space distribution (80). This determines the am-
plitude of the coe�cients an`m as in Eq.(71). For a set of
random phases ⇥n`m in Eq.(66) this provides our initial
condition given by the expansion (63). In this expression,
we only use the WKB approximation to derive the coef-
ficients an`m. For the eigenfunctions  ̂n`m(~r) we numer-
ically solve the Schrödinger equation (64). This provides
an eigenfunction basis that is smooth and well-behaved
and does not su↵er from the inaccuracies of the WKB
approximation near the turning points.
We show in Fig. 1 our initial condition for the case

✏ = 0.01 and ↵ = 1. As in [24, 25], where we studied 3D
isotropic systems, the initial density field shows strong
fluctuations of order unity around the target classical
density (60), in agreement with the theoretical variance
h(⇢ � h⇢i)2i = h⇢i2. The de Broglie wavelength �dB ⇠ ✏
sets the spatial width of the fluctuations.

We obtain the phase S (which we define in the interval
]� ⇡,⇡]) from the wave function  as in Eq.(8). It again
shows strong fluctuations, on the same scale as the den-
sity. The interferences between the many modes in the
sum (63) give rise to many points inside the halo where
the amplitude | | vanishes and the phase S is ill-defined.
They typically correspond to vortex lines of spin � = ±1
[53], where the phase is singular as it rotates by a multi-
ple of 2⇡ in a small circle around the vortex line.

The 2D density maps in the planes (x, y) and (x, z)
are rather similar, as the averaged initial density h⇢(~r)i
in Eq.(74) is spherically symmetric. However, we can
see traces of the initial rotation around the vertical axis.
The high-density spots (red regions in the figure) ap-
pear slightly less disordered in the (x, y) plane than in
the (x, z) plane, as they seem to be dominantly oriented
and elongated along a circular pattern around the cen-
ter. The initial rotation can be more clearly seen in the
phase maps. They look quite similar at first glance, with
strong fluctuations on the de Broglie scale. However,
running counterclockwise along the border of the halo,
on the circle r = 1, whereas in the (x, z) plane we en-
counter about as many jumps of the phase from ⇡ to �⇡
(red to blue) as jumps from �⇡ to ⇡ (blue to red), in the
(x, y) plane we only encounter jumps from ⇡ to �⇡ (red
to blue). This is due to our initial condition (80) with
↵ = 1, where we only keep modes with positive angular
momentum Lz > 0. This gives a positive total phase
shift �S over the circle r? = 1 in the equatorial plane,
as each jump from ⇡ to �⇡ corresponds to an increment
of the winding number by 1 (e.g., starting from a phase
S in the interval ] � ⇡,⇡], a jump from ⇡ to �⇡ actu-
ally corresponds to the entry into the higher phase sheet
defined over ]⇡, 3⇡]).

As in the 2D case [50], the fast fluctuations of the phase
(associated with large gradients for the local velocity)

Density along the x/y/z axis

Density
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FIG. 1. Initial condition of our simulation for the case
[✏ = 0.01, ↵ = 1]. Upper panel: density profiles along the
x, y and z axis (dashed, dotted and dash-dotted lines with
large fluctuations) and classical density profile ⇢class (smooth
brown line) of Eq.(60). Middle row: 2D maps of the density
⇢ in the planes (x, y) and (x, z) that run through the center
of the system. Bottom row: 2D maps of the phase S, defined
over ]� ⇡, ⇡], in the planes (x, y) and (x, z)

isotropic case, whence the same density profile, but mod-
ify the direction of rotation of some of the particles, or
in the wave function framework (63) the relative weights
of eigenmodes with opposite values of the azimuthal or-
bital number m. If ↵ = ±1 we only keep the particles
that have a positive/negative vertical angular momen-
tum. From Eq.(B14) we obtain for the total angular
momentum of the initial halo

Jz,init ' 0.174↵M3/2R1/2. (82)

D. Simulation parameters

As in our 2D paper [50] we focus on the semi-classical
regime and we take as our reference case studied in
Sec. VIA below the values ✏ = 0.01 and ↵ = 1. We
also take R = 1 and M = 1 for the initial target halo
radius and mass in Eqs.(60)-(61). We shall also consider

the cases ✏ = 0.005 in Sec. VIB, to study the depen-
dence on ✏, and ↵ = 0.5 and 0 in Sec. VIC, to study the
dependence on ↵.
As explained in Sec. VA, with these values of R and

M , each choice of parameters (✏, ↵) defines a classical
phase-space distribution (80). This determines the am-
plitude of the coe�cients an`m as in Eq.(71). For a set of
random phases ⇥n`m in Eq.(66) this provides our initial
condition given by the expansion (63). In this expression,
we only use the WKB approximation to derive the coef-
ficients an`m. For the eigenfunctions  ̂n`m(~r) we numer-
ically solve the Schrödinger equation (64). This provides
an eigenfunction basis that is smooth and well-behaved
and does not su↵er from the inaccuracies of the WKB
approximation near the turning points.
We show in Fig. 1 our initial condition for the case

✏ = 0.01 and ↵ = 1. As in [24, 25], where we studied 3D
isotropic systems, the initial density field shows strong
fluctuations of order unity around the target classical
density (60), in agreement with the theoretical variance
h(⇢ � h⇢i)2i = h⇢i2. The de Broglie wavelength �dB ⇠ ✏
sets the spatial width of the fluctuations.

We obtain the phase S (which we define in the interval
]� ⇡, ⇡]) from the wave function  as in Eq.(8). It again
shows strong fluctuations, on the same scale as the den-
sity. The interferences between the many modes in the
sum (63) give rise to many points inside the halo where
the amplitude | | vanishes and the phase S is ill-defined.
They typically correspond to vortex lines of spin � = ±1
[53], where the phase is singular as it rotates by a multi-
ple of 2⇡ in a small circle around the vortex line.

The 2D density maps in the planes (x, y) and (x, z)
are rather similar, as the averaged initial density h⇢(~r)i
in Eq.(74) is spherically symmetric. However, we can
see traces of the initial rotation around the vertical axis.
The high-density spots (red regions in the figure) ap-
pear slightly less disordered in the (x, y) plane than in
the (x, z) plane, as they seem to be dominantly oriented
and elongated along a circular pattern around the cen-
ter. The initial rotation can be more clearly seen in the
phase maps. They look quite similar at first glance, with
strong fluctuations on the de Broglie scale. However,
running counterclockwise along the border of the halo,
on the circle r = 1, whereas in the (x, z) plane we en-
counter about as many jumps of the phase from ⇡ to �⇡
(red to blue) as jumps from �⇡ to ⇡ (blue to red), in the
(x, y) plane we only encounter jumps from ⇡ to �⇡ (red
to blue). This is due to our initial condition (80) with
↵ = 1, where we only keep modes with positive angular
momentum Lz > 0. This gives a positive total phase
shift �S over the circle r? = 1 in the equatorial plane,
as each jump from ⇡ to �⇡ corresponds to an increment
of the winding number by 1 (e.g., starting from a phase
S in the interval ] � ⇡, ⇡], a jump from ⇡ to �⇡ actu-
ally corresponds to the entry into the higher phase sheet
defined over ]⇡, 3⇡]).

As in the 2D case [50], the fast fluctuations of the phase
(associated with large gradients for the local velocity)
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FIG. 1. Initial condition of our simulation for the case
[✏ = 0.01, ↵ = 1]. Upper panel: density profiles along the
x, y and z axis (dashed, dotted and dash-dotted lines with
large fluctuations) and classical density profile ⇢class (smooth
brown line) of Eq.(60). Middle row: 2D maps of the density
⇢ in the planes (x, y) and (x, z) that run through the center
of the system. Bottom row: 2D maps of the phase S, defined
over ]� ⇡, ⇡], in the planes (x, y) and (x, z)

isotropic case, whence the same density profile, but mod-
ify the direction of rotation of some of the particles, or
in the wave function framework (63) the relative weights
of eigenmodes with opposite values of the azimuthal or-
bital number m. If ↵ = ±1 we only keep the particles
that have a positive/negative vertical angular momen-
tum. From Eq.(B14) we obtain for the total angular
momentum of the initial halo

Jz,init ' 0.174↵M3/2R1/2. (82)

D. Simulation parameters

As in our 2D paper [50] we focus on the semi-classical
regime and we take as our reference case studied in
Sec. VIA below the values ✏ = 0.01 and ↵ = 1. We
also take R = 1 and M = 1 for the initial target halo
radius and mass in Eqs.(60)-(61). We shall also consider

the cases ✏ = 0.005 in Sec. VIB, to study the depen-
dence on ✏, and ↵ = 0.5 and 0 in Sec. VIC, to study the
dependence on ↵.
As explained in Sec. VA, with these values of R and

M , each choice of parameters (✏, ↵) defines a classical
phase-space distribution (80). This determines the am-
plitude of the coe�cients an`m as in Eq.(71). For a set of
random phases ⇥n`m in Eq.(66) this provides our initial
condition given by the expansion (63). In this expression,
we only use the WKB approximation to derive the coef-
ficients an`m. For the eigenfunctions  ̂n`m(~r) we numer-
ically solve the Schrödinger equation (64). This provides
an eigenfunction basis that is smooth and well-behaved
and does not su↵er from the inaccuracies of the WKB
approximation near the turning points.
We show in Fig. 1 our initial condition for the case

✏ = 0.01 and ↵ = 1. As in [24, 25], where we studied 3D
isotropic systems, the initial density field shows strong
fluctuations of order unity around the target classical
density (60), in agreement with the theoretical variance
h(⇢ � h⇢i)2i = h⇢i2. The de Broglie wavelength �dB ⇠ ✏
sets the spatial width of the fluctuations.

We obtain the phase S (which we define in the interval
]� ⇡, ⇡]) from the wave function  as in Eq.(8). It again
shows strong fluctuations, on the same scale as the den-
sity. The interferences between the many modes in the
sum (63) give rise to many points inside the halo where
the amplitude | | vanishes and the phase S is ill-defined.
They typically correspond to vortex lines of spin � = ±1
[53], where the phase is singular as it rotates by a multi-
ple of 2⇡ in a small circle around the vortex line.

The 2D density maps in the planes (x, y) and (x, z)
are rather similar, as the averaged initial density h⇢(~r)i
in Eq.(74) is spherically symmetric. However, we can
see traces of the initial rotation around the vertical axis.
The high-density spots (red regions in the figure) ap-
pear slightly less disordered in the (x, y) plane than in
the (x, z) plane, as they seem to be dominantly oriented
and elongated along a circular pattern around the cen-
ter. The initial rotation can be more clearly seen in the
phase maps. They look quite similar at first glance, with
strong fluctuations on the de Broglie scale. However,
running counterclockwise along the border of the halo,
on the circle r = 1, whereas in the (x, z) plane we en-
counter about as many jumps of the phase from ⇡ to �⇡
(red to blue) as jumps from �⇡ to ⇡ (blue to red), in the
(x, y) plane we only encounter jumps from ⇡ to �⇡ (red
to blue). This is due to our initial condition (80) with
↵ = 1, where we only keep modes with positive angular
momentum Lz > 0. This gives a positive total phase
shift �S over the circle r? = 1 in the equatorial plane,
as each jump from ⇡ to �⇡ corresponds to an increment
of the winding number by 1 (e.g., starting from a phase
S in the interval ] � ⇡, ⇡], a jump from ⇡ to �⇡ actu-
ally corresponds to the entry into the higher phase sheet
defined over ]⇡, 3⇡]).

As in the 2D case [50], the fast fluctuations of the phase
(associated with large gradients for the local velocity)
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FIG. 1. Initial condition of our simulation for the case
[✏ = 0.01, ↵ = 1]. Upper panel: density profiles along the
x, y and z axis (dashed, dotted and dash-dotted lines with
large fluctuations) and classical density profile ⇢class (smooth
brown line) of Eq.(60). Middle row: 2D maps of the density
⇢ in the planes (x, y) and (x, z) that run through the center
of the system. Bottom row: 2D maps of the phase S, defined
over ]� ⇡, ⇡], in the planes (x, y) and (x, z)

isotropic case, whence the same density profile, but mod-
ify the direction of rotation of some of the particles, or
in the wave function framework (63) the relative weights
of eigenmodes with opposite values of the azimuthal or-
bital number m. If ↵ = ±1 we only keep the particles
that have a positive/negative vertical angular momen-
tum. From Eq.(B14) we obtain for the total angular
momentum of the initial halo

Jz,init ' 0.174↵M3/2R1/2. (82)

D. Simulation parameters

As in our 2D paper [50] we focus on the semi-classical
regime and we take as our reference case studied in
Sec. VIA below the values ✏ = 0.01 and ↵ = 1. We
also take R = 1 and M = 1 for the initial target halo
radius and mass in Eqs.(60)-(61). We shall also consider

the cases ✏ = 0.005 in Sec. VIB, to study the depen-
dence on ✏, and ↵ = 0.5 and 0 in Sec. VIC, to study the
dependence on ↵.
As explained in Sec. VA, with these values of R and

M , each choice of parameters (✏, ↵) defines a classical
phase-space distribution (80). This determines the am-
plitude of the coe�cients an`m as in Eq.(71). For a set of
random phases ⇥n`m in Eq.(66) this provides our initial
condition given by the expansion (63). In this expression,
we only use the WKB approximation to derive the coef-
ficients an`m. For the eigenfunctions  ̂n`m(~r) we numer-
ically solve the Schrödinger equation (64). This provides
an eigenfunction basis that is smooth and well-behaved
and does not su↵er from the inaccuracies of the WKB
approximation near the turning points.
We show in Fig. 1 our initial condition for the case

✏ = 0.01 and ↵ = 1. As in [24, 25], where we studied 3D
isotropic systems, the initial density field shows strong
fluctuations of order unity around the target classical
density (60), in agreement with the theoretical variance
h(⇢ � h⇢i)2i = h⇢i2. The de Broglie wavelength �dB ⇠ ✏
sets the spatial width of the fluctuations.

We obtain the phase S (which we define in the interval
]� ⇡, ⇡]) from the wave function  as in Eq.(8). It again
shows strong fluctuations, on the same scale as the den-
sity. The interferences between the many modes in the
sum (63) give rise to many points inside the halo where
the amplitude | | vanishes and the phase S is ill-defined.
They typically correspond to vortex lines of spin � = ±1
[53], where the phase is singular as it rotates by a multi-
ple of 2⇡ in a small circle around the vortex line.

The 2D density maps in the planes (x, y) and (x, z)
are rather similar, as the averaged initial density h⇢(~r)i
in Eq.(74) is spherically symmetric. However, we can
see traces of the initial rotation around the vertical axis.
The high-density spots (red regions in the figure) ap-
pear slightly less disordered in the (x, y) plane than in
the (x, z) plane, as they seem to be dominantly oriented
and elongated along a circular pattern around the cen-
ter. The initial rotation can be more clearly seen in the
phase maps. They look quite similar at first glance, with
strong fluctuations on the de Broglie scale. However,
running counterclockwise along the border of the halo,
on the circle r = 1, whereas in the (x, z) plane we en-
counter about as many jumps of the phase from ⇡ to �⇡
(red to blue) as jumps from �⇡ to ⇡ (blue to red), in the
(x, y) plane we only encounter jumps from ⇡ to �⇡ (red
to blue). This is due to our initial condition (80) with
↵ = 1, where we only keep modes with positive angular
momentum Lz > 0. This gives a positive total phase
shift �S over the circle r? = 1 in the equatorial plane,
as each jump from ⇡ to �⇡ corresponds to an increment
of the winding number by 1 (e.g., starting from a phase
S in the interval ] � ⇡, ⇡], a jump from ⇡ to �⇡ actu-
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defined over ]⇡, 3⇡]).
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FIG. 1. Initial condition of our simulation for the case
[✏ = 0.01, ↵ = 1]. Upper panel: density profiles along the
x, y and z axis (dashed, dotted and dash-dotted lines with
large fluctuations) and classical density profile ⇢class (smooth
brown line) of Eq.(60). Middle row: 2D maps of the density
⇢ in the planes (x, y) and (x, z) that run through the center
of the system. Bottom row: 2D maps of the phase S, defined
over ]� ⇡, ⇡], in the planes (x, y) and (x, z)

isotropic case, whence the same density profile, but mod-
ify the direction of rotation of some of the particles, or
in the wave function framework (63) the relative weights
of eigenmodes with opposite values of the azimuthal or-
bital number m. If ↵ = ±1 we only keep the particles
that have a positive/negative vertical angular momen-
tum. From Eq.(B14) we obtain for the total angular
momentum of the initial halo
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D. Simulation parameters

As in our 2D paper [50] we focus on the semi-classical
regime and we take as our reference case studied in
Sec. VIA below the values ✏ = 0.01 and ↵ = 1. We
also take R = 1 and M = 1 for the initial target halo
radius and mass in Eqs.(60)-(61). We shall also consider

the cases ✏ = 0.005 in Sec. VIB, to study the depen-
dence on ✏, and ↵ = 0.5 and 0 in Sec. VIC, to study the
dependence on ↵.
As explained in Sec. VA, with these values of R and

M , each choice of parameters (✏, ↵) defines a classical
phase-space distribution (80). This determines the am-
plitude of the coe�cients an`m as in Eq.(71). For a set of
random phases ⇥n`m in Eq.(66) this provides our initial
condition given by the expansion (63). In this expression,
we only use the WKB approximation to derive the coef-
ficients an`m. For the eigenfunctions  ̂n`m(~r) we numer-
ically solve the Schrödinger equation (64). This provides
an eigenfunction basis that is smooth and well-behaved
and does not su↵er from the inaccuracies of the WKB
approximation near the turning points.
We show in Fig. 1 our initial condition for the case

✏ = 0.01 and ↵ = 1. As in [24, 25], where we studied 3D
isotropic systems, the initial density field shows strong
fluctuations of order unity around the target classical
density (60), in agreement with the theoretical variance
h(⇢ � h⇢i)2i = h⇢i2. The de Broglie wavelength �dB ⇠ ✏
sets the spatial width of the fluctuations.

We obtain the phase S (which we define in the interval
]� ⇡, ⇡]) from the wave function  as in Eq.(8). It again
shows strong fluctuations, on the same scale as the den-
sity. The interferences between the many modes in the
sum (63) give rise to many points inside the halo where
the amplitude | | vanishes and the phase S is ill-defined.
They typically correspond to vortex lines of spin � = ±1
[53], where the phase is singular as it rotates by a multi-
ple of 2⇡ in a small circle around the vortex line.

The 2D density maps in the planes (x, y) and (x, z)
are rather similar, as the averaged initial density h⇢(~r)i
in Eq.(74) is spherically symmetric. However, we can
see traces of the initial rotation around the vertical axis.
The high-density spots (red regions in the figure) ap-
pear slightly less disordered in the (x, y) plane than in
the (x, z) plane, as they seem to be dominantly oriented
and elongated along a circular pattern around the cen-
ter. The initial rotation can be more clearly seen in the
phase maps. They look quite similar at first glance, with
strong fluctuations on the de Broglie scale. However,
running counterclockwise along the border of the halo,
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(x, y) plane we only encounter jumps from ⇡ to �⇡ (red
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FIG. 2. [✏ = 0.01,↵ = 1]. (a) growth of the soliton mass with time, approximated by the central mass MTF,0 within the
characteristic radius R0 (red dashed line). The total mass of the system (blue solid line) remains constant. (b) density profiles
along the x (blue dashed line) and y (green dotted line) axis, at time t = 85. We also show the profile (20) of a static soliton
(black dash-dotted line ⇢TF,0), and the profile (40) of a rotating soliton (red solid line ⇢TF,⌦). (c) density profile along the z
axis (blue dash-dotted line), profile (20) of a static soliton and profile (40) of a rotating soliton. (d) growth of the maximum
density ⇢max and of the central density ⇢�N0 . (e) potentials �Q (green dashed/dotted line), �I (blue dashed/dotted line), �N

(red dashed/dotted line) and the sum � = �N + �I � r2?⌦
2/2 (black dashed/dotted line within the soliton radius), along the

x/y axis. (f) potentials �Q, �I , �N and the sum � = �N + �I � r2?⌦
2/2 (within the soliton radius) along the z axis.

FIG. 3. [✏ = 0.01,↵ = 1]. (a) parallel velocities vx/vy along the x/y axis, at t = 85. (b) vertical velocity vz along the x/y
axis. (c) perpendicular velocities in the plane (x, y) along the x/y axis. The red solid line is the best fit ⌦r? in the central
region, which provides our measurement of the rotation rate ⌦. (d) velocity components vx, vy and vz along the z axis.

see that the size is increased in the equatorial plane and
decreased along the vertical rotation axis. The two low-
density spikes at x ' �0.3 and y = 0.2 in panel (b)
correspond to two vortex lines located at ~r? ' (�0.3, 0)
and (0, 0.2), which happen to be close to the x and y axis
in the equatorial plane. The vortex line at ~r? ' (0, 0.2)

almost intersects with the y axis as we can see that the
density almost vanishes along the y axis. These features
are absent in the density profile along the z axis. Indeed,
since the vortex lines are almost vertical, as can be seen
in Fig. 7 below, if the point ~r = (0, 0, 0) in the equatorial
plane is far from a vortex line this remains so as we move

B) Formation of a rotating soliton in a few dynamical times
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FIG. 2. [✏ = 0.01, ↵ = 1]. (a) growth of the soliton mass with time, approximated by the central mass MTF,0 within the
characteristic radius R0 (red dashed line). The total mass of the system (blue solid line) remains constant. (b) density profiles
along the x (blue dashed line) and y (green dotted line) axis, at time t = 85. We also show the profile (20) of a static soliton
(black dash-dotted line ⇢TF,0), and the profile (40) of a rotating soliton (red solid line ⇢TF,⌦). (c) density profile along the z
axis (blue dash-dotted line), profile (20) of a static soliton and profile (40) of a rotating soliton. (d) growth of the maximum
density ⇢max and of the central density ⇢�N0 . (e) potentials �Q (green dashed/dotted line), �I (blue dashed/dotted line), �N

(red dashed/dotted line) and the sum � = �N + �I � r2?⌦
2/2 (black dashed/dotted line within the soliton radius), along the

x/y axis. (f) potentials �Q, �I , �N and the sum � = �N + �I � r2?⌦
2/2 (within the soliton radius) along the z axis.

FIG. 3. [✏ = 0.01, ↵ = 1]. (a) parallel velocities vx/vy along the x/y axis, at t = 85. (b) vertical velocity vz along the x/y
axis. (c) perpendicular velocities in the plane (x, y) along the x/y axis. The red solid line is the best fit ⌦r? in the central
region, which provides our measurement of the rotation rate ⌦. (d) velocity components vx, vy and vz along the z axis.
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FIG. 5. [✏ = 0.01, ↵ = 1]. Upper row, from left to right: 2D maps in the plane (x, y), at t = 85, of the density ⇢, the phase S
and the winding number w (green dots correspond to w = 1 and red dots to w = �1). The black dashed lines are the boundary
of the soliton from Eq.(43). Lower row: 2D maps in the plane (x, z).

the rotation rate and the angular momentum in the cen-
tral region quickly settle to quasi-stationary values along
with the formation of the rotating soliton. Moreover, the
radial distribution of the angular momentum closely fol-
lows the prediction (48), associated with the solid-body
rotation equilibrium (37).

We can see in the right panel that about 70% of the
angular momentum of the system is contained inside the
soliton. As seen in Fig. 2, at formation the soliton has a
mass Msol ' 0.4. From Eq.(76), the angular momentum
Jz(< Msol) contained in the core of the initial halo associ-
ated with this mass is Jz,init(< Msol) ' 0.075. However,
we find in Fig. 4 that the angular momentum of the soli-
ton is Jz,sol ' 0.03. Therefore, there is a significant redis-
tribution of angular momentum to larger radii, beyond
the rotating soliton. This is consistent with the radial
profile shown in Fig. 4, where Jz(< r) keeps rising be-
yond the soliton radius. For ⇢0 ' 1.5 at the formation of
the soliton, the stability and existence upper bounds (54)
and (55) give ⌦ . 1.3 and ⌦ . 2.4. The rotation rate ob-
tained in the left panel fluctuates between 0.8 . ⌦ . 1.1.
As expected, this is inside the stability range (54). On the
other hand, the initial angular momentum for the same
mass, Jz,init(< Msol) ' 0.075, which is slightly more than
twice the actual value Jz,sol ⇠ 0.03, is above the bound
(54) and close to the existence bound (55). Therefore,
the reduced value of the final soliton angular momen-
tum, as compared with the initial halo, can be partly
explained by these upper bounds. However, because the

final value is significantly below these bounds, part of
the reduction is beyond these stability or existence cri-
terions and must be due to the details of the dynamics.
It is likely that the fast formation of the soliton, akin to
a violent relaxation, generates a significant exchange of
angular momentum and energy and that mass shells do
not exactly keep their initial ordering.

4. 2D density and phase maps

We show in Fig. 5 the density ⇢, the phase S and the
winding number w in the (x, y) and (x, z) planes. We
also display the soliton boundary predicted by Eq.(43).
The winding number in the plane (x, y) is obtained as
follows. Around each point of the numerical grid within
this plane, we draw a co-planar square of size made of
three grid points Then, we measure the phase di↵erence
�S found by moving clockwise along this loop, �S =H
~d` · ~rS =

P
i �iS, where �iS is the phase di↵erence

between two successive points i and i+1 along the loop.
Next, we define the winding number as w = �S/(2⇡).
By definition, w is an integer as we recover the same
value of the wave function  at the identical starting-
and end-point of the loop. If the phase and its gradient
~rS are regular, we have �S = 0 and w = 0. However, if
the loop encircles a vortex line of spin � = ±1 we obtain
w = ±1. Therefore, the winding number map allows us
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FIG. 6. [✏ = 0.01,↵ = 1]. Upper row, from left to right: 2D maps in the plane (x, y), at t = 85, of the normalized velocity
field ~v/|~v| projected onto the plane (x, y), the streamlines of this projected velocity field, and the amplitude |~v(~r)| of the 3D
velocity. Lower row: 2D maps in the plane (x, z).

to count the vortex lines that cross the equatorial plane
(x, y), as shown in the third panel in the upper row. We
proceed in a similar fashion in the (x, z) plane and the
third panel in the lower row shows the vortex lines that
cross the (x, z) plane.

We can clearly see the anisotropy of the system, as the
equatorial and vertical planes (x, y) and (x, z) show dif-
ferent behaviors. In agreement with the azimuthal sym-
metry, we checked that the plane (y, z) shows the same
features as the plane (x, z).

Let us first consider the equatorial plane (x, y) in the
upper row. We recover a circle for the soliton boundary,
with a radius that agrees with the prediction (46). We
can clearly see in the upper left panel the transition be-
tween the outer halo, with a low mean density and strong
fluctuations on the small de Broglie scale, and the soli-
ton, with a smoother density profile that rises towards
the center. Inside the soliton, in addition to the random
fluctuations already apparent in the 1D profiles shown in
Fig. 2, and also observed in the simulations of isotropic
systems without rotation in [24] and in Fig. 14 below,
we distinguish a regular lattice of low-density troughs,
associated with the vortex lines in agreement with the
vanishing density in Eq.(27).

These two regimes are also clearly apparent in the up-
per middle panel, with a phase S that shows uncorrelated
small-scale fluctuations in the outer halo and smoother
and larger-scale features inside the soliton. Inside the
soliton, the phase shows a characteristic branching struc-

ture also found in the 2D simulations of rotating systems
[50], spreading from the central region. The start of each
new branch corresponds to a vortex line, i.e. a singular-
ity of the phase, where a new line where S jumps from
⇡ to �⇡ appears in the equatorial plane. These singular
points coincide with the density throughs found in the
upper left panel.

These two regimes are also manifest in the upper right
panel. Whereas the outer halo shows a proliferation of
vortex lines with a spin of either sign, � = ±1, due to
the random interferences between uncorrelated excited
modes, with fluctuations on the de Broglie scale, the soli-
ton shows a regular lattice of vortex lines of spin � = 1.
This is due to the sign of the initial angular momentum,
hJzi > 0 (i.e. ↵ > 0), which dictates the sign of the ro-
tation and of the vorticity of the soliton. Thus, after the
formation and relaxation of the soliton, inner vortices of
opposite signs have mostly annihilated and we are left
with vortices of the requisite sign to support the angular
momentum of the soliton. Morever, in agreement with
the analysis presented in Sec. IVC, these vortex lines self-
organize to form a regular lattice, which is the discrete
representation of the uniform vortex density (58). This
generates the solid-body rotation (36), as seen in (58).

The lower row in Fig. 5 shows that the vertical (x, z)
plane exhibits very di↵erent features. The soliton bound-
ary now displays an oblate shape and agrees with the
prediction (43). Because the vortex lines are roughly ver-
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C) Formation of a lattice of vertical vortex lines
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tical, aligned with the rotation axis ~⌦, we no longer see a
regular lattice of density troughs inside the soliton in the
lower left panel. Indeed, the vortex lines are aligned with
the vertical axis and parallel to the (x, z) plane, which
generically they do not cross. We mostly see the smooth
rise towards the center of the soliton density profile. Nev-
ertheless, we can see the vertical trace of two vortex lines
that happen to be close to the (x, z) plane, shown by two
vertical density troughs. In particular, we recover the
vortex line at ~r? ' (�0.3, 0) that was already found in
Figs. 2 and 3.

The vertical structure is clearly apparent in the lower
middle panel: the phase is mostly smooth inside the soli-
ton with vertical bands associated with the rotation axis
of the system. Note that the vertical lines where the
phase jumps from ⇡ to �⇡ are not singular lines. These
jumps are merely due to our definition of the phase in
the interval ]� ⇡,⇡]. Within a strip around such a verti-
cal line, we can locally redefine the phase to the interval
[0, 2⇡[ (i.e., we add a factor 2⇡ to the phase if it is nega-
tive). This gives a strip where the phase is regular, with
small fluctuations around ⇡ and small velocities. In con-
trast, in the outer halo the (x, z) plane looks similar to
the (x, y) plane, as it is dominated by the interferences
between uncorrelated modes that lead to a proliferation
of vortex lines of either sign. They are not related to the
global angular momentum of the system, which is hidden
by these many incoherent vortices.

The lower right panel, where we display the wind-
ing number through the (x, z) plane, also shows the di-
chotomy between the outer halo, where we can see the
signature of the many vortex lines of random direction
that cross any plane with equal probability, and the soli-
ton which is mostly devoid of vortex crossings. The few
points inside the soliton are again the traces of the two
vertical vortex lines at ~r? ' (�0.3, 0) and ~r? ' (0.1, 0)
found in the density map in the lower left panel. Indeed,
because the vortex lines are not perfectly vertical they
may happen to cross the (x, z) plane along a finite ver-
tical interval (because of the finite resolution and of the
fluctuations and bending of the vortex lines).

5. 2D velocity maps

We show in Fig. 6 the velocity field in the (x, y) and
(x, z) planes. In the upper left and middle panels we can
clearly see the rotation pattern inside the soliton in the
equatorial plane, in agreement with the prediction (36).
Outside the soliton, the velocity field is disordered, as
for a collisionless classical system mostly supported by
its velocity dispersion, in agreement with the results ob-
tained in the previous figures. In the upper right panel,
we again see the large fluctuations of the velocity on the
small de Broglie scale. Inside the soliton, we mostly find
a smooth pattern with a decreasing velocity towards the
center, in agreement with the solid-body rotation (36),
|~v| / r?. On top of this regular trend we recover the lat-

FIG. 7. [✏ = 0.01,↵ = 1]. Upper panel: singularities of the
phase (i.e., vortex lines) inside the soliton at t = 85. Lower left
panel: projection of these vortex lines onto the plane (x, y).
Lower right panel: projection of these vortex lines onto the
plane (x, z).

FIG. 8. [✏ = 0.01,↵ = 1]. Left panel: superposition of
many snapshots between times t = 85 and t = 86 of the
maps of the vortices in the plane (x, y), as in the upper right
panel in Fig. 5. The filled circles/squares are the positions at
the initial/final time. Right panel: superposition of vortices
snapshots in the plane (x, z).

tice of vortex lines, already seen in Fig. 5, that generates
large velocity spikes in agreement with the divergence
(26).

In the lower row, we can see that the velocity field
inside the soliton in the (x, z) plane is disordered, that
is, the components (vx, vz) are irregular. Indeed, for an
exact solid-body rotation (36) we would have vx = vz = 0
in the (x, z) plane, so that the nonzero values that we
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tical, aligned with the rotation axis ~⌦, we no longer see a
regular lattice of density troughs inside the soliton in the
lower left panel. Indeed, the vortex lines are aligned with
the vertical axis and parallel to the (x, z) plane, which
generically they do not cross. We mostly see the smooth
rise towards the center of the soliton density profile. Nev-
ertheless, we can see the vertical trace of two vortex lines
that happen to be close to the (x, z) plane, shown by two
vertical density troughs. In particular, we recover the
vortex line at ~r? ' (�0.3, 0) that was already found in
Figs. 2 and 3.

The vertical structure is clearly apparent in the lower
middle panel: the phase is mostly smooth inside the soli-
ton with vertical bands associated with the rotation axis
of the system. Note that the vertical lines where the
phase jumps from ⇡ to �⇡ are not singular lines. These
jumps are merely due to our definition of the phase in
the interval ]� ⇡, ⇡]. Within a strip around such a verti-
cal line, we can locally redefine the phase to the interval
[0, 2⇡[ (i.e., we add a factor 2⇡ to the phase if it is nega-
tive). This gives a strip where the phase is regular, with
small fluctuations around ⇡ and small velocities. In con-
trast, in the outer halo the (x, z) plane looks similar to
the (x, y) plane, as it is dominated by the interferences
between uncorrelated modes that lead to a proliferation
of vortex lines of either sign. They are not related to the
global angular momentum of the system, which is hidden
by these many incoherent vortices.

The lower right panel, where we display the wind-
ing number through the (x, z) plane, also shows the di-
chotomy between the outer halo, where we can see the
signature of the many vortex lines of random direction
that cross any plane with equal probability, and the soli-
ton which is mostly devoid of vortex crossings. The few
points inside the soliton are again the traces of the two
vertical vortex lines at ~r? ' (�0.3, 0) and ~r? ' (0.1, 0)
found in the density map in the lower left panel. Indeed,
because the vortex lines are not perfectly vertical they
may happen to cross the (x, z) plane along a finite ver-
tical interval (because of the finite resolution and of the
fluctuations and bending of the vortex lines).

5. 2D velocity maps

We show in Fig. 6 the velocity field in the (x, y) and
(x, z) planes. In the upper left and middle panels we can
clearly see the rotation pattern inside the soliton in the
equatorial plane, in agreement with the prediction (36).
Outside the soliton, the velocity field is disordered, as
for a collisionless classical system mostly supported by
its velocity dispersion, in agreement with the results ob-
tained in the previous figures. In the upper right panel,
we again see the large fluctuations of the velocity on the
small de Broglie scale. Inside the soliton, we mostly find
a smooth pattern with a decreasing velocity towards the
center, in agreement with the solid-body rotation (36),
|~v| / r?. On top of this regular trend we recover the lat-

FIG. 7. [✏ = 0.01, ↵ = 1]. Upper panel: singularities of the
phase (i.e., vortex lines) inside the soliton at t = 85. Lower left
panel: projection of these vortex lines onto the plane (x, y).
Lower right panel: projection of these vortex lines onto the
plane (x, z).

FIG. 8. [✏ = 0.01, ↵ = 1]. Left panel: superposition of
many snapshots between times t = 85 and t = 86 of the
maps of the vortices in the plane (x, y), as in the upper right
panel in Fig. 5. The filled circles/squares are the positions at
the initial/final time. Right panel: superposition of vortices
snapshots in the plane (x, z).

tice of vortex lines, already seen in Fig. 5, that generates
large velocity spikes in agreement with the divergence
(26).

In the lower row, we can see that the velocity field
inside the soliton in the (x, z) plane is disordered, that
is, the components (vx, vz) are irregular. Indeed, for an
exact solid-body rotation (36) we would have vx = vz = 0
in the (x, z) plane, so that the nonzero values that we
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the vertical axis and parallel to the (x, z) plane, which
generically they do not cross. We mostly see the smooth
rise towards the center of the soliton density profile. Nev-
ertheless, we can see the vertical trace of two vortex lines
that happen to be close to the (x, z) plane, shown by two
vertical density troughs. In particular, we recover the
vortex line at ~r? ' (�0.3, 0) that was already found in
Figs. 2 and 3.

The vertical structure is clearly apparent in the lower
middle panel: the phase is mostly smooth inside the soli-
ton with vertical bands associated with the rotation axis
of the system. Note that the vertical lines where the
phase jumps from ⇡ to �⇡ are not singular lines. These
jumps are merely due to our definition of the phase in
the interval ]� ⇡, ⇡]. Within a strip around such a verti-
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[0, 2⇡[ (i.e., we add a factor 2⇡ to the phase if it is nega-
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trast, in the outer halo the (x, z) plane looks similar to
the (x, y) plane, as it is dominated by the interferences
between uncorrelated modes that lead to a proliferation
of vortex lines of either sign. They are not related to the
global angular momentum of the system, which is hidden
by these many incoherent vortices.

The lower right panel, where we display the wind-
ing number through the (x, z) plane, also shows the di-
chotomy between the outer halo, where we can see the
signature of the many vortex lines of random direction
that cross any plane with equal probability, and the soli-
ton which is mostly devoid of vortex crossings. The few
points inside the soliton are again the traces of the two
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may happen to cross the (x, z) plane along a finite ver-
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equatorial plane, in agreement with the prediction (36).
Outside the soliton, the velocity field is disordered, as
for a collisionless classical system mostly supported by
its velocity dispersion, in agreement with the results ob-
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we again see the large fluctuations of the velocity on the
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phase (i.e., vortex lines) inside the soliton at t = 85. Lower left
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Outside the soliton, the velocity field is disordered, as
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its velocity dispersion, in agreement with the results ob-
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Lower right panel: projection of these vortex lines onto the
plane (x, z).

FIG. 8. [✏ = 0.01, ↵ = 1]. Left panel: superposition of
many snapshots between times t = 85 and t = 86 of the
maps of the vortices in the plane (x, y), as in the upper right
panel in Fig. 5. The filled circles/squares are the positions at
the initial/final time. Right panel: superposition of vortices
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tice of vortex lines, already seen in Fig. 5, that generates
large velocity spikes in agreement with the divergence
(26).

In the lower row, we can see that the velocity field
inside the soliton in the (x, z) plane is disordered, that
is, the components (vx, vz) are irregular. Indeed, for an
exact solid-body rotation (36) we would have vx = vz = 0
in the (x, z) plane, so that the nonzero values that we

Solid-body rotation of the vortex lines 
in the equatorial plane
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tained in the previous figures. In the upper right panel,
we again see the large fluctuations of the velocity on the
small de Broglie scale. Inside the soliton, we mostly find
a smooth pattern with a decreasing velocity towards the
center, in agreement with the solid-body rotation (36),
|~v| / r?. On top of this regular trend we recover the lat-
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Halos with a nonzero angular momentum form stable rotating solitons with an oblate shape, for

These rotating solitons are not high angular momentum eigenstates of the Schrödinger equation with a vanishing central density
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` � 1, |m| � 1

Instead, they have a maximum central density and display a solid-body rotation that is supported by

a regular lattice of vortex lines, aligned with the initial angular momentum of the system.

- Cosmic web of vortex lines along filaments, linking collapsed halos ?

The number of vortex lines grows linearly with the soliton angular momentum.

- Relativistic regime ? Frame dragging effects on baryons ?

- Connection with spinning filaments ?

- Detection of such DM substructures by lensing ?



Detecting scalar dark matter clumps

with pulsar timing arrays
arXiv:   2506.08786

6

b. Red noise The contribution of the red noise reads

→s2↑r =
1

2N2

∑

i,i
→

[cos(4ω(Ti↓Ti→)) + cos(4ω(Ti+Ti→))]

↔C
r

a
(tai ↓ tai→)C

r

b
(tbi ↓ tbi→).

(43)

Using Eq.(34), in the regime

ω ↗
ε

Tobs
, fmax ↗

1

!T
, N ↘ 1, (44)

the variance due to the red noise becomes

ϑ
2
r
= →s2↑r =

1

2Tobs

∫ fmax

fmin

df Pa(f)Pb(f), (45)

whereas in the regime

ε

Tobs
↗ ω ↗ fmin, fmax ↗

1

!T
, N ↘ 1, (46)

it reads

ϑ
2
r
=

1

4Tobs

∫ fmax

fmin

df Pa(f)Pb(f). (47)

We give in App. A more details on the derivation of

Eqs.(45) and (47).

c. Stochastic gravitational wave background The

computation of the variance due to the stochastic grav-

itational wave background is similar to that of the red

noise. Using ”aa = 1, in the regime (44) we obtain

ϑ
2
GW =

1 + ”2
ab

2Tobs

∫ fmax

fmin

df PGW(f)2, (48)

while in the regime (46) we obtain

ϑ
2
GW =

1 + ”2
ab

4Tobs

∫ fmax

fmin

df PGW(f)2. (49)

IV. NUMERICAL RESULTS

A. Signal-to-noise
ratio

We define the signal-to-noise ratio SNR as

SNR =

∣∣∣∣
→s↑
ϑs

∣∣∣∣ ,
(50)

where ϑs is the variance du
e to the white and red noises,

which we add in quadrature,

ϑ
2
s
= ϑ

2
w
+ ϑ

2
r
+ ϑ

2
GW.

(51)

From Eqs.(42), (47) and (49), pulsar timing arrays can

currently reach
≃
ϑs ⇐ 10→7 s [34]. The gravitational

wave background
leads to a floor for the varian

ce ϑ2
s
that

can only be reduced by increasing the total observat
ional

FIG. 1. The shaded regions are the exclusion domains ob-

tained from standard pulsar time delays analysis [
31, 33]. The

blue solid line is our estimate (53). The hor
izontal dot-dashed

line is the detectio
n limit of a dark matter cloud, which

would

contain a white-dwarf bina
ry system, for the observation of

the waveform by the future satellite DECIGO.

time Tobs or by a thorough analysis of the signal taking

into account its detaile
d spatial and temporal character-

istics, in order to discriminate the dark matter signal

and remove degeneracies. This goes beyond the signal-

to-noise ratio estimate that we consid
er in this paper and

is left for future w
ork. A signal-to-noise rat

io above unity

corresponds to

SNR > 1 :

≃
ϖaϖb

m
3

>

4
≃
ϑs

εG
√

| cos(2!ϱ)|
. (52)

Taking for simplicity ϖa = ϖb = ϖ and | cos(2!ϱ)| = 1/2,

this gives the detection criterion

ϖSNR >

≃
ϑs

10→7 s

( m

10→20 eV

)3
5↔ 109 GeV/cm

3
, (53)

which also reads

ϖSNR >

≃
ϑs

10→7 s

( m

10→20 eV

)3
3↔ 1015 ϖ̄0, (54)

where ϖ̄0 is the mean cosmological matter density today.

We show in Fig. 1 our result (53), which we compare

with the bounds on ultralight dark matter densities al-

ready obtained by standard pulsar time delay analysis

[31, 33]. We extend the bounds published in these pa-

pers to higher masses, up to m = ε/!t with !t = 1

month for [31] and !t = 3 weeks for [33], with a slope

ϖ ⇒ m
3 which should hold for m ↭ 1/Tobs [31]. We

also display the bounds on the dark matter environment

that could be obtained from the observation of gravi-

tational waves emitted by a white-dwarf binar
y system

by DECIGO [35, 36] following
from the impact of the
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to what can be expected from future gravitational wave
experiments. The synergy between the two types of as-
tronomical observables is worth pursuing, we intend to
come back to it in the future.

The paper is arranged as follows. In a first part II we
recall the essential ingredients of ultra light dark matter
and the corresponding Sachs-Wolfe e!ect in dark mat-
ter clumps. In section III, we introduce the correlation
between the arrival times and consider the SNR for the
filtered signal at low frequency. In section IV, we de-
rive quantitative results and compare this approach with
standard pulsar time delay analysis. In App. A we derive
the contribution of the red noise to the variance of the
signal. In App. B we estimate the encounter and capture
probabilities of a neutron star by a scalar dark matter
cloud.

II. ULTRALIGHT DARK MATTER

A. Oscillating scalar field

We consider ultra-light dark matter scenarios, where a
scalar field ω(εx, t) is governed by the Lagrangian density

Lω = →1

2
(ϑω)2 → m

2

2
ω
2 → ϖ4

4
ω
4
, (1)

where ϖ4 is the self-interaction coupling constant. These
self-interacting scalars could play a role at short distance
on sub-galactic scales and make solitons which could al-
leviate some of the small-scale dark matter conundra. In
the Newtonian gauge ds

2 = →(1 + 2”)dt2 + (1→ 2#)dεx 2

and in the weak-gravity regime, the scalar field obeys, at
leading order, the Klein-Gordon equation

ω̈→ ε↑2
ω+ (1 + 2”)m2

ω+ ϖ4ω
3 = 0. (2)

Here we assumed that the self-interactions are small,
ϖ4ω

4 ↓ m
2
ω
2, so that at zeroth order the scalar field

oscillates in the harmonic potential m2
ω
2
/2, with a van-

ishing pressure P and a constant density ϱ. Here ” = #
is the constant Newtonian potential at leading order. As
pointed out by [15], we shall recall below in Eqs.(12)-(15)
that there are also subleading oscillating components in
the density, pressure and gravitational potential, as well
as a small mean pressure, which is subdominant in the
nonrelativistic regime.

In the nonrelativistic regime, it is convenient to intro-
duce a complex scalar field ς with [3]

ω =
1↔
2m

(
e
→imt

ς + e
imt

ς
ε
)
, (3)

which obeys the Schrödinger equation

iς̇ = →
ε↑2

ς

2m
+m(”+ ”I)ς, ”I =

3ϖ4

4m3
|ς|2. (4)

This can be mapped to an hydrodynamical picture
through the Madelung transform [29]

ς =

√
ϱ

m
e
iS
, εv =

ε↑S

m
, (5)

which leads to the continuity and Hamilton-Jacobi equa-
tions

ϱ̇+
ε↑ · (ϱε↑S)

m
= 0, (6)

Ṡ+
(ε↑S)2

2m
= →m(”Q+”+”I), ”Q = →

ε↑2↔
ϱ

2m2↔ϱ
, (7)

where we introduced the quantum pressure ”Q. Taking
the gradient of Eq.(7) gives the Euler equation, with an
e!ective pressure due to the quantum pressure ”Q and
the self-interaction potential ”I .
These equations of motion typically lead to the for-

mation of hydrostatic equilibria, also called solitons
or bosons stars, which may be embedded within a
larger virialized halo governed by velocity dispersion [6].
Whereas the soliton is a ground state associated with a
vanishing velocity dispersion and a smooth density pro-
file over a large radius R0, the outer envelope displays
large density fluctuations over the de Broglie wavelength
ϖdB. Typically we consider the regime where the soliton
has a size larger than the de Broglie wavelength and is
the result of the equilibrium between the scalar pressure
(repulsive) and gravitation.
In this paper, we consider the case where pulsars could

be located within dark matter solitons. Denoting by εv0

the collective velocity of the soliton, the hydrostatic equi-
librium that determines the density profile of the soliton
reads ”Q + ”+ ”I = constant, and as seen from Eq.(7)
the phase reads

S = →µmt+mεv0 · εx→ φ, µ =
v
2
0

2
+”Q +”+”I , (8)

where φ is a constant phase o!set. Going back to the
scalar field ω, this gives

ω =

↔
2ϱ

m
cos(Et+ ↼), ↼ = φ→mεv0 · εx, (9)

and

E = m(1 + µ) = m

(
1 +

v
2
0

2
+ ”Q + ”+ ”I

)
. (10)

We can check that this is a solution of the Klein-Gordon
equation (2) in the nonrelativistic regime, |µ| ↓ 1, after
averaging over the fast oscillations.

B. Oscillating gravitational potentials

The oscillating scalar field (9) actually leads to both
constant and oscillating components in the scalar-field
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This oscillating scalar field leads to subleading oscillating components in the energy-momentum tensor.

Khmelnitsky & Rubakov (2014)This also leads to subleading oscillating components in the gravitational potential:
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energy-momentum tensor Tµ

ω
[15],

→T
0
0 = ω̄+ ωosc, T
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i
= 3(P̄ + Posc), (11)

with at leading order ω̄ = ω,

ωosc = →ω cos(2ε)
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!̄I
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+ ω cos(4ε)
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where we denote ε = Et+ ϑ the argument of the cosine
in Eq.(9), and

P̄ = ω

(
v
2
0

3
+ !̄Q +

!̄I
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)
, Posc = →ω cos(2ε). (13)

Thus, whereas ωosc ↑ ω̄ we have P̄ ↑ Posc in the nonrel-
ativistic regime. From the Einstein equations,

→2ϖ↓2” = 8ϱGT 0
0 , 6”̈→ 2ϖ↓2(”→ !) = 8ϱGT i

i
, (14)

we obtain for the gravitational potential ”

↓2”̄ = 4ϱGω0, ”osc =
ϱGω0
m2

cos(2ε). (15)

The second equation gives access to the oscillating part of
the Newtonian potential induced by the rapid oscillations
of the matter density.

C. Sachs-Wolfe e!ect and time delays

As for the Sachs-Wolfe e#ect for the Cosmic Microwave
Background (CMB), when photons travel from a pulsar
towards the Earth, their frequency is modified by the
metric fluctuations as [15]

fe → fp

fp
=

∫
te

tp

dt ςt(!+”) + !p → !e. (16)

Here we denote with the subscript e and p the time and
location associated with the Earth and the pulsar. The
time-independent components ”̄ and !̄ of the gravita-
tional potentials lead to a constant frequency shift that
cannot be measured, as we do not know with exact accu-
racy the value of the emission frequency fp. Therefore,
in the following we focus on the oscillatory components
of the metric potentials. Writing ςt =

d

dt
→ niςi, where

ϖn is the unit vector along the signal propagation, and
integrating, we obtain [15]

fe → fp

fp
= ”e →”p →

∫
te

tp

dt niςi(!+”). (17)

The integrated e#ect is suppressed by a factor k/m where
k is the wave number. Assuming that the gravitational
potential is much deeper in the dark matter cloud around
the pulsar than around the Earth, we approximate the
frequency shift by

φf

f
(t) = →”p cos(2Ep(t→ dp) + 2ϑp), (18)

where we wrote tp = te → dp, with dp the distance to the
pulsar, and ”p = ϱGωp/m2 from Eq.(15), where ωp is
the density of the dark matter soliton around the pulsar.
As explained above, here we focus on the time-dependent
frequency shift.
The frequency shift leads to a time delay φt of the

pulses measured on the Earth,

φt = →
∫

t

0
dt

φf

f
. (19)

Keeping again only the time-dependent component, this
gives

φt =
”p

2m
sin(2Ept+ ↼p), ↼p = →2Epdp + 2ϑp. (20)

In standard analysis of pulsar timing array data [15,
22, 30, 31], one directly uses Eq.(20) to search for an
ultralight dark matter signal in the set of times of arrival.
In this approach, one approximates Ep ↔ m, so that all
pulsars may lead to an oscillatory signal with the same
frequency f = m/ϱ. If the dark matter cloud is very
large (m ↭ 10→22 eV) and contains the Earth as well
as all the pulsars, one includes the Earth term and all
terms have the same amplitude. This leads to constraints
on ultralight dark matter scenarios with m ↭ 10→22 eV.
This upper limit is set by the typical time interval $Tobs

between two measurements, which sets an upper bound
on the frequency fmax = 1/$Tobs that can be measured
from the data. With $Tobs ↔ 1 week, this gives fmax ↗
2↘ 10→6 Hz and mmax = ϱfmax = 3↘ 10→21 eV. A more
careful analysis shows that these data provide constraints
in the range 10→24 eV ↭ m ↭ 10→22 eV, as one needs at
least a few points in a cycle to extract the signal [31].

III. MOVING THE OBSERVATIONAL
WINDOW TO HIGHER SCALAR MASS

A. Correlation of a pair of pulsars

In this paper, we investigate whether one can constrain
higher dark matter masses m by cross-correlating the sig-
nals from di#erent pulsars. Indeed, considering two pul-
sars a and b measured at times tai and tbj , we obtain
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. (22)

If tai = tbj = t, the second term oscillates at the an-
gular frequency ↽ ↔ 4m, which is the second harmonic
of the one-point signal (20), and does not give access to
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pulsar, and ”p = ϱGωp/m2 from Eq.(15), where ωp is
the density of the dark matter soliton around the pulsar.
As explained above, here we focus on the time-dependent
frequency shift.
The frequency shift leads to a time delay φt of the

pulses measured on the Earth,

φt = →
∫

t

0
dt

φf

f
. (19)

Keeping again only the time-dependent component, this
gives

φt =
”p

2m
sin(2Ept+ ↼p), ↼p = →2Epdp + 2ϑp. (20)

In standard analysis of pulsar timing array data [15,
22, 30, 31], one directly uses Eq.(20) to search for an
ultralight dark matter signal in the set of times of arrival.
In this approach, one approximates Ep ↔ m, so that all
pulsars may lead to an oscillatory signal with the same
frequency f = m/ϱ. If the dark matter cloud is very
large (m ↭ 10→22 eV) and contains the Earth as well
as all the pulsars, one includes the Earth term and all
terms have the same amplitude. This leads to constraints
on ultralight dark matter scenarios with m ↭ 10→22 eV.
This upper limit is set by the typical time interval $Tobs

between two measurements, which sets an upper bound
on the frequency fmax = 1/$Tobs that can be measured
from the data. With $Tobs ↔ 1 week, this gives fmax ↗
2↘ 10→6 Hz and mmax = ϱfmax = 3↘ 10→21 eV. A more
careful analysis shows that these data provide constraints
in the range 10→24 eV ↭ m ↭ 10→22 eV, as one needs at
least a few points in a cycle to extract the signal [31].

III. MOVING THE OBSERVATIONAL
WINDOW TO HIGHER SCALAR MASS

A. Correlation of a pair of pulsars

In this paper, we investigate whether one can constrain
higher dark matter masses m by cross-correlating the sig-
nals from di#erent pulsars. Indeed, considering two pul-
sars a and b measured at times tai and tbj , we obtain

φtaiφtbj =
”a”b

4m2
sin(2Eatai + ↼a) sin(2Ebtbj + ↼b). (21)

This also reads

φtaiφtbj =
”a”b

8m2

[
cos(2Eatai → 2Ebtbj + ↼a → ↼b)

→ cos(2Eatai + 2Ebtbj + ↼a + ↼b)

]
. (22)

If tai = tbj = t, the second term oscillates at the an-
gular frequency ↽ ↔ 4m, which is the second harmonic
of the one-point signal (20), and does not give access to

with

I-  Oscillating term in the gravitational potential
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II-  Sachs-Wolfe effect and time delay

As for the Sachs-Wolfe effect for the CMB, when photons travel from a pulsar toward the Earth their frequency is modified 
by the metric fluctuations:
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where we denote ε = Et+ ϑ the argument of the cosine
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, Posc = →ω cos(2ε). (13)

Thus, whereas ωosc ↑ ω̄ we have P̄ ↑ Posc in the nonrel-
ativistic regime. From the Einstein equations,

→2ϖ↓2” = 8ϱGT 0
0 , 6”̈→ 2ϖ↓2(”→ !) = 8ϱGT i

i
, (14)

we obtain for the gravitational potential ”

↓2”̄ = 4ϱGω0, ”osc =
ϱGω0
m2

cos(2ε). (15)

The second equation gives access to the oscillating part of
the Newtonian potential induced by the rapid oscillations
of the matter density.

C. Sachs-Wolfe e!ect and time delays

As for the Sachs-Wolfe e#ect for the Cosmic Microwave
Background (CMB), when photons travel from a pulsar
towards the Earth, their frequency is modified by the
metric fluctuations as [15]

fe → fp

fp
=

∫
te

tp

dt ςt(!+”) + !p → !e. (16)

Here we denote with the subscript e and p the time and
location associated with the Earth and the pulsar. The
time-independent components ”̄ and !̄ of the gravita-
tional potentials lead to a constant frequency shift that
cannot be measured, as we do not know with exact accu-
racy the value of the emission frequency fp. Therefore,
in the following we focus on the oscillatory components
of the metric potentials. Writing ςt =

d

dt
→ niςi, where

ϖn is the unit vector along the signal propagation, and
integrating, we obtain [15]

fe → fp

fp
= ”e →”p →

∫
te

tp

dt niςi(!+”). (17)

The integrated e#ect is suppressed by a factor k/m where
k is the wave number. Assuming that the gravitational
potential is much deeper in the dark matter cloud around
the pulsar than around the Earth, we approximate the
frequency shift by

φf

f
(t) = →”p cos(2Ep(t→ dp) + 2ϑp), (18)

where we wrote tp = te → dp, with dp the distance to the
pulsar, and ”p = ϱGωp/m2 from Eq.(15), where ωp is
the density of the dark matter soliton around the pulsar.
As explained above, here we focus on the time-dependent
frequency shift.
The frequency shift leads to a time delay φt of the
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. (19)

Keeping again only the time-dependent component, this
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In standard analysis of pulsar timing array data [15,
22, 30, 31], one directly uses Eq.(20) to search for an
ultralight dark matter signal in the set of times of arrival.
In this approach, one approximates Ep ↔ m, so that all
pulsars may lead to an oscillatory signal with the same
frequency f = m/ϱ. If the dark matter cloud is very
large (m ↭ 10→22 eV) and contains the Earth as well
as all the pulsars, one includes the Earth term and all
terms have the same amplitude. This leads to constraints
on ultralight dark matter scenarios with m ↭ 10→22 eV.
This upper limit is set by the typical time interval $Tobs

between two measurements, which sets an upper bound
on the frequency fmax = 1/$Tobs that can be measured
from the data. With $Tobs ↔ 1 week, this gives fmax ↗
2↘ 10→6 Hz and mmax = ϱfmax = 3↘ 10→21 eV. A more
careful analysis shows that these data provide constraints
in the range 10→24 eV ↭ m ↭ 10→22 eV, as one needs at
least a few points in a cycle to extract the signal [31].

III. MOVING THE OBSERVATIONAL
WINDOW TO HIGHER SCALAR MASS

A. Correlation of a pair of pulsars

In this paper, we investigate whether one can constrain
higher dark matter masses m by cross-correlating the sig-
nals from di#erent pulsars. Indeed, considering two pul-
sars a and b measured at times tai and tbj , we obtain

φtaiφtbj =
”a”b

4m2
sin(2Eatai + ↼a) sin(2Ebtbj + ↼b). (21)

This also reads

φtaiφtbj =
”a”b

8m2

[
cos(2Eatai → 2Ebtbj + ↼a → ↼b)

→ cos(2Eatai + 2Ebtbj + ↼a + ↼b)

]
. (22)

If tai = tbj = t, the second term oscillates at the an-
gular frequency ↽ ↔ 4m, which is the second harmonic
of the one-point signal (20), and does not give access to

This gives rise to a time delay of the pulses measured on the Earth:

3

energy-momentum tensor Tµ

ω
[15],

→T
0
0 = ω̄+ ωosc, T

i

i
= 3(P̄ + Posc), (11)

with at leading order ω̄ = ω,

ωosc = →ω cos(2ε)

(
v
2
0 + !̄Q +

1

3
!̄I

)
+ ω cos(4ε)

1

6
!̄I ,

(12)
where we denote ε = Et+ ϑ the argument of the cosine
in Eq.(9), and
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, Posc = →ω cos(2ε). (13)

Thus, whereas ωosc ↑ ω̄ we have P̄ ↑ Posc in the nonrel-
ativistic regime. From the Einstein equations,

→2ϖ↓2” = 8ϱGT 0
0 , 6”̈→ 2ϖ↓2(”→ !) = 8ϱGT i

i
, (14)

we obtain for the gravitational potential ”

↓2”̄ = 4ϱGω0, ”osc =
ϱGω0
m2

cos(2ε). (15)

The second equation gives access to the oscillating part of
the Newtonian potential induced by the rapid oscillations
of the matter density.

C. Sachs-Wolfe e!ect and time delays

As for the Sachs-Wolfe e#ect for the Cosmic Microwave
Background (CMB), when photons travel from a pulsar
towards the Earth, their frequency is modified by the
metric fluctuations as [15]

fe → fp

fp
=

∫
te

tp

dt ςt(!+”) + !p → !e. (16)

Here we denote with the subscript e and p the time and
location associated with the Earth and the pulsar. The
time-independent components ”̄ and !̄ of the gravita-
tional potentials lead to a constant frequency shift that
cannot be measured, as we do not know with exact accu-
racy the value of the emission frequency fp. Therefore,
in the following we focus on the oscillatory components
of the metric potentials. Writing ςt =

d

dt
→ niςi, where

ϖn is the unit vector along the signal propagation, and
integrating, we obtain [15]

fe → fp

fp
= ”e →”p →

∫
te

tp

dt niςi(!+”). (17)

The integrated e#ect is suppressed by a factor k/m where
k is the wave number. Assuming that the gravitational
potential is much deeper in the dark matter cloud around
the pulsar than around the Earth, we approximate the
frequency shift by

φf

f
(t) = →”p cos(2Ep(t→ dp) + 2ϑp), (18)

where we wrote tp = te → dp, with dp the distance to the
pulsar, and ”p = ϱGωp/m2 from Eq.(15), where ωp is
the density of the dark matter soliton around the pulsar.
As explained above, here we focus on the time-dependent
frequency shift.
The frequency shift leads to a time delay φt of the

pulses measured on the Earth,

φt = →
∫

t

0
dt

φf

f
. (19)

Keeping again only the time-dependent component, this
gives

φt =
”p

2m
sin(2Ept+ ↼p), ↼p = →2Epdp + 2ϑp. (20)

In standard analysis of pulsar timing array data [15,
22, 30, 31], one directly uses Eq.(20) to search for an
ultralight dark matter signal in the set of times of arrival.
In this approach, one approximates Ep ↔ m, so that all
pulsars may lead to an oscillatory signal with the same
frequency f = m/ϱ. If the dark matter cloud is very
large (m ↭ 10→22 eV) and contains the Earth as well
as all the pulsars, one includes the Earth term and all
terms have the same amplitude. This leads to constraints
on ultralight dark matter scenarios with m ↭ 10→22 eV.
This upper limit is set by the typical time interval $Tobs

between two measurements, which sets an upper bound
on the frequency fmax = 1/$Tobs that can be measured
from the data. With $Tobs ↔ 1 week, this gives fmax ↗
2↘ 10→6 Hz and mmax = ϱfmax = 3↘ 10→21 eV. A more
careful analysis shows that these data provide constraints
in the range 10→24 eV ↭ m ↭ 10→22 eV, as one needs at
least a few points in a cycle to extract the signal [31].

III. MOVING THE OBSERVATIONAL
WINDOW TO HIGHER SCALAR MASS

A. Correlation of a pair of pulsars

In this paper, we investigate whether one can constrain
higher dark matter masses m by cross-correlating the sig-
nals from di#erent pulsars. Indeed, considering two pul-
sars a and b measured at times tai and tbj , we obtain

φtaiφtbj =
”a”b

4m2
sin(2Eatai + ↼a) sin(2Ebtbj + ↼b). (21)

This also reads

φtaiφtbj =
”a”b

8m2

[
cos(2Eatai → 2Ebtbj + ↼a → ↼b)

→ cos(2Eatai + 2Ebtbj + ↼a + ↼b)

]
. (22)

If tai = tbj = t, the second term oscillates at the an-
gular frequency ↽ ↔ 4m, which is the second harmonic
of the one-point signal (20), and does not give access to

Standard analysis use this result to search for ULDM signal in pulsar timing arrays, with

(Here we neglect the integrated SW effect, damped by the oscillations, and we assume the gravitational potential is deeper around the pulsar than near the Earth)
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Thus, whereas ωosc ↑ ω̄ we have P̄ ↑ Posc in the nonrel-
ativistic regime. From the Einstein equations,
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we obtain for the gravitational potential ”

↓2”̄ = 4ϱGω0, ”osc =
ϱGω0
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cos(2ε). (15)

The second equation gives access to the oscillating part of
the Newtonian potential induced by the rapid oscillations
of the matter density.

C. Sachs-Wolfe e!ect and time delays

As for the Sachs-Wolfe e#ect for the Cosmic Microwave
Background (CMB), when photons travel from a pulsar
towards the Earth, their frequency is modified by the
metric fluctuations as [15]

fe → fp

fp
=

∫
te
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dt ςt(!+”) + !p → !e. (16)

Here we denote with the subscript e and p the time and
location associated with the Earth and the pulsar. The
time-independent components ”̄ and !̄ of the gravita-
tional potentials lead to a constant frequency shift that
cannot be measured, as we do not know with exact accu-
racy the value of the emission frequency fp. Therefore,
in the following we focus on the oscillatory components
of the metric potentials. Writing ςt =

d

dt
→ niςi, where

ϖn is the unit vector along the signal propagation, and
integrating, we obtain [15]

fe → fp

fp
= ”e →”p →

∫
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dt niςi(!+”). (17)

The integrated e#ect is suppressed by a factor k/m where
k is the wave number. Assuming that the gravitational
potential is much deeper in the dark matter cloud around
the pulsar than around the Earth, we approximate the
frequency shift by

φf

f
(t) = →”p cos(2Ep(t→ dp) + 2ϑp), (18)

where we wrote tp = te → dp, with dp the distance to the
pulsar, and ”p = ϱGωp/m2 from Eq.(15), where ωp is
the density of the dark matter soliton around the pulsar.
As explained above, here we focus on the time-dependent
frequency shift.
The frequency shift leads to a time delay φt of the
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Keeping again only the time-dependent component, this
gives

φt =
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sin(2Ept+ ↼p), ↼p = →2Epdp + 2ϑp. (20)

In standard analysis of pulsar timing array data [15,
22, 30, 31], one directly uses Eq.(20) to search for an
ultralight dark matter signal in the set of times of arrival.
In this approach, one approximates Ep ↔ m, so that all
pulsars may lead to an oscillatory signal with the same
frequency f = m/ϱ. If the dark matter cloud is very
large (m ↭ 10→22 eV) and contains the Earth as well
as all the pulsars, one includes the Earth term and all
terms have the same amplitude. This leads to constraints
on ultralight dark matter scenarios with m ↭ 10→22 eV.
This upper limit is set by the typical time interval $Tobs

between two measurements, which sets an upper bound
on the frequency fmax = 1/$Tobs that can be measured
from the data. With $Tobs ↔ 1 week, this gives fmax ↗
2↘ 10→6 Hz and mmax = ϱfmax = 3↘ 10→21 eV. A more
careful analysis shows that these data provide constraints
in the range 10→24 eV ↭ m ↭ 10→22 eV, as one needs at
least a few points in a cycle to extract the signal [31].
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A. Correlation of a pair of pulsars

In this paper, we investigate whether one can constrain
higher dark matter masses m by cross-correlating the sig-
nals from di#erent pulsars. Indeed, considering two pul-
sars a and b measured at times tai and tbj , we obtain
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”a”b

4m2
sin(2Eatai + ↼a) sin(2Ebtbj + ↼b). (21)

This also reads

φtaiφtbj =
”a”b

8m2

[
cos(2Eatai → 2Ebtbj + ↼a → ↼b)

→ cos(2Eatai + 2Ebtbj + ↼a + ↼b)

]
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If tai = tbj = t, the second term oscillates at the an-
gular frequency ↽ ↔ 4m, which is the second harmonic
of the one-point signal (20), and does not give access to
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The second equation gives access to the oscillating part of
the Newtonian potential induced by the rapid oscillations
of the matter density.

C. Sachs-Wolfe e!ect and time delays

As for the Sachs-Wolfe e#ect for the Cosmic Microwave
Background (CMB), when photons travel from a pulsar
towards the Earth, their frequency is modified by the
metric fluctuations as [15]
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Here we denote with the subscript e and p the time and
location associated with the Earth and the pulsar. The
time-independent components ”̄ and !̄ of the gravita-
tional potentials lead to a constant frequency shift that
cannot be measured, as we do not know with exact accu-
racy the value of the emission frequency fp. Therefore,
in the following we focus on the oscillatory components
of the metric potentials. Writing ςt =
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→ niςi, where

ϖn is the unit vector along the signal propagation, and
integrating, we obtain [15]
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∫
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The integrated e#ect is suppressed by a factor k/m where
k is the wave number. Assuming that the gravitational
potential is much deeper in the dark matter cloud around
the pulsar than around the Earth, we approximate the
frequency shift by
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(t) = →”p cos(2Ep(t→ dp) + 2ϑp), (18)

where we wrote tp = te → dp, with dp the distance to the
pulsar, and ”p = ϱGωp/m2 from Eq.(15), where ωp is
the density of the dark matter soliton around the pulsar.
As explained above, here we focus on the time-dependent
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The frequency shift leads to a time delay φt of the
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Keeping again only the time-dependent component, this
gives

φt =
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sin(2Ept+ ↼p), ↼p = →2Epdp + 2ϑp. (20)

In standard analysis of pulsar timing array data [15,
22, 30, 31], one directly uses Eq.(20) to search for an
ultralight dark matter signal in the set of times of arrival.
In this approach, one approximates Ep ↔ m, so that all
pulsars may lead to an oscillatory signal with the same
frequency f = m/ϱ. If the dark matter cloud is very
large (m ↭ 10→22 eV) and contains the Earth as well
as all the pulsars, one includes the Earth term and all
terms have the same amplitude. This leads to constraints
on ultralight dark matter scenarios with m ↭ 10→22 eV.
This upper limit is set by the typical time interval $Tobs

between two measurements, which sets an upper bound
on the frequency fmax = 1/$Tobs that can be measured
from the data. With $Tobs ↔ 1 week, this gives fmax ↗
2↘ 10→6 Hz and mmax = ϱfmax = 3↘ 10→21 eV. A more
careful analysis shows that these data provide constraints
in the range 10→24 eV ↭ m ↭ 10→22 eV, as one needs at
least a few points in a cycle to extract the signal [31].
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A. Correlation of a pair of pulsars

In this paper, we investigate whether one can constrain
higher dark matter masses m by cross-correlating the sig-
nals from di#erent pulsars. Indeed, considering two pul-
sars a and b measured at times tai and tbj , we obtain
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If tai = tbj = t, the second term oscillates at the an-
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of the one-point signal (20), and does not give access to
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where we denote ε = Et+ ϑ the argument of the cosine
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Thus, whereas ωosc ↑ ω̄ we have P̄ ↑ Posc in the nonrel-
ativistic regime. From the Einstein equations,

→2ϖ↓2” = 8ϱGT 0
0 , 6”̈→ 2ϖ↓2(”→ !) = 8ϱGT i

i
, (14)

we obtain for the gravitational potential ”

↓2”̄ = 4ϱGω0, ”osc =
ϱGω0
m2

cos(2ε). (15)

The second equation gives access to the oscillating part of
the Newtonian potential induced by the rapid oscillations
of the matter density.

C. Sachs-Wolfe e!ect and time delays

As for the Sachs-Wolfe e#ect for the Cosmic Microwave
Background (CMB), when photons travel from a pulsar
towards the Earth, their frequency is modified by the
metric fluctuations as [15]

fe → fp

fp
=

∫
te

tp

dt ςt(!+”) + !p → !e. (16)

Here we denote with the subscript e and p the time and
location associated with the Earth and the pulsar. The
time-independent components ”̄ and !̄ of the gravita-
tional potentials lead to a constant frequency shift that
cannot be measured, as we do not know with exact accu-
racy the value of the emission frequency fp. Therefore,
in the following we focus on the oscillatory components
of the metric potentials. Writing ςt =

d

dt
→ niςi, where

ϖn is the unit vector along the signal propagation, and
integrating, we obtain [15]

fe → fp

fp
= ”e →”p →

∫
te

tp

dt niςi(!+”). (17)

The integrated e#ect is suppressed by a factor k/m where
k is the wave number. Assuming that the gravitational
potential is much deeper in the dark matter cloud around
the pulsar than around the Earth, we approximate the
frequency shift by

φf

f
(t) = →”p cos(2Ep(t→ dp) + 2ϑp), (18)

where we wrote tp = te → dp, with dp the distance to the
pulsar, and ”p = ϱGωp/m2 from Eq.(15), where ωp is
the density of the dark matter soliton around the pulsar.
As explained above, here we focus on the time-dependent
frequency shift.
The frequency shift leads to a time delay φt of the

pulses measured on the Earth,

φt = →
∫

t

0
dt

φf

f
. (19)

Keeping again only the time-dependent component, this
gives

φt =
”p

2m
sin(2Ept+ ↼p), ↼p = →2Epdp + 2ϑp. (20)

In standard analysis of pulsar timing array data [15,
22, 30, 31], one directly uses Eq.(20) to search for an
ultralight dark matter signal in the set of times of arrival.
In this approach, one approximates Ep ↔ m, so that all
pulsars may lead to an oscillatory signal with the same
frequency f = m/ϱ. If the dark matter cloud is very
large (m ↭ 10→22 eV) and contains the Earth as well
as all the pulsars, one includes the Earth term and all
terms have the same amplitude. This leads to constraints
on ultralight dark matter scenarios with m ↭ 10→22 eV.
This upper limit is set by the typical time interval $Tobs

between two measurements, which sets an upper bound
on the frequency fmax = 1/$Tobs that can be measured
from the data. With $Tobs ↔ 1 week, this gives fmax ↗
2↘ 10→6 Hz and mmax = ϱfmax = 3↘ 10→21 eV. A more
careful analysis shows that these data provide constraints
in the range 10→24 eV ↭ m ↭ 10→22 eV, as one needs at
least a few points in a cycle to extract the signal [31].

III. MOVING THE OBSERVATIONAL
WINDOW TO HIGHER SCALAR MASS

A. Correlation of a pair of pulsars

In this paper, we investigate whether one can constrain
higher dark matter masses m by cross-correlating the sig-
nals from di#erent pulsars. Indeed, considering two pul-
sars a and b measured at times tai and tbj , we obtain

φtaiφtbj =
”a”b

4m2
sin(2Eatai + ↼a) sin(2Ebtbj + ↼b). (21)

This also reads

φtaiφtbj =
”a”b

8m2

[
cos(2Eatai → 2Ebtbj + ↼a → ↼b)

→ cos(2Eatai + 2Ebtbj + ↼a + ↼b)

]
. (22)

If tai = tbj = t, the second term oscillates at the an-
gular frequency ↽ ↔ 4m, which is the second harmonic
of the one-point signal (20), and does not give access to

Can one probe higher masses by cross-correlating the signals from different pulsars ?
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from the data. With $Tobs ↔ 1 week, this gives fmax ↗
2↘ 10→6 Hz and mmax = ϱfmax = 3↘ 10→21 eV. A more
careful analysis shows that these data provide constraints
in the range 10→24 eV ↭ m ↭ 10→22 eV, as one needs at
least a few points in a cycle to extract the signal [31].
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In this approach, one approximates Ep ↔ m, so that all
pulsars may lead to an oscillatory signal with the same
frequency f = m/ϱ. If the dark matter cloud is very
large (m ↭ 10→22 eV) and contains the Earth as well
as all the pulsars, one includes the Earth term and all
terms have the same amplitude. This leads to constraints
on ultralight dark matter scenarios with m ↭ 10→22 eV.
This upper limit is set by the typical time interval $Tobs

between two measurements, which sets an upper bound
on the frequency fmax = 1/$Tobs that can be measured
from the data. With $Tobs ↔ 1 week, this gives fmax ↗
2↘ 10→6 Hz and mmax = ϱfmax = 3↘ 10→21 eV. A more
careful analysis shows that these data provide constraints
in the range 10→24 eV ↭ m ↭ 10→22 eV, as one needs at
least a few points in a cycle to extract the signal [31].
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ω = 2(Ea → Eb) = 2m(µa → µb) ↑ 2m

Introducing an oscillatory filter, we consider the observable:

4

higher scalar mass m. However, the first term oscillates
at the much smaller angular frequency ω = 2(Ea→Eb) =
2m(µa→µb) ↑ 2m. For a fixed range of frequency probed
by an experiment, this could provide constraints on much
higher scalar masses m. Moreover, by filtering the signal
as in Eq.(26) below, one can reach high scalar masses up
to m ↭ 1/|!tij | as in Eq.(27) below, where !tij is the
time-lag between the measurements of the two pulsars.
This upper mass limit could thus be pushed to high val-
ues. The goal of this paper is to investigate these points.

Defining the means and di”erences

µ̄ =
µa+µb

2
, !µ =

µa→µb

2
, ε̄ =

εa+εb

2
, !ε =

εa→εb

2
,

(23)
and

t̄ij =
tai + tbj

2
, !tij =

tai → tbj

2
, (24)

the product (22) reads

ϑtaiϑtbj =
#a#b

8m2

[
cos(4m(1+µ̄)!tij+4m!µt̄ij+2!ε)

→ cos(4m(1+µ̄)t̄ij+4m!µ!tij+2ε̄)
]
. (25)

We shall sum over measurements with small time in-
tervals !tij (i.e., the two pulsars are observed at two
closely separated times) while t̄ij can span a few years
(the duration Tobs of the observational campaign). The
second term oscillates with t̄ij at the fast angular fre-
quency 4m(1 + µ̄) whereas the first term oscillates more
slowly at the angular frequency 4m!µ. To distinguish
this small oscillatory component in the data, we multi-
ply the time delays by a similar oscillatory filter and we
define the observable
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associated with a dark matter cloud around each pulsar.

B. Dark matter mass window

The regime associated with the conditions (27) corre-
sponds to the mass window

m ↓
(
Tobs

1 yr

)→1

2↔ 10→23 eV,

m ↑
(

|!t|
1 hour

)→1

10→19 eV,

|m|!µ|→ ω| ↑
(
Tobs

1 yr

)→1

8↔ 10→24 eV. (29)

We can see that for |µ| ↭ 10→3 the width over m of a
probe at frequency ω is not too narrow, which makes
such an analysis possible. Depending on the total obser-
vational time Tobs and the time di”erence !t between
the measurement times of two pulsars, one may probe
in this fashion dark matter scenarios with masses in the
range 10→23 eV < m < 10→19 eV. Of course this assumes
that the cadence of pulsar observations could be as high
as one per hour. This has to be adapted to future fore-
cast for such observations. Thus, our filtering method
could give access to scalar masses somewhat above the
standard approach, which typically probes m ↭ 10→22

eV. In particular, the upper bound on the scalar mass m
that can be reached is set by the time lag !t between
the measurements of the two pulsars. The main point of
this paper is thus that by making this time very small,
for instance by observing the two pulsars on an overlap-
ping time interval, one could have access to high m. On
the other hand, to be detectable large m models would
require high-density dark matter clouds, because of the
1/m2 factors in Eqs.(15) and (28).
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Therefore, the dark matter clouds that could be probed
by such analysis would typically have sizes above 0.01 pc,
as R > ϱC . As a result, we do not consider highly dense
clumps with large Newtonian potentials.
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As in standard analysis of pulsar times of arrival [31],
we write the timing residuals (with respect to a specific
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where ϑt is the vector of the timing residuals, {ϑtai, ϑtbj}.
The first term on the right-hand side arises from the error
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ing model, using a linear approximation appropriate for
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higher scalar mass m. However, the first term oscillates
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by an experiment, this could provide constraints on much
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as in Eq.(26) below, one can reach high scalar masses up
to m ↭ 1/|!tij | as in Eq.(27) below, where !tij is the
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This upper mass limit could thus be pushed to high val-
ues. The goal of this paper is to investigate these points.
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as one per hour. This has to be adapted to future fore-
cast for such observations. Thus, our filtering method
could give access to scalar masses somewhat above the
standard approach, which typically probes m ↭ 10→22

eV. In particular, the upper bound on the scalar mass m
that can be reached is set by the time lag !t between
the measurements of the two pulsars. The main point of
this paper is thus that by making this time very small,
for instance by observing the two pulsars on an overlap-
ping time interval, one could have access to high m. On
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probe at frequency ω is not too narrow, which makes
such an analysis possible. Depending on the total obser-
vational time Tobs and the time di”erence !t between
the measurement times of two pulsars, one may probe
in this fashion dark matter scenarios with masses in the
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that the cadence of pulsar observations could be as high
as one per hour. This has to be adapted to future fore-
cast for such observations. Thus, our filtering method
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standard approach, which typically probes m ↭ 10→22
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that can be reached is set by the time lag !t between
the measurements of the two pulsars. The main point of
this paper is thus that by making this time very small,
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We can see that for |µ| ↭ 10→3 the width over m of a
probe at frequency ω is not too narrow, which makes
such an analysis possible. Depending on the total obser-
vational time Tobs and the time di”erence !t between
the measurement times of two pulsars, one may probe
in this fashion dark matter scenarios with masses in the
range 10→23 eV < m < 10→19 eV. Of course this assumes
that the cadence of pulsar observations could be as high
as one per hour. This has to be adapted to future fore-
cast for such observations. Thus, our filtering method
could give access to scalar masses somewhat above the
standard approach, which typically probes m ↭ 10→22

eV. In particular, the upper bound on the scalar mass m
that can be reached is set by the time lag !t between
the measurements of the two pulsars. The main point of
this paper is thus that by making this time very small,
for instance by observing the two pulsars on an overlap-
ping time interval, one could have access to high m. On
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model of the pulsar and of the motion of the Earth) as
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that can be reached is set by the time lag !t between
the measurements of the two pulsars. The main point of
this paper is thus that by making this time very small,
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ping time interval, one could have access to high m. On
the other hand, to be detectable large m models would
require high-density dark matter clouds, because of the
1/m2 factors in Eqs.(15) and (28).
The Compton wavelength reads

ϱC =
2ϖ

m
=

(
m

10→20 eV

)→1
4↔ 10→3 pc. (30)

Therefore, the dark matter clouds that could be probed
by such analysis would typically have sizes above 0.01 pc,
as R > ϱC . As a result, we do not consider highly dense
clumps with large Newtonian potentials.

C. Noise contributions

1. Noise contributions to the timing residuals

As in standard analysis of pulsar times of arrival [31],
we write the timing residuals (with respect to a specific
model of the pulsar and of the motion of the Earth) as

ϑt = M · ς+w + r+ ϑtGW + ϑtDM, (31)

where ϑt is the vector of the timing residuals, {ϑtai, ϑtbj}.
The first term on the right-hand side arises from the error
ς on the parameters of the underlying deterministic tim-
ing model, using a linear approximation appropriate for

4

higher scalar mass m. However, the first term oscillates
at the much smaller angular frequency ω = 2(Ea→Eb) =
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higher scalar masses m. Moreover, by filtering the signal
as in Eq.(26) below, one can reach high scalar masses up
to m ↭ 1/|!tij | as in Eq.(27) below, where !tij is the
time-lag between the measurements of the two pulsars.
This upper mass limit could thus be pushed to high val-
ues. The goal of this paper is to investigate these points.
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the product (22) reads

ϑtaiϑtbj =
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[
cos(4m(1+µ̄)!tij+4m!µt̄ij+2!ε)

→ cos(4m(1+µ̄)t̄ij+4m!µ!tij+2ε̄)
]
. (25)

We shall sum over measurements with small time in-
tervals !tij (i.e., the two pulsars are observed at two
closely separated times) while t̄ij can span a few years
(the duration Tobs of the observational campaign). The
second term oscillates with t̄ij at the fast angular fre-
quency 4m(1 + µ̄) whereas the first term oscillates more
slowly at the angular frequency 4m!µ. To distinguish
this small oscillatory component in the data, we multi-
ply the time delays by a similar oscillatory filter and we
define the observable

s =
1

Nij

∑

ij

ϑtaiϑtbj cos(4ωt̄ij), (26)

where we sum over a set of Nij pairs of times of arrival
{tai, tbj} and ω > 0. In the regime

4mTobs ↓ ϖ, 4m|!tij | ↑ ϖ, |m|!µ|→ ω|Tobs ↑
ϖ

8
,

(27)
the second term in (25) shows many oscillations that can-
cel out while the first term gives a dominant contribution
of the form

sDM =
#a#b

16m2
cos(2!ε), (28)

associated with a dark matter cloud around each pulsar.

B. Dark matter mass window

The regime associated with the conditions (27) corre-
sponds to the mass window

m ↓
(
Tobs

1 yr

)→1

2↔ 10→23 eV,

m ↑
(

|!t|
1 hour

)→1

10→19 eV,

|m|!µ|→ ω| ↑
(
Tobs

1 yr

)→1

8↔ 10→24 eV. (29)

We can see that for |µ| ↭ 10→3 the width over m of a
probe at frequency ω is not too narrow, which makes
such an analysis possible. Depending on the total obser-
vational time Tobs and the time di”erence !t between
the measurement times of two pulsars, one may probe
in this fashion dark matter scenarios with masses in the
range 10→23 eV < m < 10→19 eV. Of course this assumes
that the cadence of pulsar observations could be as high
as one per hour. This has to be adapted to future fore-
cast for such observations. Thus, our filtering method
could give access to scalar masses somewhat above the
standard approach, which typically probes m ↭ 10→22

eV. In particular, the upper bound on the scalar mass m
that can be reached is set by the time lag !t between
the measurements of the two pulsars. The main point of
this paper is thus that by making this time very small,
for instance by observing the two pulsars on an overlap-
ping time interval, one could have access to high m. On
the other hand, to be detectable large m models would
require high-density dark matter clouds, because of the
1/m2 factors in Eqs.(15) and (28).
The Compton wavelength reads

ϱC =
2ϖ

m
=

(
m

10→20 eV

)→1
4↔ 10→3 pc. (30)

Therefore, the dark matter clouds that could be probed
by such analysis would typically have sizes above 0.01 pc,
as R > ϱC . As a result, we do not consider highly dense
clumps with large Newtonian potentials.

C. Noise contributions

1. Noise contributions to the timing residuals

As in standard analysis of pulsar times of arrival [31],
we write the timing residuals (with respect to a specific
model of the pulsar and of the motion of the Earth) as

ϑt = M · ς+w + r+ ϑtGW + ϑtDM, (31)

where ϑt is the vector of the timing residuals, {ϑtai, ϑtbj}.
The first term on the right-hand side arises from the error
ς on the parameters of the underlying deterministic tim-
ing model, using a linear approximation appropriate for
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that can be reached is set by the time lag !t between
the measurements of the two pulsars. The main point of
this paper is thus that by making this time very small,
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as R > ϱC . As a result, we do not consider highly dense
clumps with large Newtonian potentials.
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1. Noise contributions to the timing residuals
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we write the timing residuals (with respect to a specific
model of the pulsar and of the motion of the Earth) as

ϑt = M · ς+w + r+ ϑtGW + ϑtDM, (31)

where ϑt is the vector of the timing residuals, {ϑtai, ϑtbj}.
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ς on the parameters of the underlying deterministic tim-
ing model, using a linear approximation appropriate for
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small perturbations. In the following we assume that the
model parameters ω have already been calibrated from a
standard analysis of the pulsar data and we discard this
term. The second term is a white noise that is left after
subtracting known systematics. The third term, often
denoted F ·a, is a red noise component. The fourth term
corresponds to the stochastic gravitational wave back-
ground. The fifth term is the time delay due to the dark
matter cloud, given by Eq.(20) in our case.

We assume that the noises associated with di!erent
pulsars are uncorrelated and we write

→waiwbj↑ = εabεijϑ
2
ai
, →rairbj↑ = εabC

r

a
(ti ↓ tj), (32)

where →. . . ↑ is the average over the noise, which we as-
sume to be Gaussian with zero mean, and C

r

a
is the cor-

relation function of the red noise for pulsar a.
We also write the stochastic gravitational wave back-

ground as a Gaussian noise of zero mean, with a pulsar
correlation ”ab given by the Hellings & Downs overlap
reduction function [32],

→εtGWaiεtGWbj↑ = ”abCGW(tai ↓ tbj). (33)

We define the power spectra of the red noise and of the
stochastic gravitational wave background as

C
r

a
(t) =

∫
fmax

fmin

df cos(2ϖft)Pa(f), (34)

and

CGW(t) =

∫
fmax

fmin

df cos(2ϖft)PGW(f), (35)

assuming most of their contribution comes from a finite
range of frequencies.

2. Statistics of measurement times

Hereafter, we assume the following observational strat-
egy. For each measurement at time tai of the pulsar a

we associate a single measurement time tbj for the pulsar
b (the closest available time). Thus, the observable (26)
reads as a single sum over N measurement time pairs,

s =
1

N

N∑

i=1

εtaiεtbi cos(4ϱTi), Ti =
tai + tbi

2
. (36)

We assume that the measurement times are roughly
equally spaced over the total observational time Tobs,

tai = i#T +#tai, tbi = i#T +#tbi, #T =
Tobs

N
, (37)

where #tai and #tbi are independent Gaussian variables
of variance ϑt ↔ #T . We denote with the angular brack-
ets the average over the noise, as in Eq.(32), and with an
overbar the average over the measurement times #tai

and #tbi, as in Eq.(38) below. This statistical analysis
allows us to estimate the typical signal-to-noise ratio as a
function of the main properties of the measurement cam-
paign: the total observational time Tobs, the rough peri-
odicity #T of the measurements, and the irregularity ϑt

of the observations due to various technical constraints.

3. Mean signal

As the noise terms of the two pulsars are uncorrelated,
as in (32), the average of the observable s over the noise
is given by the contributions from the dark matter oscil-
lations and from the stochastic gravitational wave back-
ground,

→s↑ = sDM + sGW. (38)

The dark matter contribution (28) reads

sDM =
$a$b

16m2
cos(2#ς) =

ϖ
2G2

φaφb

16m6
cos(2#ς), (39)

which depends crucially on the matter density in the
clumps.
The stochastic gravitational wave background contri-

bution reads

sGW = ”ab cos[2ϱ(N + 1)#T ]e→2ω2
ε

2 sin(2ϱTobs)

N sin(2ϱ#T )

↗
∫

fmax

fmin

df PGW(f)e→2ϑ2
ω
2
f
2

, (40)

where we introduced ϑ
2 = 2ϑ2

t
. This contribution is sup-

pressed by the trigonometric factors for ϱTobs ↘ ϖ. In
the following, we assume that this contribution can be
distinguished from the dark matter signal (39) thanks to
its specific angular correlation ”ab and its dependence on
ϱ.

4. Variance of the signal

a. White noise The contribution of the white noise
to the variance of the observable s reads

→s2↑w =
1

N2

∑

i

cos2(4ϱTi)ϑ
2
ai
ϑ
2
bi
. (41)

Taking ϑai = ϑa and ϑbi = ϑb and averaging over the
measurement times, we obtain for ϑ

2
w

= →s2↑w the two
regimes

ϱTobs ↔ ϖ : ϑ
2
w
=

ϑ
2
a
ϑ
2
b

N
,

ϱTobs ↘ ϖ : ϑ
2
w
=

ϑ
2
a
ϑ
2
b

2N
. (42)

They only di!er by a numerical factor coming from the
averaging of cos2.

5

small perturbations. In the following we assume that the
model parameters ω have already been calibrated from a
standard analysis of the pulsar data and we discard this
term. The second term is a white noise that is left after
subtracting known systematics. The third term, often
denoted F ·a, is a red noise component. The fourth term
corresponds to the stochastic gravitational wave back-
ground. The fifth term is the time delay due to the dark
matter cloud, given by Eq.(20) in our case.

We assume that the noises associated with di!erent
pulsars are uncorrelated and we write

→waiwbj↑ = εabεijϑ
2
ai
, →rairbj↑ = εabC

r

a
(ti ↓ tj), (32)

where →. . . ↑ is the average over the noise, which we as-
sume to be Gaussian with zero mean, and C

r

a
is the cor-

relation function of the red noise for pulsar a.
We also write the stochastic gravitational wave back-

ground as a Gaussian noise of zero mean, with a pulsar
correlation ”ab given by the Hellings & Downs overlap
reduction function [32],

→εtGWaiεtGWbj↑ = ”abCGW(tai ↓ tbj). (33)

We define the power spectra of the red noise and of the
stochastic gravitational wave background as

C
r

a
(t) =

∫
fmax

fmin

df cos(2ϖft)Pa(f), (34)

and

CGW(t) =

∫
fmax

fmin

df cos(2ϖft)PGW(f), (35)

assuming most of their contribution comes from a finite
range of frequencies.

2. Statistics of measurement times

Hereafter, we assume the following observational strat-
egy. For each measurement at time tai of the pulsar a

we associate a single measurement time tbj for the pulsar
b (the closest available time). Thus, the observable (26)
reads as a single sum over N measurement time pairs,

s =
1

N

N∑

i=1

εtaiεtbi cos(4ϱTi), Ti =
tai + tbi

2
. (36)

We assume that the measurement times are roughly
equally spaced over the total observational time Tobs,

tai = i#T +#tai, tbi = i#T +#tbi, #T =
Tobs

N
, (37)

where #tai and #tbi are independent Gaussian variables
of variance ϑt ↔ #T . We denote with the angular brack-
ets the average over the noise, as in Eq.(32), and with an
overbar the average over the measurement times #tai

and #tbi, as in Eq.(38) below. This statistical analysis
allows us to estimate the typical signal-to-noise ratio as a
function of the main properties of the measurement cam-
paign: the total observational time Tobs, the rough peri-
odicity #T of the measurements, and the irregularity ϑt

of the observations due to various technical constraints.

3. Mean signal

As the noise terms of the two pulsars are uncorrelated,
as in (32), the average of the observable s over the noise
is given by the contributions from the dark matter oscil-
lations and from the stochastic gravitational wave back-
ground,

→s↑ = sDM + sGW. (38)

The dark matter contribution (28) reads

sDM =
$a$b

16m2
cos(2#ς) =

ϖ
2G2

φaφb

16m6
cos(2#ς), (39)

which depends crucially on the matter density in the
clumps.
The stochastic gravitational wave background contri-

bution reads

sGW = ”ab cos[2ϱ(N + 1)#T ]e→2ω2
ε

2 sin(2ϱTobs)

N sin(2ϱ#T )

↗
∫

fmax

fmin

df PGW(f)e→2ϑ2
ω
2
f
2

, (40)

where we introduced ϑ
2 = 2ϑ2

t
. This contribution is sup-

pressed by the trigonometric factors for ϱTobs ↘ ϖ. In
the following, we assume that this contribution can be
distinguished from the dark matter signal (39) thanks to
its specific angular correlation ”ab and its dependence on
ϱ.

4. Variance of the signal

a. White noise The contribution of the white noise
to the variance of the observable s reads

→s2↑w =
1

N2

∑

i

cos2(4ϱTi)ϑ
2
ai
ϑ
2
bi
. (41)

Taking ϑai = ϑa and ϑbi = ϑb and averaging over the
measurement times, we obtain for ϑ

2
w

= →s2↑w the two
regimes

ϱTobs ↔ ϖ : ϑ
2
w
=

ϑ
2
a
ϑ
2
b

N
,

ϱTobs ↘ ϖ : ϑ
2
w
=

ϑ
2
a
ϑ
2
b

2N
. (42)

They only di!er by a numerical factor coming from the
averaging of cos2.

4

higher scalar mass m. However, the first term oscillates
at the much smaller angular frequency ω = 2(Ea→Eb) =
2m(µa→µb) ↑ 2m. For a fixed range of frequency probed
by an experiment, this could provide constraints on much
higher scalar masses m. Moreover, by filtering the signal
as in Eq.(26) below, one can reach high scalar masses up
to m ↭ 1/|!tij | as in Eq.(27) below, where !tij is the
time-lag between the measurements of the two pulsars.
This upper mass limit could thus be pushed to high val-
ues. The goal of this paper is to investigate these points.

Defining the means and di”erences
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]
. (25)

We shall sum over measurements with small time in-
tervals !tij (i.e., the two pulsars are observed at two
closely separated times) while t̄ij can span a few years
(the duration Tobs of the observational campaign). The
second term oscillates with t̄ij at the fast angular fre-
quency 4m(1 + µ̄) whereas the first term oscillates more
slowly at the angular frequency 4m!µ. To distinguish
this small oscillatory component in the data, we multi-
ply the time delays by a similar oscillatory filter and we
define the observable

s =
1

Nij

∑

ij

ϑtaiϑtbj cos(4ωt̄ij), (26)

where we sum over a set of Nij pairs of times of arrival
{tai, tbj} and ω > 0. In the regime

4mTobs ↓ ϖ, 4m|!tij | ↑ ϖ, |m|!µ|→ ω|Tobs ↑
ϖ

8
,

(27)
the second term in (25) shows many oscillations that can-
cel out while the first term gives a dominant contribution
of the form

sDM =
#a#b

16m2
cos(2!ε), (28)

associated with a dark matter cloud around each pulsar.

B. Dark matter mass window

The regime associated with the conditions (27) corre-
sponds to the mass window

m ↓
(
Tobs

1 yr

)→1

2↔ 10→23 eV,

m ↑
(

|!t|
1 hour

)→1

10→19 eV,

|m|!µ|→ ω| ↑
(
Tobs

1 yr

)→1

8↔ 10→24 eV. (29)

We can see that for |µ| ↭ 10→3 the width over m of a
probe at frequency ω is not too narrow, which makes
such an analysis possible. Depending on the total obser-
vational time Tobs and the time di”erence !t between
the measurement times of two pulsars, one may probe
in this fashion dark matter scenarios with masses in the
range 10→23 eV < m < 10→19 eV. Of course this assumes
that the cadence of pulsar observations could be as high
as one per hour. This has to be adapted to future fore-
cast for such observations. Thus, our filtering method
could give access to scalar masses somewhat above the
standard approach, which typically probes m ↭ 10→22

eV. In particular, the upper bound on the scalar mass m
that can be reached is set by the time lag !t between
the measurements of the two pulsars. The main point of
this paper is thus that by making this time very small,
for instance by observing the two pulsars on an overlap-
ping time interval, one could have access to high m. On
the other hand, to be detectable large m models would
require high-density dark matter clouds, because of the
1/m2 factors in Eqs.(15) and (28).
The Compton wavelength reads

ϱC =
2ϖ

m
=

(
m

10→20 eV

)→1
4↔ 10→3 pc. (30)

Therefore, the dark matter clouds that could be probed
by such analysis would typically have sizes above 0.01 pc,
as R > ϱC . As a result, we do not consider highly dense
clumps with large Newtonian potentials.

C. Noise contributions

1. Noise contributions to the timing residuals

As in standard analysis of pulsar times of arrival [31],
we write the timing residuals (with respect to a specific
model of the pulsar and of the motion of the Earth) as

ϑt = M · ς+w + r+ ϑtGW + ϑtDM, (31)

where ϑt is the vector of the timing residuals, {ϑtai, ϑtbj}.
The first term on the right-hand side arises from the error
ς on the parameters of the underlying deterministic tim-
ing model, using a linear approximation appropriate for

3

energy-momentum tensor Tµ

ω
[15],

→T
0
0 = ω̄+ ωosc, T

i

i
= 3(P̄ + Posc), (11)

with at leading order ω̄ = ω,

ωosc = →ω cos(2ε)

(
v
2
0 + !̄Q +

1

3
!̄I

)
+ ω cos(4ε)

1

6
!̄I ,

(12)
where we denote ε = Et+ ϑ the argument of the cosine
in Eq.(9), and

P̄ = ω

(
v
2
0

3
+ !̄Q +

!̄I

2

)
, Posc = →ω cos(2ε). (13)

Thus, whereas ωosc ↑ ω̄ we have P̄ ↑ Posc in the nonrel-
ativistic regime. From the Einstein equations,

→2ϖ↓2” = 8ϱGT 0
0 , 6”̈→ 2ϖ↓2(”→ !) = 8ϱGT i

i
, (14)

we obtain for the gravitational potential ”

↓2”̄ = 4ϱGω0, ”osc =
ϱGω0
m2

cos(2ε). (15)

The second equation gives access to the oscillating part of
the Newtonian potential induced by the rapid oscillations
of the matter density.

C. Sachs-Wolfe e!ect and time delays

As for the Sachs-Wolfe e#ect for the Cosmic Microwave
Background (CMB), when photons travel from a pulsar
towards the Earth, their frequency is modified by the
metric fluctuations as [15]

fe → fp

fp
=

∫
te

tp

dt ςt(!+”) + !p → !e. (16)

Here we denote with the subscript e and p the time and
location associated with the Earth and the pulsar. The
time-independent components ”̄ and !̄ of the gravita-
tional potentials lead to a constant frequency shift that
cannot be measured, as we do not know with exact accu-
racy the value of the emission frequency fp. Therefore,
in the following we focus on the oscillatory components
of the metric potentials. Writing ςt =

d

dt
→ niςi, where

ϖn is the unit vector along the signal propagation, and
integrating, we obtain [15]

fe → fp

fp
= ”e →”p →

∫
te

tp

dt niςi(!+”). (17)

The integrated e#ect is suppressed by a factor k/m where
k is the wave number. Assuming that the gravitational
potential is much deeper in the dark matter cloud around
the pulsar than around the Earth, we approximate the
frequency shift by

φf

f
(t) = →”p cos(2Ep(t→ dp) + 2ϑp), (18)

where we wrote tp = te → dp, with dp the distance to the
pulsar, and ”p = ϱGωp/m2 from Eq.(15), where ωp is
the density of the dark matter soliton around the pulsar.
As explained above, here we focus on the time-dependent
frequency shift.
The frequency shift leads to a time delay φt of the

pulses measured on the Earth,

φt = →
∫

t

0
dt

φf

f
. (19)

Keeping again only the time-dependent component, this
gives

φt =
”p

2m
sin(2Ept+ ↼p), ↼p = →2Epdp + 2ϑp. (20)

In standard analysis of pulsar timing array data [15,
22, 30, 31], one directly uses Eq.(20) to search for an
ultralight dark matter signal in the set of times of arrival.
In this approach, one approximates Ep ↔ m, so that all
pulsars may lead to an oscillatory signal with the same
frequency f = m/ϱ. If the dark matter cloud is very
large (m ↭ 10→22 eV) and contains the Earth as well
as all the pulsars, one includes the Earth term and all
terms have the same amplitude. This leads to constraints
on ultralight dark matter scenarios with m ↭ 10→22 eV.
This upper limit is set by the typical time interval $Tobs

between two measurements, which sets an upper bound
on the frequency fmax = 1/$Tobs that can be measured
from the data. With $Tobs ↔ 1 week, this gives fmax ↗
2↘ 10→6 Hz and mmax = ϱfmax = 3↘ 10→21 eV. A more
careful analysis shows that these data provide constraints
in the range 10→24 eV ↭ m ↭ 10→22 eV, as one needs at
least a few points in a cycle to extract the signal [31].

III. MOVING THE OBSERVATIONAL
WINDOW TO HIGHER SCALAR MASS

A. Correlation of a pair of pulsars

In this paper, we investigate whether one can constrain
higher dark matter masses m by cross-correlating the sig-
nals from di#erent pulsars. Indeed, considering two pul-
sars a and b measured at times tai and tbj , we obtain

φtaiφtbj =
”a”b

4m2
sin(2Eatai + ↼a) sin(2Ebtbj + ↼b). (21)

This also reads

φtaiφtbj =
”a”b

8m2

[
cos(2Eatai → 2Ebtbj + ↼a → ↼b)

→ cos(2Eatai + 2Ebtbj + ↼a + ↼b)

]
. (22)

If tai = tbj = t, the second term oscillates at the an-
gular frequency ↽ ↔ 4m, which is the second harmonic
of the one-point signal (20), and does not give access to
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small perturbations. In the following we assume that the
model parameters ω have already been calibrated from a
standard analysis of the pulsar data and we discard this
term. The second term is a white noise that is left after
subtracting known systematics. The third term, often
denoted F ·a, is a red noise component. The fourth term
corresponds to the stochastic gravitational wave back-
ground. The fifth term is the time delay due to the dark
matter cloud, given by Eq.(20) in our case.

We assume that the noises associated with di!erent
pulsars are uncorrelated and we write

→waiwbj↑ = εabεijϑ
2
ai
, →rairbj↑ = εabC

r

a
(ti ↓ tj), (32)

where →. . . ↑ is the average over the noise, which we as-
sume to be Gaussian with zero mean, and C

r

a
is the cor-

relation function of the red noise for pulsar a.
We also write the stochastic gravitational wave back-

ground as a Gaussian noise of zero mean, with a pulsar
correlation ”ab given by the Hellings & Downs overlap
reduction function [32],

→εtGWaiεtGWbj↑ = ”abCGW(tai ↓ tbj). (33)

We define the power spectra of the red noise and of the
stochastic gravitational wave background as

C
r

a
(t) =

∫
fmax

fmin

df cos(2ϖft)Pa(f), (34)

and

CGW(t) =

∫
fmax

fmin

df cos(2ϖft)PGW(f), (35)

assuming most of their contribution comes from a finite
range of frequencies.

2. Statistics of measurement times

Hereafter, we assume the following observational strat-
egy. For each measurement at time tai of the pulsar a

we associate a single measurement time tbj for the pulsar
b (the closest available time). Thus, the observable (26)
reads as a single sum over N measurement time pairs,

s =
1

N

N∑

i=1

εtaiεtbi cos(4ϱTi), Ti =
tai + tbi

2
. (36)

We assume that the measurement times are roughly
equally spaced over the total observational time Tobs,

tai = i#T +#tai, tbi = i#T +#tbi, #T =
Tobs

N
, (37)

where #tai and #tbi are independent Gaussian variables
of variance ϑt ↔ #T . We denote with the angular brack-
ets the average over the noise, as in Eq.(32), and with an
overbar the average over the measurement times #tai

and #tbi, as in Eq.(38) below. This statistical analysis
allows us to estimate the typical signal-to-noise ratio as a
function of the main properties of the measurement cam-
paign: the total observational time Tobs, the rough peri-
odicity #T of the measurements, and the irregularity ϑt

of the observations due to various technical constraints.

3. Mean signal

As the noise terms of the two pulsars are uncorrelated,
as in (32), the average of the observable s over the noise
is given by the contributions from the dark matter oscil-
lations and from the stochastic gravitational wave back-
ground,

→s↑ = sDM + sGW. (38)

The dark matter contribution (28) reads

sDM =
$a$b

16m2
cos(2#ς) =

ϖ
2G2

φaφb

16m6
cos(2#ς), (39)

which depends crucially on the matter density in the
clumps.
The stochastic gravitational wave background contri-

bution reads

sGW = ”ab cos[2ϱ(N + 1)#T ]e→2ω2
ε

2 sin(2ϱTobs)

N sin(2ϱ#T )

↗
∫

fmax

fmin

df PGW(f)e→2ϑ2
ω
2
f
2

, (40)

where we introduced ϑ
2 = 2ϑ2

t
. This contribution is sup-

pressed by the trigonometric factors for ϱTobs ↘ ϖ. In
the following, we assume that this contribution can be
distinguished from the dark matter signal (39) thanks to
its specific angular correlation ”ab and its dependence on
ϱ.

4. Variance of the signal

a. White noise The contribution of the white noise
to the variance of the observable s reads

→s2↑w =
1

N2

∑

i

cos2(4ϱTi)ϑ
2
ai
ϑ
2
bi
. (41)

Taking ϑai = ϑa and ϑbi = ϑb and averaging over the
measurement times, we obtain for ϑ

2
w

= →s2↑w the two
regimes

ϱTobs ↔ ϖ : ϑ
2
w
=

ϑ
2
a
ϑ
2
b

N
,

ϱTobs ↘ ϖ : ϑ
2
w
=

ϑ
2
a
ϑ
2
b

2N
. (42)

They only di!er by a numerical factor coming from the
averaging of cos2.
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a. White noise The contribution of the white noise
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2
ai
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2
bi
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2
w
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2
w
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2
a
ϑ
2
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2
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ϑ
2
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. (42)

They only di!er by a numerical factor coming from the
averaging of cos2.
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cos(2#ς) =
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where we introduced ϑ
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t
. This contribution is sup-

pressed by the trigonometric factors for ϱTobs ↘ ϖ. In
the following, we assume that this contribution can be
distinguished from the dark matter signal (39) thanks to
its specific angular correlation ”ab and its dependence on
ϱ.

4. Variance of the signal

a. White noise The contribution of the white noise
to the variance of the observable s reads

→s2↑w =
1

N2
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i

cos2(4ϱTi)ϑ
2
ai
ϑ
2
bi
. (41)

Taking ϑai = ϑa and ϑbi = ϑb and averaging over the
measurement times, we obtain for ϑ

2
w

= →s2↑w the two
regimes

ϱTobs ↔ ϖ : ϑ
2
w
=

ϑ
2
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ϑ
2
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N
,
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=

ϑ
2
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ϑ
2
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They only di!er by a numerical factor coming from the
averaging of cos2.
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b. Red noise The contribution of the red noise reads

→s2↑r =
1

2N2

∑

i,i→

[cos(4ω(Ti↓Ti→)) + cos(4ω(Ti+Ti→))]

↔C
r

a
(tai ↓ tai→)C

r

b
(tbi ↓ tbi→). (43)

Using Eq.(34), in the regime

ω ↗ ε

Tobs
, fmax ↗ 1

!T
, N ↘ 1, (44)

the variance due to the red noise becomes

ϑ
2
r
= →s2↑r =

1

2Tobs

∫
fmax

fmin

df Pa(f)Pb(f), (45)

whereas in the regime

ε

Tobs
↗ ω ↗ fmin, fmax ↗ 1

!T
, N ↘ 1, (46)

it reads

ϑ
2
r
=

1

4Tobs

∫
fmax

fmin

df Pa(f)Pb(f). (47)

We give in App. A more details on the derivation of
Eqs.(45) and (47).

c. Stochastic gravitational wave background The
computation of the variance due to the stochastic grav-
itational wave background is similar to that of the red
noise. Using ”aa = 1, in the regime (44) we obtain

ϑ
2
GW =

1 + ”2
ab

2Tobs

∫
fmax

fmin

df PGW(f)2, (48)

while in the regime (46) we obtain

ϑ
2
GW =

1 + ”2
ab

4Tobs

∫
fmax

fmin

df PGW(f)2. (49)

IV. NUMERICAL RESULTS

A. Signal-to-noise ratio

We define the signal-to-noise ratio SNR as

SNR =

∣∣∣∣
→s↑
ϑs

∣∣∣∣ , (50)

where ϑs is the variance due to the white and red noises,
which we add in quadrature,

ϑ
2
s
= ϑ

2
w
+ ϑ

2
r
+ ϑ

2
GW. (51)

From Eqs.(42), (47) and (49), pulsar timing arrays can
currently reach

≃
ϑs ⇐ 10→7 s [34]. The gravitational

wave background leads to a floor for the variance ϑ2
s
that

can only be reduced by increasing the total observational

FIG. 1. The shaded regions are the exclusion domains ob-
tained from standard pulsar time delays analysis [31, 33]. The
blue solid line is our estimate (53). The horizontal dot-dashed
line is the detection limit of a dark matter cloud, which would
contain a white-dwarf binary system, for the observation of
the waveform by the future satellite DECIGO.

time Tobs or by a thorough analysis of the signal taking
into account its detailed spatial and temporal character-
istics, in order to discriminate the dark matter signal
and remove degeneracies. This goes beyond the signal-
to-noise ratio estimate that we consider in this paper and
is left for future work. A signal-to-noise ratio above unity
corresponds to

SNR > 1 :

≃
ϖaϖb

m3
>

4
≃
ϑs

εG
√
| cos(2!ϱ)|

. (52)

Taking for simplicity ϖa = ϖb = ϖ and | cos(2!ϱ)| = 1/2,
this gives the detection criterion

ϖSNR >

≃
ϑs

10→7 s

(
m

10→20 eV

)3
5↔ 109 GeV/cm3

, (53)

which also reads

ϖSNR >

≃
ϑs

10→7 s

(
m

10→20 eV

)3
3↔ 1015 ϖ̄0, (54)

where ϖ̄0 is the mean cosmological matter density today.
We show in Fig. 1 our result (53), which we compare

with the bounds on ultralight dark matter densities al-
ready obtained by standard pulsar time delay analysis
[31, 33]. We extend the bounds published in these pa-
pers to higher masses, up to m = ε/!t with !t = 1
month for [31] and !t = 3 weeks for [33], with a slope
ϖ ⇒ m

3 which should hold for m ↭ 1/Tobs [31]. We
also display the bounds on the dark matter environment
that could be obtained from the observation of gravi-
tational waves emitted by a white-dwarf binary system
by DECIGO [35, 36] following from the impact of the

white noise red noise, average over noise randomness and over measurement times
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time Tobs or by a thorough analysis of the signal taking
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istics, in order to discriminate the dark matter signal
and remove degeneracies. This goes beyond the signal-
to-noise ratio estimate that we consider in this paper and
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stochastic GW background
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where ϖ̄0 is the mean cosmological matter density today.
We show in Fig. 1 our result (53), which we compare

with the bounds on ultralight dark matter densities al-
ready obtained by standard pulsar time delay analysis
[31, 33]. We extend the bounds published in these pa-
pers to higher masses, up to m = ε/!t with !t = 1
month for [31] and !t = 3 weeks for [33], with a slope
ϖ ⇒ m

3 which should hold for m ↭ 1/Tobs [31]. We
also display the bounds on the dark matter environment
that could be obtained from the observation of gravi-
tational waves emitted by a white-dwarf binary system
by DECIGO [35, 36] following from the impact of the
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FIG. 1. The shaded regions are the exclusion domains ob-
tained from standard pulsar time delays analysis [31, 33]. The
blue solid line is our estimate (53). The horizontal dot-dashed
line is the detection limit of a dark matter cloud, which would
contain a white-dwarf binary system, for the observation of
the waveform by the future satellite DECIGO.
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istics, in order to discriminate the dark matter signal
and remove degeneracies. This goes beyond the signal-
to-noise ratio estimate that we consider in this paper and
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where ϖ̄0 is the mean cosmological matter density today.
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with the bounds on ultralight dark matter densities al-
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[31, 33]. We extend the bounds published in these pa-
pers to higher masses, up to m = ε/!t with !t = 1
month for [31] and !t = 3 weeks for [33], with a slope
ϖ ⇒ m

3 which should hold for m ↭ 1/Tobs [31]. We
also display the bounds on the dark matter environment
that could be obtained from the observation of gravi-
tational waves emitted by a white-dwarf binary system
by DECIGO [35, 36] following from the impact of the
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the waveform by the future satellite DECIGO.
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into account its detailed spatial and temporal character-
istics, in order to discriminate the dark matter signal
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with the bounds on ultralight dark matter densities al-
ready obtained by standard pulsar time delay analysis
[31, 33]. We extend the bounds published in these pa-
pers to higher masses, up to m = ε/!t with !t = 1
month for [31] and !t = 3 weeks for [33], with a slope
ϖ ⇒ m

3 which should hold for m ↭ 1/Tobs [31]. We
also display the bounds on the dark matter environment
that could be obtained from the observation of gravi-
tational waves emitted by a white-dwarf binary system
by DECIGO [35, 36] following from the impact of the
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the waveform by the future satellite DECIGO.

time Tobs or by a thorough analysis of the signal taking
into account its detailed spatial and temporal character-
istics, in order to discriminate the dark matter signal
and remove degeneracies. This goes beyond the signal-
to-noise ratio estimate that we consider in this paper and
is left for future work. A signal-to-noise ratio above unity
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Taking for simplicity ϖa = ϖb = ϖ and | cos(2!ϱ)| = 1/2,
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where ϖ̄0 is the mean cosmological matter density today.
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with the bounds on ultralight dark matter densities al-
ready obtained by standard pulsar time delay analysis
[31, 33]. We extend the bounds published in these pa-
pers to higher masses, up to m = ε/!t with !t = 1
month for [31] and !t = 3 weeks for [33], with a slope
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3 which should hold for m ↭ 1/Tobs [31]. We
also display the bounds on the dark matter environment
that could be obtained from the observation of gravi-
tational waves emitted by a white-dwarf binary system
by DECIGO [35, 36] following from the impact of the
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tained from standard pulsar time delays analysis [31, 33]. The
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the waveform by the future satellite DECIGO.

time Tobs or by a thorough analysis of the signal taking
into account its detailed spatial and temporal character-
istics, in order to discriminate the dark matter signal
and remove degeneracies. This goes beyond the signal-
to-noise ratio estimate that we consider in this paper and
is left for future work. A signal-to-noise ratio above unity
corresponds to
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Taking for simplicity ϖa = ϖb = ϖ and | cos(2!ϱ)| = 1/2,
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where ϖ̄0 is the mean cosmological matter density today.
We show in Fig. 1 our result (53), which we compare

with the bounds on ultralight dark matter densities al-
ready obtained by standard pulsar time delay analysis
[31, 33]. We extend the bounds published in these pa-
pers to higher masses, up to m = ε/!t with !t = 1
month for [31] and !t = 3 weeks for [33], with a slope
ϖ ⇒ m

3 which should hold for m ↭ 1/Tobs [31]. We
also display the bounds on the dark matter environment
that could be obtained from the observation of gravi-
tational waves emitted by a white-dwarf binary system
by DECIGO [35, 36] following from the impact of the

exclusion region from 
standard PTA analysis

our result

Impact of ULDM dynamical friction 
on a white-dwarf binary 


(DECIGO)

- As expected our analysis is somewhat less efficient than standard PTA analysis (only 1 pulsar pair).

- It can extend to higher mass.

- But at these higher masses other probes (gravitational waveforms) may be more efficient.

- Needs ULDM densities higher than the mean Milky Way DM density by a factor        at least.
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dynamical friction within the dark matter cloud on the
waveform [13, 37]. We can see that our method, based
on the correlation of a pair of pulsars, is less e!cient
than the standard PTA analysis by about one to two
orders of magnitude. This could be expected, as our
bound corresponds to only one pair of pulsars and the
analysis (53) is not necessarily optimal. A refined data
analysis, with Markov-chain Monte Carlo samplers and
several pulsar pairs, may somewhat improve our bound.
The advantage of our approach is rather to enlarge the
parameter space to higher scalar mass m. On the other
hand, we can see that at these larger masses, m ↭ 10→21

eV, other probes may be more competitive, such as the
gravitational waves emitted by binary systems (through
the impact of dynamical friction on the waveform).

We can also see that for m ↭ 10→21 eV, where our
new method could go beyond standard analysis, only very
dense clouds could be detected, as also shown in Eq.(53).
The densities found in Fig. 1 can be compared with the
mean dark matter density around the solar system in the
Milky Way, ω̄MW = 0.4 Gev/cm3. They correspond to
dark matter clouds that would be denser by a factor 106

at least, associated with a highly inhomogeneous dark
matter density field.

B. Self-consistency checks

As seen in Eq.(15), the amplitude of the oscillating
gravitational potential ”osc is related to the density by
|”osc| = εGω/m2, which reads

ω!osc =
|”osc|
0.1

(
m

10→20 eV

)2
6→ 1019 GeV/cm3

=
|”osc|
0.1

(
m

10→20 eV

)2
4→ 1025 ω̄0. (55)

The static gravitational potential is related to the den-
sity by ”̄ ↑ GωR2, where R is the radius of the dark mat-
ter cloud. The latter must be larger than the Compton
wavelength, ϑC = 2ε/m. This gives the upper bound

ω!̄ <
|”̄|
0.1

(
m

10→20 eV

)2
5→ 1018 GeV/cm3

,

ω!̄ <
|”̄|
0.1

(
m

10→20 eV

)2
3→ 1024 ω̄0, (56)

which is somewhat stronger than (55). The fact that the
signal-to-noise criterion (54) is much below the upper
bounds (55) and (56) shows that the high densities re-
quired for a detection are not excluded by self-consistency
arguments.

C. Representative example

Taking as a representative case at the detection limit
(53),

m = 10→20 eV, ω = 5→ 109 GeV/cm3
, (57)

and choosing a radius R = 0.1 pc, we obtain

R = 0.1 pc, ”̄ = 6→ 10→8
, ”osc = 8→ 10→12

, (58)

while the mass of the dark matter soliton is

M = 5.5→ 105 M↑. (59)

Dark matter clouds with such a large density, ω =
3→1015ω̄0, must have formed at a redshift z ↑ 105, some-
what before the matter-radiation equality. Although the
clumps have relatively large masses, the fact that their
Newtonian potential is so low implies that their e#ects
on strong gravitational lensing will be small.
We estimate in App. B the encounter and capture

probabilities of a neutron star with dark matter clouds
as in Eqs.(58)-(59). We find that the probability of en-
counter of a neutron star with such a cloud, over one
Hubble time, is rather low, Penc ↓ 0.003 from Eq.(B11).
The probability of capture, through the loss of energy
during the crossing of the cloud by dynamical friction,
is even lower, Pcap ↓ 4 → 10→8 from Eq.(B17). This re-
sult happens to be independent of the cloud properties
(within its regime of validity) and is thus quite general.
Therefore, to have a chance of observing a pulsar in-

side such scalar dark matter clouds we would need at
least 300 pulsars and a 100% capture e!ciency, relying
for instance on direct dark-matter-baryons interactions.
A second and more promising scenario may be to increase
the star formation rate inside such dark matter clouds.
Then, a larger fraction of pulsars could be embedded
within such clouds, simply because they were born in-
side rather than being captured later along their orbit in
the Milky Way. Finally, a third case would be the ob-
servation of black hole/pulsar binary systems [38]. The
black hole could generate a dark matter spike with a large
density [39] (with a value that typically depends on the
sign and amplitude of the dark matter self-interactions),
which could be detected if the pulsar orbit is close enough
to the black hole.
With m|$µ| ↑ m|”̄| ↑ 10→26 eV, we can see that the

third condition in (29) is simply an upper bound on ϖ.
Here we have taken $µ = 10→6, as from Eq.(8) we typi-
cally have µ ↑ max(|%̄|, v20), and in the case (58) we have
%̄ = ”̄ ↑ 10→7 whereas we expect the clump velocities
to be of the order of the typical galactic halo velocity
v0 ↑ 10→3. Therefore, such dark matter clouds could be
probed by simply taking ϖ = 0 in the definition (26) of
the observable s. We hope to come back to optimising
this new technique for the extraction of new physics from
the PTA signal in the near future.

V. CONCLUSION

We have considered the e#ects of dense ultra-light dark
matter clumps surrounding pulsars. The Pulsar Timing
Array experiments can be used as probes of such dark
matter scenarios. Indeed, in these models solitons can
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dynamical friction within the dark matter cloud on the
waveform [13, 37]. We can see that our method, based
on the correlation of a pair of pulsars, is less e!cient
than the standard PTA analysis by about one to two
orders of magnitude. This could be expected, as our
bound corresponds to only one pair of pulsars and the
analysis (53) is not necessarily optimal. A refined data
analysis, with Markov-chain Monte Carlo samplers and
several pulsar pairs, may somewhat improve our bound.
The advantage of our approach is rather to enlarge the
parameter space to higher scalar mass m. On the other
hand, we can see that at these larger masses, m ↭ 10→21

eV, other probes may be more competitive, such as the
gravitational waves emitted by binary systems (through
the impact of dynamical friction on the waveform).

We can also see that for m ↭ 10→21 eV, where our
new method could go beyond standard analysis, only very
dense clouds could be detected, as also shown in Eq.(53).
The densities found in Fig. 1 can be compared with the
mean dark matter density around the solar system in the
Milky Way, ω̄MW = 0.4 Gev/cm3. They correspond to
dark matter clouds that would be denser by a factor 106

at least, associated with a highly inhomogeneous dark
matter density field.

B. Self-consistency checks

As seen in Eq.(15), the amplitude of the oscillating
gravitational potential ”osc is related to the density by
|”osc| = εGω/m2, which reads
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sity by ”̄ ↑ GωR2, where R is the radius of the dark mat-
ter cloud. The latter must be larger than the Compton
wavelength, ϑC = 2ε/m. This gives the upper bound
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which is somewhat stronger than (55). The fact that the
signal-to-noise criterion (54) is much below the upper
bounds (55) and (56) shows that the high densities re-
quired for a detection are not excluded by self-consistency
arguments.

C. Representative example

Taking as a representative case at the detection limit
(53),

m = 10→20 eV, ω = 5→ 109 GeV/cm3
, (57)

and choosing a radius R = 0.1 pc, we obtain

R = 0.1 pc, ”̄ = 6→ 10→8
, ”osc = 8→ 10→12

, (58)

while the mass of the dark matter soliton is

M = 5.5→ 105 M↑. (59)

Dark matter clouds with such a large density, ω =
3→1015ω̄0, must have formed at a redshift z ↑ 105, some-
what before the matter-radiation equality. Although the
clumps have relatively large masses, the fact that their
Newtonian potential is so low implies that their e#ects
on strong gravitational lensing will be small.
We estimate in App. B the encounter and capture

probabilities of a neutron star with dark matter clouds
as in Eqs.(58)-(59). We find that the probability of en-
counter of a neutron star with such a cloud, over one
Hubble time, is rather low, Penc ↓ 0.003 from Eq.(B11).
The probability of capture, through the loss of energy
during the crossing of the cloud by dynamical friction,
is even lower, Pcap ↓ 4 → 10→8 from Eq.(B17). This re-
sult happens to be independent of the cloud properties
(within its regime of validity) and is thus quite general.
Therefore, to have a chance of observing a pulsar in-

side such scalar dark matter clouds we would need at
least 300 pulsars and a 100% capture e!ciency, relying
for instance on direct dark-matter-baryons interactions.
A second and more promising scenario may be to increase
the star formation rate inside such dark matter clouds.
Then, a larger fraction of pulsars could be embedded
within such clouds, simply because they were born in-
side rather than being captured later along their orbit in
the Milky Way. Finally, a third case would be the ob-
servation of black hole/pulsar binary systems [38]. The
black hole could generate a dark matter spike with a large
density [39] (with a value that typically depends on the
sign and amplitude of the dark matter self-interactions),
which could be detected if the pulsar orbit is close enough
to the black hole.
With m|$µ| ↑ m|”̄| ↑ 10→26 eV, we can see that the

third condition in (29) is simply an upper bound on ϖ.
Here we have taken $µ = 10→6, as from Eq.(8) we typi-
cally have µ ↑ max(|%̄|, v20), and in the case (58) we have
%̄ = ”̄ ↑ 10→7 whereas we expect the clump velocities
to be of the order of the typical galactic halo velocity
v0 ↑ 10→3. Therefore, such dark matter clouds could be
probed by simply taking ϖ = 0 in the definition (26) of
the observable s. We hope to come back to optimising
this new technique for the extraction of new physics from
the PTA signal in the near future.
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Array experiments can be used as probes of such dark
matter scenarios. Indeed, in these models solitons can

7

dynamical friction within the dark matter cloud on the
waveform [13, 37]. We can see that our method, based
on the correlation of a pair of pulsars, is less e!cient
than the standard PTA analysis by about one to two
orders of magnitude. This could be expected, as our
bound corresponds to only one pair of pulsars and the
analysis (53) is not necessarily optimal. A refined data
analysis, with Markov-chain Monte Carlo samplers and
several pulsar pairs, may somewhat improve our bound.
The advantage of our approach is rather to enlarge the
parameter space to higher scalar mass m. On the other
hand, we can see that at these larger masses, m ↭ 10→21

eV, other probes may be more competitive, such as the
gravitational waves emitted by binary systems (through
the impact of dynamical friction on the waveform).

We can also see that for m ↭ 10→21 eV, where our
new method could go beyond standard analysis, only very
dense clouds could be detected, as also shown in Eq.(53).
The densities found in Fig. 1 can be compared with the
mean dark matter density around the solar system in the
Milky Way, ω̄MW = 0.4 Gev/cm3. They correspond to
dark matter clouds that would be denser by a factor 106

at least, associated with a highly inhomogeneous dark
matter density field.

B. Self-consistency checks

As seen in Eq.(15), the amplitude of the oscillating
gravitational potential ”osc is related to the density by
|”osc| = εGω/m2, which reads
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The static gravitational potential is related to the den-
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ter cloud. The latter must be larger than the Compton
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which is somewhat stronger than (55). The fact that the
signal-to-noise criterion (54) is much below the upper
bounds (55) and (56) shows that the high densities re-
quired for a detection are not excluded by self-consistency
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Taking as a representative case at the detection limit
(53),

m = 10→20 eV, ω = 5→ 109 GeV/cm3
, (57)

and choosing a radius R = 0.1 pc, we obtain

R = 0.1 pc, ”̄ = 6→ 10→8
, ”osc = 8→ 10→12

, (58)

while the mass of the dark matter soliton is

M = 5.5→ 105 M↑. (59)

Dark matter clouds with such a large density, ω =
3→1015ω̄0, must have formed at a redshift z ↑ 105, some-
what before the matter-radiation equality. Although the
clumps have relatively large masses, the fact that their
Newtonian potential is so low implies that their e#ects
on strong gravitational lensing will be small.
We estimate in App. B the encounter and capture

probabilities of a neutron star with dark matter clouds
as in Eqs.(58)-(59). We find that the probability of en-
counter of a neutron star with such a cloud, over one
Hubble time, is rather low, Penc ↓ 0.003 from Eq.(B11).
The probability of capture, through the loss of energy
during the crossing of the cloud by dynamical friction,
is even lower, Pcap ↓ 4 → 10→8 from Eq.(B17). This re-
sult happens to be independent of the cloud properties
(within its regime of validity) and is thus quite general.
Therefore, to have a chance of observing a pulsar in-

side such scalar dark matter clouds we would need at
least 300 pulsars and a 100% capture e!ciency, relying
for instance on direct dark-matter-baryons interactions.
A second and more promising scenario may be to increase
the star formation rate inside such dark matter clouds.
Then, a larger fraction of pulsars could be embedded
within such clouds, simply because they were born in-
side rather than being captured later along their orbit in
the Milky Way. Finally, a third case would be the ob-
servation of black hole/pulsar binary systems [38]. The
black hole could generate a dark matter spike with a large
density [39] (with a value that typically depends on the
sign and amplitude of the dark matter self-interactions),
which could be detected if the pulsar orbit is close enough
to the black hole.
With m|$µ| ↑ m|”̄| ↑ 10→26 eV, we can see that the

third condition in (29) is simply an upper bound on ϖ.
Here we have taken $µ = 10→6, as from Eq.(8) we typi-
cally have µ ↑ max(|%̄|, v20), and in the case (58) we have
%̄ = ”̄ ↑ 10→7 whereas we expect the clump velocities
to be of the order of the typical galactic halo velocity
v0 ↑ 10→3. Therefore, such dark matter clouds could be
probed by simply taking ϖ = 0 in the definition (26) of
the observable s. We hope to come back to optimising
this new technique for the extraction of new physics from
the PTA signal in the near future.
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dynamical friction within the dark matter cloud on the
waveform [13, 37]. We can see that our method, based
on the correlation of a pair of pulsars, is less e!cient
than the standard PTA analysis by about one to two
orders of magnitude. This could be expected, as our
bound corresponds to only one pair of pulsars and the
analysis (53) is not necessarily optimal. A refined data
analysis, with Markov-chain Monte Carlo samplers and
several pulsar pairs, may somewhat improve our bound.
The advantage of our approach is rather to enlarge the
parameter space to higher scalar mass m. On the other
hand, we can see that at these larger masses, m ↭ 10→21

eV, other probes may be more competitive, such as the
gravitational waves emitted by binary systems (through
the impact of dynamical friction on the waveform).

We can also see that for m ↭ 10→21 eV, where our
new method could go beyond standard analysis, only very
dense clouds could be detected, as also shown in Eq.(53).
The densities found in Fig. 1 can be compared with the
mean dark matter density around the solar system in the
Milky Way, ω̄MW = 0.4 Gev/cm3. They correspond to
dark matter clouds that would be denser by a factor 106

at least, associated with a highly inhomogeneous dark
matter density field.

B. Self-consistency checks

As seen in Eq.(15), the amplitude of the oscillating
gravitational potential ”osc is related to the density by
|”osc| = εGω/m2, which reads
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The static gravitational potential is related to the den-
sity by ”̄ ↑ GωR2, where R is the radius of the dark mat-
ter cloud. The latter must be larger than the Compton
wavelength, ϑC = 2ε/m. This gives the upper bound
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which is somewhat stronger than (55). The fact that the
signal-to-noise criterion (54) is much below the upper
bounds (55) and (56) shows that the high densities re-
quired for a detection are not excluded by self-consistency
arguments.

C. Representative example

Taking as a representative case at the detection limit
(53),

m = 10→20 eV, ω = 5→ 109 GeV/cm3
, (57)

and choosing a radius R = 0.1 pc, we obtain

R = 0.1 pc, ”̄ = 6→ 10→8
, ”osc = 8→ 10→12

, (58)

while the mass of the dark matter soliton is

M = 5.5→ 105 M↑. (59)

Dark matter clouds with such a large density, ω =
3→1015ω̄0, must have formed at a redshift z ↑ 105, some-
what before the matter-radiation equality. Although the
clumps have relatively large masses, the fact that their
Newtonian potential is so low implies that their e#ects
on strong gravitational lensing will be small.
We estimate in App. B the encounter and capture

probabilities of a neutron star with dark matter clouds
as in Eqs.(58)-(59). We find that the probability of en-
counter of a neutron star with such a cloud, over one
Hubble time, is rather low, Penc ↓ 0.003 from Eq.(B11).
The probability of capture, through the loss of energy
during the crossing of the cloud by dynamical friction,
is even lower, Pcap ↓ 4 → 10→8 from Eq.(B17). This re-
sult happens to be independent of the cloud properties
(within its regime of validity) and is thus quite general.
Therefore, to have a chance of observing a pulsar in-

side such scalar dark matter clouds we would need at
least 300 pulsars and a 100% capture e!ciency, relying
for instance on direct dark-matter-baryons interactions.
A second and more promising scenario may be to increase
the star formation rate inside such dark matter clouds.
Then, a larger fraction of pulsars could be embedded
within such clouds, simply because they were born in-
side rather than being captured later along their orbit in
the Milky Way. Finally, a third case would be the ob-
servation of black hole/pulsar binary systems [38]. The
black hole could generate a dark matter spike with a large
density [39] (with a value that typically depends on the
sign and amplitude of the dark matter self-interactions),
which could be detected if the pulsar orbit is close enough
to the black hole.
With m|$µ| ↑ m|”̄| ↑ 10→26 eV, we can see that the

third condition in (29) is simply an upper bound on ϖ.
Here we have taken $µ = 10→6, as from Eq.(8) we typi-
cally have µ ↑ max(|%̄|, v20), and in the case (58) we have
%̄ = ”̄ ↑ 10→7 whereas we expect the clump velocities
to be of the order of the typical galactic halo velocity
v0 ↑ 10→3. Therefore, such dark matter clouds could be
probed by simply taking ϖ = 0 in the definition (26) of
the observable s. We hope to come back to optimising
this new technique for the extraction of new physics from
the PTA signal in the near future.

V. CONCLUSION

We have considered the e#ects of dense ultra-light dark
matter clumps surrounding pulsars. The Pulsar Timing
Array experiments can be used as probes of such dark
matter scenarios. Indeed, in these models solitons can
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dynamical friction within the dark matter cloud on the
waveform [13, 37]. We can see that our method, based
on the correlation of a pair of pulsars, is less e!cient
than the standard PTA analysis by about one to two
orders of magnitude. This could be expected, as our
bound corresponds to only one pair of pulsars and the
analysis (53) is not necessarily optimal. A refined data
analysis, with Markov-chain Monte Carlo samplers and
several pulsar pairs, may somewhat improve our bound.
The advantage of our approach is rather to enlarge the
parameter space to higher scalar mass m. On the other
hand, we can see that at these larger masses, m ↭ 10→21

eV, other probes may be more competitive, such as the
gravitational waves emitted by binary systems (through
the impact of dynamical friction on the waveform).

We can also see that for m ↭ 10→21 eV, where our
new method could go beyond standard analysis, only very
dense clouds could be detected, as also shown in Eq.(53).
The densities found in Fig. 1 can be compared with the
mean dark matter density around the solar system in the
Milky Way, ω̄MW = 0.4 Gev/cm3. They correspond to
dark matter clouds that would be denser by a factor 106

at least, associated with a highly inhomogeneous dark
matter density field.

B. Self-consistency checks

As seen in Eq.(15), the amplitude of the oscillating
gravitational potential ”osc is related to the density by
|”osc| = εGω/m2, which reads
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The static gravitational potential is related to the den-
sity by ”̄ ↑ GωR2, where R is the radius of the dark mat-
ter cloud. The latter must be larger than the Compton
wavelength, ϑC = 2ε/m. This gives the upper bound
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which is somewhat stronger than (55). The fact that the
signal-to-noise criterion (54) is much below the upper
bounds (55) and (56) shows that the high densities re-
quired for a detection are not excluded by self-consistency
arguments.

C. Representative example

Taking as a representative case at the detection limit
(53),

m = 10→20 eV, ω = 5→ 109 GeV/cm3
, (57)

and choosing a radius R = 0.1 pc, we obtain

R = 0.1 pc, ”̄ = 6→ 10→8
, ”osc = 8→ 10→12

, (58)

while the mass of the dark matter soliton is

M = 5.5→ 105 M↑. (59)

Dark matter clouds with such a large density, ω =
3→1015ω̄0, must have formed at a redshift z ↑ 105, some-
what before the matter-radiation equality. Although the
clumps have relatively large masses, the fact that their
Newtonian potential is so low implies that their e#ects
on strong gravitational lensing will be small.
We estimate in App. B the encounter and capture

probabilities of a neutron star with dark matter clouds
as in Eqs.(58)-(59). We find that the probability of en-
counter of a neutron star with such a cloud, over one
Hubble time, is rather low, Penc ↓ 0.003 from Eq.(B11).
The probability of capture, through the loss of energy
during the crossing of the cloud by dynamical friction,
is even lower, Pcap ↓ 4 → 10→8 from Eq.(B17). This re-
sult happens to be independent of the cloud properties
(within its regime of validity) and is thus quite general.
Therefore, to have a chance of observing a pulsar in-

side such scalar dark matter clouds we would need at
least 300 pulsars and a 100% capture e!ciency, relying
for instance on direct dark-matter-baryons interactions.
A second and more promising scenario may be to increase
the star formation rate inside such dark matter clouds.
Then, a larger fraction of pulsars could be embedded
within such clouds, simply because they were born in-
side rather than being captured later along their orbit in
the Milky Way. Finally, a third case would be the ob-
servation of black hole/pulsar binary systems [38]. The
black hole could generate a dark matter spike with a large
density [39] (with a value that typically depends on the
sign and amplitude of the dark matter self-interactions),
which could be detected if the pulsar orbit is close enough
to the black hole.
With m|$µ| ↑ m|”̄| ↑ 10→26 eV, we can see that the

third condition in (29) is simply an upper bound on ϖ.
Here we have taken $µ = 10→6, as from Eq.(8) we typi-
cally have µ ↑ max(|%̄|, v20), and in the case (58) we have
%̄ = ”̄ ↑ 10→7 whereas we expect the clump velocities
to be of the order of the typical galactic halo velocity
v0 ↑ 10→3. Therefore, such dark matter clouds could be
probed by simply taking ϖ = 0 in the definition (26) of
the observable s. We hope to come back to optimising
this new technique for the extraction of new physics from
the PTA signal in the near future.

V. CONCLUSION

We have considered the e#ects of dense ultra-light dark
matter clumps surrounding pulsars. The Pulsar Timing
Array experiments can be used as probes of such dark
matter scenarios. Indeed, in these models solitons can
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dynamical friction within the dark matter cloud on the
waveform [13, 37]. We can see that our method, based
on the correlation of a pair of pulsars, is less e!cient
than the standard PTA analysis by about one to two
orders of magnitude. This could be expected, as our
bound corresponds to only one pair of pulsars and the
analysis (53) is not necessarily optimal. A refined data
analysis, with Markov-chain Monte Carlo samplers and
several pulsar pairs, may somewhat improve our bound.
The advantage of our approach is rather to enlarge the
parameter space to higher scalar mass m. On the other
hand, we can see that at these larger masses, m ↭ 10→21

eV, other probes may be more competitive, such as the
gravitational waves emitted by binary systems (through
the impact of dynamical friction on the waveform).

We can also see that for m ↭ 10→21 eV, where our
new method could go beyond standard analysis, only very
dense clouds could be detected, as also shown in Eq.(53).
The densities found in Fig. 1 can be compared with the
mean dark matter density around the solar system in the
Milky Way, ω̄MW = 0.4 Gev/cm3. They correspond to
dark matter clouds that would be denser by a factor 106

at least, associated with a highly inhomogeneous dark
matter density field.

B. Self-consistency checks

As seen in Eq.(15), the amplitude of the oscillating
gravitational potential ”osc is related to the density by
|”osc| = εGω/m2, which reads
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=
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(
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)2
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The static gravitational potential is related to the den-
sity by ”̄ ↑ GωR2, where R is the radius of the dark mat-
ter cloud. The latter must be larger than the Compton
wavelength, ϑC = 2ε/m. This gives the upper bound
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,
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(
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which is somewhat stronger than (55). The fact that the
signal-to-noise criterion (54) is much below the upper
bounds (55) and (56) shows that the high densities re-
quired for a detection are not excluded by self-consistency
arguments.

C. Representative example

Taking as a representative case at the detection limit
(53),

m = 10→20 eV, ω = 5→ 109 GeV/cm3
, (57)

and choosing a radius R = 0.1 pc, we obtain

R = 0.1 pc, ”̄ = 6→ 10→8
, ”osc = 8→ 10→12

, (58)

while the mass of the dark matter soliton is

M = 5.5→ 105 M↑. (59)

Dark matter clouds with such a large density, ω =
3→1015ω̄0, must have formed at a redshift z ↑ 105, some-
what before the matter-radiation equality. Although the
clumps have relatively large masses, the fact that their
Newtonian potential is so low implies that their e#ects
on strong gravitational lensing will be small.
We estimate in App. B the encounter and capture

probabilities of a neutron star with dark matter clouds
as in Eqs.(58)-(59). We find that the probability of en-
counter of a neutron star with such a cloud, over one
Hubble time, is rather low, Penc ↓ 0.003 from Eq.(B11).
The probability of capture, through the loss of energy
during the crossing of the cloud by dynamical friction,
is even lower, Pcap ↓ 4 → 10→8 from Eq.(B17). This re-
sult happens to be independent of the cloud properties
(within its regime of validity) and is thus quite general.
Therefore, to have a chance of observing a pulsar in-

side such scalar dark matter clouds we would need at
least 300 pulsars and a 100% capture e!ciency, relying
for instance on direct dark-matter-baryons interactions.
A second and more promising scenario may be to increase
the star formation rate inside such dark matter clouds.
Then, a larger fraction of pulsars could be embedded
within such clouds, simply because they were born in-
side rather than being captured later along their orbit in
the Milky Way. Finally, a third case would be the ob-
servation of black hole/pulsar binary systems [38]. The
black hole could generate a dark matter spike with a large
density [39] (with a value that typically depends on the
sign and amplitude of the dark matter self-interactions),
which could be detected if the pulsar orbit is close enough
to the black hole.
With m|$µ| ↑ m|”̄| ↑ 10→26 eV, we can see that the

third condition in (29) is simply an upper bound on ϖ.
Here we have taken $µ = 10→6, as from Eq.(8) we typi-
cally have µ ↑ max(|%̄|, v20), and in the case (58) we have
%̄ = ”̄ ↑ 10→7 whereas we expect the clump velocities
to be of the order of the typical galactic halo velocity
v0 ↑ 10→3. Therefore, such dark matter clouds could be
probed by simply taking ϖ = 0 in the definition (26) of
the observable s. We hope to come back to optimising
this new technique for the extraction of new physics from
the PTA signal in the near future.

V. CONCLUSION

We have considered the e#ects of dense ultra-light dark
matter clumps surrounding pulsars. The Pulsar Timing
Array experiments can be used as probes of such dark
matter scenarios. Indeed, in these models solitons can

- increase the star formation rate in such ULDM clouds ?


- observe 2 BH/pulsar binary systems (DM spike generated by the BH)


