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INTRODUCTION

La synchronisation d'horloges est un mécanisme permettant a
deux systemes distincts d'étre synchronisés, c'est-a-dire d'avoir
une différence entre leurs temps subjectifs la plus faible
possible.

Horloge atomique

Strate 1

Strate 2

Pour tous les traitements basés sur des mesures de temps et
nécessitant une coordination des processus, la synchronisation ——3—= Strate 3
est alors capitale pour éliminer les erreurs de résultats liées aux o O F OF L Dy L Strees

7 . o o e . . - P el N g ) =S li
dérives des horloges individuelles mises en jeu. = = = - = & == (posteclem

La synchronisation d’horloges consiste a caler toutes les horloges mises en jeu sur une variation uniforme c’est-a-

dire :

e gu’elles s'initialisent uniformément (démarrent au méme moment avec la méme heure absolue ou au pire
avec une variation connue c’est-a-dire a une incertitude connue pres) ;

» qu’elles présentent une dérive exactement au méme instant. La dérive est d’autant plus importante que la
précision des horloges est faible.
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SCIENTIFIC CASES IN ASTRONOMY AND GEODESY
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Y He et al., Optica, 5, 138—-146 (2018). see see also : T. E. Mehlstdubler et al.,

also : C. Clivati et al., IEEE Trans. on UFFC 62, Atomic clocks for geodesy. Rep.
1907-1912 (2015). Progress in Physics 81, 064401 (2018).
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"Bringin Metrological Precision to Scientific Networks: Digital Solutions for Ultra-Scale Time and Frequency Transfer"
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Network size ~120b‘0/km &
-

/

EU FIBER NETWORK

* The prospect of the fiber interconnection between
major research infrastructures/observatories with
time frequency references "in common view"

* VLBI/ LOFAR infrastructures
* CERNis connected to REFIMEVE
* KM3NeT, EGO, Gran Sasso, subterranean laboratories

* Effortsin EU to interconnect the national networks (cf.
FOREST candidacy to ESFRI)

* Connection Belgium and The Netherlands to be
completed within next 2 years

* WR deployment all over REFIMEVE happening
now !
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White
Rabbit
PTP
Core

Alice: "How time is forever?"

White Rabbit: "Sometimes, just one nanosecond."




* NTP (Network Time Protocol)

. Historique

VO-RFC958 (1985) <1s
«  V1-RFC1059(1988) ~ms
«  V2-RFC1119(1989) ~ms
+  V3-RFC1305(1992) <ms

s V4 -RFC5905(2010) <ms W h i te

*  Protocole hiérarchique

* Horodatage logiciel R b b 't
* PTP (Precise Time Protocol) a I
* Historique

* |EEE 1588-2002 (PTPv1) ~Us P I P

«  |EEE 1588-2008 (PTPv2) ~us

«  |EEE 1588-2019 (PTPv2.1) <ps ‘ Ore

* Horodatage matériel

*  +robuste
*  BMCA (Best Master Clock Algorithm)

*  Précision proche de la nanoseconde en conditions
optimales

*  Conception pour LAN / matériel dédiée



PTP — Precise Time Protocol

Simple calculations:

* link delay ms : éms = (t4-t1)-(t3 -t2) / 2
* clock offset compensation: ms =t2 - tl1+ 6ms

PTP Network topology

PTP

ubP

timestamping n

Software

NIC driver

Hardware

. . MAC
timestamping

-

-
Physical
g

Timestamp
Options

Options where PTP can timestamp.
The closer to the physical layer, the
more reliable and less delay.

https://networklessons.com/ip-services/precision-time-protocol-ptp-explained
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From PTP to WRPC

clk, IJ_RTI LALTLT L | e T_UILTIL

clk, ._ _| J J | | LI J J L

ey | LI L ~M Mr_ﬂﬂ _ﬂ_
output A ﬂ
output B m

|

phase

hemekPLL
*difference

fPLL = NH1 f-dk.A

deglitcher
& pulse shaping
counters
phase difference
averaging

J

» detector

DDMTD - Digital Dual Mixer Time Difference
from G.Daniluk's Thesis

WR Node A WR Node B
(WR Master) '
time
Extended PTP WR Node B recognizes another WR node
Announce by the suffix of the Announce message

WR Node B becomes WR Slave (conditions
in 6.7.1 fulfilled) and notifies the WR Node A
which enters WR Master mode (6.7.2)

. Syntonization of the WR Slave
White : clock over the physical layer
Rabbit

Link Calibration of the WR Master
5 fixed delays
Setup ;
Calibration of the WR Slave
fixed delays

WR Link Setup finished
successfully

. PTP delay request-response mechanism
Follow_Up " (with two- step clock). It calculates
th delay and offset of the WR Sz
achieved thanks lu
the precise km)\\v‘lulgc of the link delay.

Standard
PTP
sync

messages

PTP synchronization is
repeated periodically

Delay_Resp

* WR-related messages described in section 6.5.

WRLS - White Rabbit Link Setup
from G.Daniluk's Thesis




WRHITE RABBIT

 WR Main Elements =

o Precision Time Protocol
V2 (IEEE1588-2008)

o Synchronous Ethernet (SyncE)

o DDMTD Phase tracking (Digital
Dual Mixer Time Difference)
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| LM32 soft-core processor

t24p
User callbrator WR PTP
Shell engine
WHITE RABBIT o

; HDL/device drivers

- |EEPROM | fsyscon| | Pilter | | Endpoint | |
! I’C/1-Wire :
i DO PPS-gen | | Minic | | UART | |
' -wire | :

Gateware (VHDL / FPGA) Firmware embarqué |
e PHY Ethernet + timestamping e Soft-CPU (LM32 - aujourd’hui RISC-V) e
e DDMTD e Stack PTP White Rabbit
* Interfaces PPS, clocks, GPIO e SoftPLL [ T4,
* Support Synck e Calibration (t2/t4) - t24p

e Shell de contrble

* Etherbone, drivers A \ |

-

Outils intégrés N
e Monitor WR d
e Diagnostics

e Calibration automatique

11



WRHITE RABBIT

* Optical link e Delivering signals

e System synchronization o Synchronous clock : 10MHz

* Time propagation compensation o Pulse Per Second

* Large area and node number (+1000) o Absolute Time Tagging : 1s

» Jitter stability+ (SyncE + DDMTD + sPLL + ts@PHY + fixedA calibrated)

12




KM3NeT

(ARCA anchor... not to scale)
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VEOC

(Vertical Electro-Optical Cable)
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KM3NET-WR

WRS-L1

Broadcast topology Unicast topology

KM3NeT "homemade" implementation WR "Standard" implementation

14



KM3NET-WR BROADCAST

WRS-L1

(=3
§
3 g
x 3
= =3
= =

-
z 3
14 o
2 &
g g

i_&_)

'ﬁ (_&T2)

= (Ti&T2)

UPDATE MY CLOCK
AND REPEAT

WRS-BC A |

- (T, 72._& )

REQ
PTP_DELAY. y (TLT2TIE)

LAY RESP (T#)
PYP, DE

PTP_DELAY RESP(T4)
= (T1,TZ,TI&TH

Broadcast topology

UPDATE MY CLOCK

SNEN A ¥ AND REPEAT!
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KM3NET-WR BROADCAST

« WRPC basée sur PTP V2 (IEEE1588-2008)
e J'airéalisé le portage du code wrpc-sw de la V2.1 a V4.2

| I
V2.1 * 1er CSP février 2020 (147
* Stack ptp ptp-noposix e 4eme CSP septembre 2022 5
* SVN
e 25ansa50%ETP N
. V4.2 * Seul dev. sur wrpc-sw a KM3NeT et ﬁ\\ |
* ppsi rattaché au WP-DAQ /‘Q
* t24p - Calibration (t2/t4) * Courbe d'apprentissage raide ,
* Optimized BMCA * 2 versions livrées BMs et DOMs S

* Git

16



KM3NET-WR BROADCAST

Esc = exit

« WRPC basée sur PTP V2 (IEEE1588-2008)
e J'airéalisé le portage du code wrpc-sw de la V2.1 a V42
t??ﬁiﬂ?i;iﬁié: |

(RX 1793, TX 518)

261
1 0 08
509
. Ve A 589
* Trois dépbts de code. o 5 ® [ 47
* ppsi (ptp daemon) uey; o shuvp ’ Bt
s wrpc-sw - ' -
-1
* clb-sw
509 0
5] 5]
servo_state: /
Phase_tracking: i Y
Aux_clock 6 status: -
Aux_clock 1 status: TV

£ o | WR Monitoring tunned.

17




KM3NET-WR BROADCAST

* Firmware testé sur une Unité dedétection (DU) installé au "Bologna Common Insfrastucture"” de KM3NeT.
e Controle des instruments (GBF, Oscillo 6GHz et fréquencemetre) a distante (VPN, SSH...).

————-'--/
Channel 12: 255 hits, 594.714 ns +/- 1.952 08
Channel 13: 255 hits, 595.786 ns +f- 1.977
Channel 14: 255 hits, 595.714 ns +/f- 1.952
Channel 15: 255 hits, 505.716 ns +f- 1.961
Channel 16: 255 hits, 595.714 ns +/- 1.952 J f i |
channel 17: 255 hits, 596.714 ns +/-  1.952 LU,
Channel 18: 255 hits, 596.714 ns +/- 1.852
Channel 19: 255 hits, 596.714 ns +/- 1.952 ¢
Channel 2@&: 255 hits, 596.714 ns +/f- 1.952
Channel 21: 255 hits, CO7.718 ns +/- 1.961 s ey
channel 22: 255 hits, 597.786 ns +/- 1.977 | 5 ‘"',-"‘/i»'
Channel 23: 255 hits, 597.714 ns +/- 1.952 . 3 A T
channel 24: 255 hits, 597.714 ns +/- 1.952 ; =
Channel 25: 255 hits, 596.786 ns +/- 1.977
Channel 26: 255 hits, 596.718 ns +/- 1.961
Channel 27: 255 hits, 595.714 ns +/- 1.952 {
Channel 28: 255 hits, 596.718 ns +/- 1.961 p
Channel 29: 255 hits, 597.7T18 ns +f- 1.922 L 4
Channel 3@: 255 hits,; 597.718 ns +f- 1.961 o

BEFORE

" Banc de tests a I'INFN de Bologne

| 18




Xilinx
Kintex-7 160T
IP/UDP Packet Buffer
Stream Selector (IPMUX)

State Machingi— .__

— Data
— Control — IRQ
~—  Wishbone bus

Fig. 3. Block diagram of the CLB. Optics, acoustics, instrumentation, front-end firmware and all the interfaces are shown.

Embedded software of the KM3NeT central logic board

31 PMTs

Hydrophone

Nanobeacon
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