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Production grid overview

= The production grid in France is mainly based on
the EGEE middleware

France has been very active in all 3 phases of
EGEE ... and even before (Datagrid project !)

We now have a fully operational production
Infrastructure based on Grid technology

We are in the process to move from EGEE to EGI /
NGI = This is a very important step which is not a
simple continuation of the existing

= Other production grid projects:

= Decrypthon based on the DIET middleware developed in
the research grid framework

= Several other regional or dedicated initiatives ...



French activities in EGEE-III
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France Vs other EGEE regions
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PRODUCTION Normalised CPU time (HEPSPECO06) per REGION (Excluded dteam and ops VOs)
TOP10 VOs (and Other VOS). January 2009 - May 2010
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CPU delivered by French sites

France Normalised CPU time (HEPSPECO06) per SITE (Excluded dteam and ops VOs)
TOP10 VOs (and Other VOS). January 2009 - May 2010
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Provided resources
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Grid act

vity Is 1/0 Intensive
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Incident resolution (GGUS)
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The Grid Operation Portal
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Regional Grids

Institu S
aesGfIlleS & The regional grids will be the corner stones of the French

National Grid
' Much more than within the EGEE centralized model

e LCG T1/T2/T3 will continue to be top users of the
ime but...

end toward a federation of regional
grids providing r multidisciplinary projects
= 1dG is going to help t \ "ts_,l
m Regional grids will be N
= A must to attract regional fund
= in phase with current politics toward le

S
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Regional grids

= AUVERGRID

m Historically the first in France
m Strong involvement in biology and biomedical applications

= GRIF (Paris)
= 5 IN2P3 labs + CEA/Irfu
= 80% LHC oriented — 20% opened to Life Science, Earth
Science, Astrophysics...
= In Rhone-Alpes
= CIRA for HPC
= TIDRA for data storage and analysis

m Some Initiatives In
m Marsellle
= Montpellier

= Bordeaux
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A focus on GRIF
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New services

NGI\

P rnyd

/ﬁ .-\ % I/.- = / support specific

NGI middlewares

o i
/- EGIorg- Il EGl.org global tasks

L] NGl international tasks
I NGl local tasks

In order to match the goal to ¢ iplinary activities
we have to provide: T




IRODS an alternative solution for
grid data storage and access

orage virtualization
agement ( transfer — replication — metadata —

roups

 Definition o

ules at the server level
O Relatively easy to '

A very popular solution for astroparticle, bi
humanities applications at CC-IN2P3

-

June 1st 2010



desGrilles
du C(HRS

Execution

Handle both
program execution
and data

management

A JSAGA - DIRAC interface is being written — It will allo
the pilot job concept on any grid

-
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ddal |
DECRYPTHON  nitp://www.decrypthon.fr/

Nous sommes tous des chercheurs en puissance
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A collaboration between AFM — IBM — CNRS

omics computation to better understand genetic diseases
r docking to find drugs to cure muscular dystrophy

Power G5 computers given by IBM
6 universities (500 Gflops)

RENATER

CRIHAN-
S— Rouen
ENS Lyon

Orsay

— Utilisateurs

Project to interface DIET and JSAGA =» interesting b

between the 2 communities
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Results on the HCMD-II project

du CHNRS
:
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Conclusions
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= The French production grid organization is now working well,
thanks to many expert people who know each others since a
long time

m We are in the process to move from the EGEE organization
to the EGI / NGI one

= No special problems are expected from the operational point of
view
= The focus will now be put on multidisciplinary activities
running in regional grids
=  While supporting LCG who is going to stay the major resource
consumer for a few years
= We need to provide flexible and simple tools if we want this
to be a success

= While dominated by EGEE / gLite up to now, the French NGI
IS also integrating other grid activities like Decrypthon and
other lightweight grids
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