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HlL-LHC timeline
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Shutdown/Technical stop
Protons physics

EYETS Ions

Commissioning with beam
Hardware commissioning

Last update: November 24

https://Ihc-commissioning.web.cern.ch/schedule/LHC-long-term.htm
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Inner Tracker (ITk) System

All new full silicon Inner Tracking system

5 layer (barrel) Pixel system with inclined and ring end-cap sections

4 layer (barrel) double sided stereo Strip system, with 6 end-cap disks
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TDAQ Phase-ll Upgrade Project

Inner Tracker

Calorimeters

Muon System

4 LOMuon )
(" Localo ) :
Barrel NSW Trigger
eFEX Sector Logic| | Processor
JFEX Endcap MDT Trigger
Logi P
FEX \Sector ogic rocessor ),
fFEX
U J MUCTPI
Global Trigger
Event _
Processor
CTP
TTC
- Readout R
Data
[ AR ] [Handlers]
& J
g Dataflow h
Event Storage Event
Builder Handler ||Aggregator
. J
(" Event Filter )
Processor HTT
Farm
U J
Permanent
Storage

Run-4 Trigger/DAQ

Level O Trigger

L0Calo & LOMuon feed into Central Trigger
Processor into Readout (FELIX Cards)

Latency: 10 ps
— reduces rate to1 MHz

Readout & DAQ

Event building at 1 MHz &compression, storage,

and transfer to offline at 10 kHz

Event Filter
— reduces rate further to 10 kHz

https://cds.cern.ch/record/2285584
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Event Filter - Requirements

Farm

Regional tracking

Global tracking In defined regions of
Using full ITk interest (ROIs) at 1 MHz
information
at 150 kHz

https://cds.cern.ch/record/2285584
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Fvent Filter - vO (TDR 2017)

Event Filter

Farm

Option 1: Hardware based Track Tigger (HTT)

Hardware system with ASICS for pattern recognition/
FPGAs for track fitting

https://iopscience.iop.org/article/10.1088/1748-0221/16/07/P07006

Option 2: Commodity Farm with CPU
- possible adding accelerators (GPU, FPGA)

https://cds.cern.ch/record/2285584



https://cds.cern.ch/record/2285584
https://iopscience.iop.org/article/10.1088/1748-0221/16/07/P07006

HTT - evolution of FTK concept

Option 1: Hardware based Track Tigger (HTT)

- initial baseline: hard based tracking pre-procssing step

- evolution of the ATLAS FTK demonstrator

/

- detector granularity modeled
as super-strips

- Pattern recognition done by
matching to pre-computed
super-strip patterns

- FPGAs for first level track fitting

- Associative Memory ASICS for pattern recognition

SUPI|ER STRIP
s .

STRIP

https://cds.cern.ch/record/2285584
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HTT - evolution of FTK concept

Option 1: Hardware based Track Tigger (HTT)

- initial baseline: hard based tracking pre-procssing step

- evolution of the ATLAS FTK demonstrator

- Associative Memory ASICS for pattern recognition

F FPGAs for first level track fitting

- linearized x2 fitter in two
stages

- executed on FGPAs

-F farm via

- output interfaced to
network switches

https://cds.cern.ch/record/2285584

n 1.4-1.6

ATLAS Simulation

Elements used in first stage fit
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HTT - proot of concept

Option 1: Hardware based Track Tigger (HTT)

- could efticiently tfind tracks (match patterns)

- track fit ok for trigger decision (though worse than offline)

Proof of concept with FTK on ALTAS data
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HTT - shortcomings
Option 1: Hardware based Track Tigger (HTT)

- Single tracks usually created many match candidates

- Resolving by offline/EF CPU code did not lead to any compute improvements

- Mitigation strategy on FPGA: candidate reduction (HitWarrior)

particle | min py | Eff. (%) | # roads | # fits | # tracks # tracks
7(2 < 40 | HitWarrior
muon 1 GeV 99.5 144 1115 55 4.6
muon 2 GeV 99.1 79 586 23 1.9
muon 4 GeV 99.2 48 313 16 1.2

- HTT simulation for MC studies was unsolved

- Most progressed approach was a parametric simulation (not really satisfying)
- HTT ASICS and FPGAs were practically unused resources during down time

- Commodity farm stood in strong contrast to it

https://cds.cern.ch/record/2285584
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EF Tracking Addendum (2022)

Option 2: Commodity Farm with CPU (+ possible GPGPUs)

- Advances in reconstruction made SW solution on
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O
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©
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©
- Possibilities with CPU only, 3 20
but also with accelerated components E 200
S 150
~ 100
- Start of the EF Tracking initiative of
ATLAS to address the SW and HW >0
0

landscape

https://cds.cern.ch/record/2802799

Commodity HW farm feasible:
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Event Filter - vl (TDR Addendum 2022)

Event Filter

Processor Farm

CPU

Farm Size/Cost (CPU only)

FPGA

ﬁ New baseline: CPU farm within cost-/power bracket

Jﬁ How much is to gain by offloading?

Power estimates (CPU only)

Pile-up 140 Pile-up 200
full-scan | regional || full-scan | regional
Rate [MHZz] 0.15 1.0 0.15 1.0
CPU Resource requirement [MHS06] 3.41 2.49 5.36 3.81
Tracking resource requirement [MHS06] 5.90 9.17
Tracking power requirement [MW] 1.47 1.83

Run-4 (2027) | Run-5 (2032)
CPU for tracking [MHS06] 5.90 9.17
Other reconstruction [MHS06] 1.86 2.27
Required CPU [MHS06] 7.76 11.44
Available CPU [MHS06] 2.85 7.76
Compute cost [CHF /HS06 | 1.3 0.6
Farm extension cost [MCHF] 6.4 2.2
Total CORE cost [MCHEF] 8.8

2022 estimates with 1.3 CHF/HS06 for Run-4 (2027)
and 0.6 CHF/HS06 for Run-5 (2032)

https://cds.cern.ch/record/2802799
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Event Filter - vl (TDR Addendum 2022)

Event Filter

ﬁ New baseline: CPU farm within cost-/power bracket

i How much is to gain by offloading?

e /\

throughput ~ Power, cooling

Processor Farm

Additional considerations

How much is to lose by oftfloading?

How can the farm be used in down time? /\

trackin
Geant4 on GPUs? £ 5 Sygtem
https://indico.cern.ch/event/1526077 (WLCG workshop) performance comblexit
(CPU is close to D g Y
offline quality) network,
cooling

https://cds.cern.ch/record/2802799
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EF Tracking Initiative
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EF Tracking Initiative - pipelines

CPU
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EF Tracking Initiative - pipelines
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Offloading potential - at scale

CPU

GPU

FPGA

Track Finding, Fitting
& Ambiguity Solving
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CPU Baseline solution

ACTS Fast Tracking: based on ATLAS legacy tracking philosophy

- implemented in ACTS, wrapped into Athena (see talk by Corentin)
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http://github.com/acts-project/acts
https://indico.in2p3.fr/event/36864/contributions/167784/

CPU pipelines - flash results
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ACTS based Tracking is reaching legacy performance (limited by detector material)
- planin 2026 to switch to ACTS Tracking as ATLAS default for ITk

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/IDTR-2025-04/

20


https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/IDTR-2025-04/

CPU/GPU hybrid setup

ACTS/traccc coupled project strategy:

CPU

- traccc was established as the GPU R&D line of ACTS (see talk by Stephen)

- basic strategy was to re-implement the ACTS tracking concepts for GPUs

- philosophy: no compromise on physics performance

- automated geometry transcript ACTS/detray

- same detail of material description

- Same detail of magnetic field description (covfie)

- Aim to bring CPU/GPU code as close as possible

- 2026: start of re-integration of traccc code into ACTS
(and code sharing where possible)

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-DAQ-PUB-2025-003/

# sensitive modules / track

4 ODD Geant4
ODD ACTS
+ ODD detray

21


http://github.com/acts-project/traccc
https://indico.in2p3.fr/event/36864/contributions/167785/
http://github.com/acts-project/detray
http://github.com/acts-project/covfie
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-DAQ-PUB-2025-003/

GPU pipelines - tlash results

13 I I I I I I I T T T T T T T T T T T T T
:CJ>J~ E ATLAS éimUIation Pr|eliminary | [ o ! E 5 1 _2_[ 1 | T T 1 l T 1 1 l I I 1 1 1 I 1T T 1 T T 1 I T T 1 1 | L | T 1]
S [ (5= 14TeV, HL- - - N i i imi N
S 1.2F Meiasout 03:00.00 - S - ATLAS Simulation Preliminary G200 .
> -t <> =200 - ‘5 1.19 Vs=14TeV, HL-LHC —
% 11 - % - [Tk layout 03-00-00 A G-230 =
& N N 1 {— tt, <u>=200 —]
= - N 8’ — _
1— — < N _
B B O - _
- $ - ?% 7 o 1.05 —
‘_ 7 QO N _
0.9F Z@Z@MZ@EQJ&%$¢:$% * *%% . 3 - ]
p=e _ 1__ ]
0.85 i - -
- - - o S B o R R B T n
07_— _ 095__ ain o _D__D_ —
T T T B R E -E}_A_—A—_A_ AT EASiN _A_Q_A_—A—i E
8 11: """""""""""""""" = 0-9__ ﬁ_A_ ﬂ_ _A_ —_
(C,; 1 ;6‘_:0:-0‘@'—-@-(3——0—-@—1@?@*-@- {}Q‘Q%}J@?’q}ﬁ? {?ﬁ}%ﬁ {? ?% - _; — Et -
5 09F = 0.85— —
O 08K = - _
© = - = B
o 0_70 — 1'0' — 2'0' — -3'0 — -4'0- — 5'0 — 08 NN NN N N N

p_[GeV. 4 -3 -2 -1 0 1 2 3 4

M
traccc based Tracking is becoming an attractive alternative

- goal to be as close as possible to CPU based results

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-DAQ-PUB-2025-003/
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Oftloading to FPGAs

First of its kind R&D program:
- Full integration into Athena established

- Including ClI, pertormance evaluation, latency

- FPGAs as possible, energy efficient alternatives for
HLT Tracking demonstrated

- AMD/Xilinx Alveo PCle accelerator cards
- U250 used for testing and development

- challenge: FPGAs are resource constrained

- 1.7/M LUTs, 3.4M Regs, 97 Mb BRAM, 360 Mb
URAM, 12.2k DSPs for U250

- Installed on CERN hosted testbed, intertaced with
Xilinx Runtime

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-DAQ-PUB-2025-002/

R

CPU FPGA

Alveo
dynamic
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FPGA pipelines - flash results

Technical Efficiency
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EF Tracking Decision Process

Technology Pipeline reports (internal) handed in to ATLAS in Dec 2025

- Include Tracking performance, cost & power estimates, maintenance & robustness
studies

Evaluation of these reports by Technology Choice Committee (TCC)
- Input from Tracking performance group, Computing Coordination, ATLAS at Large

Q1 2026: TCC will give recommendation to TDAQ project
- Upgrade TDAQ project will formulate a Technology choice decision

ATLAS will review the TDAQ decision
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H I__I_HC t|me||ne technology choice

Today followed by system design
l 2026

2027 2028 2029

/AM 3|3 |ASIOINIDI J|FIMAIM 3| J|AIS|OINID} J | FIMAIM 1| J|AISIOINIDY 3| FIMIAM 1| J|AISIOINID

Long Shutdown 3 (LS3)

2023 2024 2025
J[AlS

M(] M[J|][AlS J|FIMIAM|] J|FM

fun/interesting times ahead

https://Ihc-commissioning.web.cern.ch/schedule/L HC-long-term.htm
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