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HL-LHC timeline Today

https://lhc-commissioning.web.cern.ch/schedule/LHC-long-term.htm
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Inner Tracker (ITk) System

https://doi.org/10.1088/1748-0221/20/02/P02018

2025 JINST 20 P02018

2.2 ITk layout

After the release of the technical design reports [9, 10], the detector design underwent additional
refinement, as outlined in the following description. The resulting ITk layout is labeled as 03-00-00
and is presented in figure 1.

(a)

(b)

Figure 1. (a) A schematic depiction of the ITk Layout 03-00-00 as presented in this document. (b) A zoomed-in
view of the pixel detector. In each case, only one quadrant and only active detector elements are shown. The
horizontal axis is along the beam line with zero being the nominal interaction point. The vertical axis is the
radius measured from the interaction point. Thicker lines in the flat barrel sections are due to their tilt in the
𝐿-direction, while thicker lines in the endcap disks are due to their staggering along the 𝑀-direction, where
𝑀-positions vary between distinct values as a function of 𝐿 location.
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Figure 3. Longitudinal view of the Inner Tracker Layout 03-00-00 presented in this document.
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Figure 4. Number of combined potential strip and pixel measurements along a particle trajectory as a function of
the truth particle pseudorapidity for the ITk Layout 03-00-00. A sample of single-muon events with 𝐿T = 1 GeV
is used. The muons are produced with a uniform distribution between 0 to 2 mm in transverse distance to the
beam line and at fixed values of 𝑀 = →15 cm, 0 cm, and 15 cm, in equal amounts.
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All new full silicon Inner Tracking system 
- 5 layer (barrel) Pixel system with inclined and ring end-cap sections 
- 4 layer (barrel) double sided stereo Strip system, with 6 end-cap disks 

https://doi.org/10.1088/1748-0221/20/02/P02018
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1.4 Baseline Architecture and Structure of the Upgrade Project

Figure 1.3: Design of the TDAQ Phase-II upgrade architecture, highlighting the organisation of the
Upgrade Project in three main systems: Level-0 Trigger, DAQ (Readout and Dataflow subsystems),
and Event Filter. Direct connections between each Level-0 trigger component and the Readout sys-
tem are suppressed for simplicity.

14

Run-4 Trigger/DAQ
Level 0 Trigger

Readout & DAQ

Event Filter

L0Calo & L0Muon feed into Central Trigger 
Processor into Readout (FELIX Cards) 
Latency: 10 µs 
→ reduces rate to1 MHz 

Event building at 1 MHz &compression, storage, 
and transfer to offline at 10 kHz 

→ reduces rate further to 10 kHz

https://cds.cern.ch/record/2285584
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14

Event Filter - Requirements

https://cds.cern.ch/record/2285584

Event Filter
→ reduces rate further to 10 kHz

Global tracking
Regional tracking

In defined regions of 
interest (ROIs) at 1 MHzUsing full ITk 

information 
at 150 kHz

https://cds.cern.ch/record/2285584
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Event Filter - v0 (TDR 2017)

Option 1: Hardware based Track Tigger (HTT) 

Hardware system with ASICS for pattern recognition/ 
FPGAs for track fitting 
- built on ATLAS’ FTK project experience (disc. 2019)

https://cds.cern.ch/record/2285584

Option 2: Commodity Farm with CPU  
- possible adding accelerators (GPU, FPGA)

https://iopscience.iop.org/article/10.1088/1748-0221/16/07/P07006

https://cds.cern.ch/record/2285584
https://iopscience.iop.org/article/10.1088/1748-0221/16/07/P07006
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HTT - evolution of FTK concept
Option 1: Hardware based Track Tigger (HTT) 
- initial baseline: hard based tracking pre-procssing step 

- evolution of the ATLAS FTK demonstrator 
- Associative Memory ASICS for pattern recognition 

- detector granularity modeled  
as super-strips 

- Pattern recognition done by  
matching to pre-computed 
super-strip patterns 

- FPGAs for first level track fitting

13.4.2 Pattern matching

set. If the insertion fails because there is already a pattern with this sequence of superstrips,
the usage count of the existing pattern in the set is incremented to indicate that it has been
found again. At the same time, patterns with superstrips of twice and four times the width
are also made and inserted into pattern sets. The relationship between the stored patterns
for different widths of superstrips is stored for later creation of pattern banks with variable
width superstrips. The usage count of a pattern is later used to reduce the size of the pattern
bank to fit the available space in hardware. A pattern with low usage count is a rare pattern
typically created by a scattered track. Removing patterns with low usage count has a very
small effect on signal efficiency but a large effect on space required to store patterns.

Variable-width superstrips and “Don’t Care” bits Once all the patterns have been made,
similar patterns (tracks A and B in Fig. 13.4) can be combined by setting some of the least
significant bits of the superstrip number to be ignored in some patterns. Such bits are
called “Don’t Care" (DC) bits. The use of DC bits offers better efficiency and lower pattern
matching rate for a fixed number of patterns. The DC bits are assigned with the following
procedure. Using the relationship between the finest granularity pattern bank and a cor-
responding bank with double the superstrip size, a list is built of all the “child” patterns
shared by each “parent”. These lists are iterated over, comparing the patterns to see if they
can be combined into a single pattern by ignoring the least significant bit of the superstrip
number. This process can set at most 1 ignore bit per layer, since the parent list has double
the superstrip width. To add more DC bits on a single layer, the process is repeated with a
parent created after doubling again the superstrip width etc. The number of DC bits that
may be set can be specified on a per layer basis.

Finally, the remaining patterns are sorted in decreasing “popularity” and written to the
stored pattern bank. The “popularity” of a pattern is the number of muons that would
create this same pattern.

STRIP

SUPER STRIP
A

B

Figure 13.4: Illustration of tracks traversing layers divided into superstrips in a tracker.

351

https://cds.cern.ch/record/2285584

https://cds.cern.ch/record/2285584
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HTT - evolution of FTK concept
Option 1: Hardware based Track Tigger (HTT) 
- initial baseline: hard based tracking pre-procssing step 

- evolution of the ATLAS FTK demonstrator 
- Associative Memory ASICS for pattern recognition 
- FPGAs for first level track fitting 

- linearized x2 fitter in two 
stages 

- executed on FGPAs 
- output interfaced to EF farm via 

network switches

13.4 Functional description of HTT
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Figure 13.3: Layers used for 1st and 2nd stage fitting in four s-regions. The hits from the eight
layers used in the first-stage processing are shown in blue, while hits in layers used in the second-
stage processing are shown in green.

Layers Choosing which of the available layers to use affects the number of patterns re-
quired, the number of false matches and the resolution of the fitted track. The two sides
of the double-sided strip staves (petals in the end-caps) are treated as two separate lay-
ers while one physical pixel layer is one layer in the pattern bank. Which layers are used
depends on the pseudorapidity of the track. For the barrel region, a fixed set of layers is
used. For the transition and end-cap regions, multiple sets of layers are defined depending
on which layers are hit in the training events. The first set of layers at low s are all barrel
layers and progressively going to higher s more end-cap layers are substituted in each sub-
sequent set. At high s, tracks do not leave hits in the strip end-cap layers, hence multiple
pixel end-cap hits must be used. Figure 13.3 shows layers used for first- and second-stage
fitting in four s-regions.

Creating the pattern bank The pattern banks are generated from the full simulation us-
ing training muons. It is planned to speed up the pattern generation in the future using
samples with multiple training muons. In each of the b � s = 0.2 � 0.2 regions up to 100M
muon events are processed. Clusters from ITk layers hit by the training muon are recorded.
For each event, only clusters with a bar-code indicating that they come from the primary
interaction are considered. Each cluster is converted to a superstrip with a width chosen for
its layer (for pixel clusters this is done for both coordinates). The superstrip is then stored
in the appropriate logical layer in a pattern. If the pattern already has a hit stored for the
logical layer, the new hit is ignored, i.e. patterns are not made with all the possible com-
binations. If there are enough layers hit in the training event, the pattern is inserted into a

350
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HTT - proof of concept
Option 1: Hardware based Track Tigger (HTT) 
- could efficiently find tracks (match patterns) 
- track fit ok for trigger decision (though worse than offline) 
- Proof of concept with FTK on ALTAS data 

13.5 HTT Performance Studies

Table 13.6: First-stage track fitting performance for minimum bias (pT > 1 GeV extrapolated from
4 GeV) at < µ >= 200. All numbers are average per event.

t range # roads # fits # tracks # tracks # fit constants
h2 < 40 HitWarrior

0.1 < s < 0.3 166 1481 76 7.2 82
0.7 < s < 0.9 110 842 38 3.6 58
1.2 < s < 1.4 218 1639 192 16 111
2.0 < s < 2.2 53 196 102 9.0 19

13.5.3 Muon and Electron Track-finding Efficiencies

The tracking efficiency for muons and electrons is defined as the fraction of events with at
least a track with b2 < 40, only for events in which an offline track is reconstructed. This
is then the efficiency measured with respect to offline. The corresponding turn-on curves
for first-stage track fitting, estimated on single muons and electrons not embedded in pile-
up, are shown in Fig. 13.7. The efficiency for muons is quite flat along the full pT range,
while electrons show a slower turn-on below 10 GeV. The reason of this lower efficiency
at low momentum is motivated by the high radiation probability of these particles, which
can reduce pT below the minimum 4 GeV threshold set in the rHTT system. This effect has
been verified by excluding from the sample all the electrons below 10 GeV and having a
recovery of the efficiency in that pT range.
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Figure 13.7: First-stage muon and electron track-finding efficiencies in s regions for muons (left)
and electrons (right) for pT > 4 GeV.

13.5.4 Resolutions of Track Parameters

As a result of the fit procedures, the resolution on each parameter from first stage fitting is
measured in single lepton sample with a spectrum flat in 1/pT and with < µ >= 200. The
resolution is measured as the RMS of the 95% of the residual distributions (called rms95%),
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Figure 13.9: Comparison of the z0 (left) and d0 (right) resolution for first- and second-stage fitting
and offline.

Figure 13.9 shows the z0 and d0 resolution for 10 GeV muons as a function of s for the HTT
first- and second-stage processing and offline tracking resolution. Only the central region
was studied for the second-stage fitting.

13.5.5 Simulated HTT Data Size

The data size has been simulated to allow data bandwidth calculations in the hardware.
The requirements and estimations in Section 13.6 are derived from these simulations. The
fraction of data in ITk, separated by layer, for different trigger objects is shown in Table 13.9.
The average RoI fraction per event to be processed by the regional HTT is 2.3% and the
average data fraction per layer is ranging between 3.5% and 6.8% for the barrel strip and
pixel layers used in rHTT. This data is used for optimising the partitioning of the HTT
system and for dataflow and bandwidth calculations.

The number of clusters per ITk layer in a 0.2 � 0.2 s ⇥ b region for 0.7 < s < 0.9, for
pattern banks with different pT thresholds (corresponding to gHTT, rHTT and L1Track), is
shown in Fig. 13.10 (left). The number of clusters for pattern banks with pT > 4 GeV in four
0.2 � 0.2 regions across s is shown in Fig 13.10 (right). The layers shown are those used
in the first-stage processing, where Layer 0 is the outermost ITk pixel layer and the others
are strip layers. The result is shown for jets in < µ >= 200 pile-up. The cluster occupancy
is dominated by minimum bias; events with a jet pointing in the given s ⇥ b region only
have about 10% higher occupancy. This data is used for calculating FPGA resources and
power.

360
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HTT - shortcomings
Option 1: Hardware based Track Tigger (HTT) 
- Single tracks usually created many match candidates 

- Resolving by offline/EF CPU code did not lead to any compute improvements 
- Mitigation strategy on FPGA: candidate reduction (HitWarrior) 

- HTT simulation for MC studies was unsolved 
- Most progressed approach was a parametric  simulation (not really satisfying) 

- HTT ASICS and FPGAs were practically unused  resources during down time 
- Commodity farm stood in strong contrast to it

https://cds.cern.ch/record/2285584

13.5.2 Track-Fitting Performance

Table 13.3: First-stage track fitting performance for 0.7 < s < 0.9 region at < µ >= 200. All
numbers are averages per event.

particle min pT Eff. (%) # roads # fits # tracks # tracks # fit constants
t2 < 40 HitWarrior

muon 1 GeV 99.5 144 1115 55 4.6 73
muon 2 GeV 99.1 79 586 23 1.9 40
muon 4 GeV 99.2 48 313 16 1.2 23

jets 1 GeV 195 1519 77 6.2 97
jets 2 GeV 104 804 29 2.4 52
jets 4 GeV 51 344 13 1.1 26

min-bias 1 GeV 110 842 38 3.6 58
min-bias 2 GeV 48 359 6 0.8 27
min-bias 4 GeV 21 133 1 0.2 12

Table 13.4: First-stage track fitting performance in jets at < µ >= 200 (pT > 2 GeV studied in
0.7 < s < 0.9, and extrapolated from 4 GeV to 2 GeV in other regions). All numbers are averages
per event.

h range # roads # fits # tracks # tracks # fit constants
t2 < 40 HitWarrior

0.1 < s < 0.3 170 1521 60 3.3 75
0.7 < s < 0.9 104 804 29 2.4 52
1.2 < s < 1.4 170 1402 71 4.8 90
2.0 < s < 2.2 65 240 64 3.7 20

Results for first-stage fitting in gHTT is shown for jets in Table 13.5 and for minimum bias
in Table 13.6. The performance is extrapolated from 4 GeV to 1 GeV in the same way as for
the first-stage track fitting in rHTT.

Table 13.5: First-stage track fitting performance in jets at < µ >= 200 (pT > 1 GeV studied in
0.7 < s < 0.9, and extrapolated from 4 GeV to 1 GeV in other regions). All numbers are averages
per event.

h range # roads # fits # tracks # tracks # fit constants
t2 < 40 HitWarrior

0.1 < s < 0.3 314 2874 159 8.5 138
0.7 < s < 0.9 195 1519 77 6.2 97
1.2 < s < 1.4 324 2649 189 12 167
2.0 < s < 2.2 125 454 171 10 37

357
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EF Tracking Addendum (2022)

using the tracking software at the time of the Phase-II TDAQ TDR and the latest software
prototype.
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Figure 1.2: The total CPU time required in HS06 ⇥ sec to reconstruct a tt̄ event in the ITk, as
a function of the average event pile-up. Shown are the results obtained for the "Inclined Duals"
detector layout and using the tracking software at the time of the Phase-II TDAQ TDR and the
latest results for the fast ITk track reconstruction using the updated ITk detector design.

In addition to improvements in the software tracking, delays to the LHC schedule and re-
cent developments on the CPU market have resulted in a significant reduction in predicted
cost per HEP-SPEC06 (HS06) [4]: it is now 1.3 CHF/HS06 in 2027, compared to the Phase-II
TDAQ TDR prediction of 2 CHF/HS06 for 2026. Figure 1.3 shows the past and future pro-
jected server price evolution as reported by CERN IT [5].

1.3 Recent Advances Related to Commercial Compute
Accelerators

Since the Phase-II TDAQ TDR [1], industry trends for data centers are shifting toward a
model where a CPU is no longer the sole and primary unit of compute for many workloads
such as data streaming, analytics, and artificial intelligence applications. These heteroge-
neous systems integrate multiple types of computational units such as multi-core CPUs,
GPUs, DSPs, FPGAs and ASICs to perform the required computations more quickly (lower
latency) and/or achieve higher performance with lower power consumption to satisfy elec-
trical power and cooling constraints, as well as rack-space limitations. The concept of a

5

Option 2: Commodity Farm with CPU (+ possible GPGPUs)

- Advances in reconstruction made SW solution on Commodity HW farm feasible: 
- new seeding strategy 
- ITk layout (optimized also for speed) 

- Possibilities with CPU only, 
but also with accelerated components 

- Start of the EF Tracking initiative of  
ATLAS to address the SW and HW 
landscape

https://cds.cern.ch/record/2802799
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Inner Tracker Calorimeters Muon System
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Figure 1.4: The TDAQ Phase-II architecture with the EF updated to reflect the baseline change
to use only commercial processors. The black dotted arrows indicate the Level-0 dataflow from the
detector systems to the Level-0 trigger system at 40 MHz, which must identify physics objects and
calculate event-level physics quantities within 10 µs. The result of the Level-0 trigger decision (L0A)
is transmitted to the detectors as indicated by the red dashed arrows. The resulting trigger data and
detector data are transmitted through the Data Acquisition System (DAQ) system at 1 MHz, as
shown by the black solid arrows. Direct connections between each Level-0 trigger component and
the Readout system are suppressed for simplicity. The EF system is composed of a heterogeneous
processor farm that must reduce the event rate to 10 kHz. Events that are selected by the EF trigger
decision are transferred for permanent storage.

9

1.4 Baseline Architecture and Structure of the Upgrade Project

Figure 1.3: Design of the TDAQ Phase-II upgrade architecture, highlighting the organisation of the
Upgrade Project in three main systems: Level-0 Trigger, DAQ (Readout and Dataflow subsystems),
and Event Filter. Direct connections between each Level-0 trigger component and the Readout sys-
tem are suppressed for simplicity.
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TDR 2017 TDR Addendum 2022
https://cds.cern.ch/record/2285584 https://cds.cern.ch/record/2802799

https://cds.cern.ch/record/2285584
https://cds.cern.ch/record/2802799
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shown by the black solid arrows. Direct connections between each Level-0 trigger component and
the Readout system are suppressed for simplicity. The EF system is composed of a heterogeneous
processor farm that must reduce the event rate to 10 kHz. Events that are selected by the EF trigger
decision are transferred for permanent storage.
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Event Filter - v1 (TDR Addendum 2022)

https://cds.cern.ch/record/2802799

2022 estimates with 1.3 CHF/HS06 for Run-4 (2027)  
and 0.6 CHF/HS06 for Run-5 (2032) 

Farm Size/Cost (CPU only) Power estimates (CPU only)

New baseline: CPU farm within cost-/power bracket 

How much is to gain by offloading?

https://cds.cern.ch/record/2802799
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processor farm that must reduce the event rate to 10 kHz. Events that are selected by the EF trigger
decision are transferred for permanent storage.

9

Event Filter - v1 (TDR Addendum 2022)

https://cds.cern.ch/record/2802799

Additional considerations

New baseline: CPU farm within cost-/power bracket 

How much is to gain by offloading?

How much is to lose by offloading?

throughput power, cooling

tracking  
performance 
(CPU is close to  
offline quality)

system  
complexity, 
network, 
cooling

How can the farm be used in down time? 

Geant4 on GPUs?
https://indico.cern.ch/event/1526077 (WLCG workshop)

https://cds.cern.ch/record/2802799
https://indico.cern.ch/event/1526077
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EF Tracking Initiative
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EF Tracking Initiative - pipelines
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EF Tracking Initiative - pipelines
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Offloading potential - at scale
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CPU Baseline solution

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/IDTR-2025-06/

ACTS Fast Tracking: based on ATLAS legacy tracking philosophy  

- implemented in ACTS, wrapped into Athena (see talk by Corentin)

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/IDTR-2025-06/
http://github.com/acts-project/acts
https://indico.in2p3.fr/event/36864/contributions/167784/
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CPU pipelines - flash results

ACTS based Tracking is reaching legacy performance (limited by detector material) 

- plan in 2026 to switch to ACTS Tracking as ATLAS default for ITk

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/IDTR-2025-04/

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/IDTR-2025-04/
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CPU/GPU hybrid setup
ACTS/traccc coupled project strategy: 
- traccc was established as the GPU R&D line of ACTS (see talk by Stephen) 
- basic strategy was to re-implement the ACTS tracking concepts for GPUs 
- philosophy: no compromise on physics performance  

- automated geometry transcript ACTS/detray 
- same detail of material description  
- Same detail of magnetic field description (covfie) 

- Aim to bring CPU/GPU code as close as possible 
- 2026: start of re-integration of traccc code into ACTS 

(and code sharing where possible)

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-DAQ-PUB-2025-003/

http://github.com/acts-project/traccc
https://indico.in2p3.fr/event/36864/contributions/167785/
http://github.com/acts-project/detray
http://github.com/acts-project/covfie
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-DAQ-PUB-2025-003/
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GPU pipelines - flash results

traccc based Tracking is becoming an attractive alternative 

- goal to be as close as possible to CPU based results

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-DAQ-PUB-2025-003/

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-DAQ-PUB-2025-003/
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Offloading to FPGAs
First of its kind R&D program: 
- Full integration into Athena established 

- Including CI, performance evaluation, latency  
- FPGAs as possible,  energy efficient alternatives for 

HLT Tracking demonstrated 
- AMD/Xilinx Alveo PCIe accelerator cards 

-  U250 used for testing and development 
- challenge: FPGAs are resource constrained 
- 1.7M LUTs, 3.4M Regs, 97 Mb BRAM, 360 Mb 

URAM, 12.2k DSPs for U250 
- Installed on CERN hosted testbed, interfaced with 

Xilinx Runtime 

Developing algorithms for FPGA accelerators

• FćălĂ ProąrÿmmÿĀlă Gÿtă Arrÿy (FPGA):→ proąrÿmmÿąÿĀlă ćntăąrÿtăĂ āćrāućt→ look-up tÿĀlăs (LUT), răąćstărs, on āĆćp mămory
(Bloāk/Ultrÿ RAM), ĂăĂćāÿtăĂ Dćąćtÿl Sćąnÿl Proāăssćną
(DSP) Āloāks• Aāāălărÿtor Ąÿmćly oĄ āĆoćāă: AMD/Xćlćnx Alvăo PCIă

ÿāāălărÿtor āÿrĂs→ U250 usăĂ Ąor tăstćną ÿnĂ Ăăvălopmănt→ āĆÿllănąă: FPGAs ÿră răsourāă āonstrÿćnăĂ Ăăvćāăs→ 1.7M LUTs, 3.4M Răąs, 97MĀ BRAM, 360MĀ URAM,
12.2k DSPs Ąor U250• CÿrĂ ćntărĄÿāăĂ wćtĆ Xćlćnx Runtćmă
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https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-DAQ-PUB-2025-002/

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-DAQ-PUB-2025-002/
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FPGA pipelines - flash resultsData preparation performance
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https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-DAQ-PUB-2025-002/

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-DAQ-PUB-2025-002/
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EF Tracking Decision Process
Technology Pipeline reports (internal) handed in to ATLAS in Dec 2025 
- Include Tracking performance, cost & power estimates, maintenance & robustness 

studies 

Evaluation of these reports by Technology Choice Committee (TCC) 
- Input from Tracking performance group, Computing Coordination, ATLAS at Large  

Q1 2026: TCC will give recommendation to TDAQ project  
- Upgrade TDAQ project will formulate a Technology choice decision 

ATLAS will review the TDAQ decision
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HL-LHC timeline
Today

https://lhc-commissioning.web.cern.ch/schedule/LHC-long-term.htm

technology choice
followed by system design

fun/interesting times ahead

https://lhc-commissioning.web.cern.ch/schedule/LHC-long-term.htm

