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Overview

Previously... 

• You know how to debug code


• You know how to write unit tests and run them 
locally


In this lecture: 

• How to automate linting* and unit testing on GitHub?


• How to ensure you code works in different 
environments or with newer dependencies?


• How to automatically package your code or results 
and share them?
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* linting = code quality checking, literally 
finding and removing bits of lint from your 
clothes to make them more presentable
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Technology + Development Philosophy...

Continuous Integration Continuous Delivery
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Technology + Development Philosophy...

Continuous Integration Continuous Delivery



Continuous Integration: 
How to automate linting and unit testing on GitHub?
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What is Continuous Integration (CI)?  

• the practice of frequently integrating code changes 
into a shared main branch.


• Each integration triggers an automated build and test 
process to verify that the code is in a healthy, 
working state


Why is it useful? 

• Catch bugs early!


• Reduce human error and burden


• Makes working with multiple developers much easier

5

CI
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What does CI mean in practice?
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An external service is used to:
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An external service is used to:

• Run code "linting" utilities to ensure good coding 
practices are followed

• Download, build, and install your code in a clean, 
repeatable environment

• Run all unit tests to ensure the code "works"

• Run larger integration tests that connect things together

• Optionally keep track of changes to test coverage, and 
warn if new code is missing tests

• Report on any failures or problems

• Generate Artifacts like packages and documentation  
(see later → "continuous deployment)
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What does CI mean in practice?
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But can't I just do that myself?
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Yes, and you should...   (pixi run test, pixi run check, ...)
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(minutes+) do you still do it?

7

But can't I just do that myself?



Karl Kosack - S3 School 2026

Yes, and you should...   (pixi run test, pixi run check, ...)

But!

• Do you really remember to run all tests, lints, checks every 
time you commit a change?  When test time gets large 
(minutes+) do you still do it?

• Do you sometimes forget and merge something that has a bug 
or breaks the code?

7

But can't I just do that myself?



Karl Kosack - S3 School 2026

Yes, and you should...   (pixi run test, pixi run check, ...)

But!

• Do you really remember to run all tests, lints, checks every 
time you commit a change?  When test time gets large 
(minutes+) do you still do it?

• Do you sometimes forget and merge something that has a bug 
or breaks the code?

• Do you regularly check that new versions of dependencies 
don't break things?

7

But can't I just do that myself?



Karl Kosack - S3 School 2026

Yes, and you should...   (pixi run test, pixi run check, ...)

But!

• Do you really remember to run all tests, lints, checks every 
time you commit a change?  When test time gets large 
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But can't I just do that myself?

*Differ on different machines: 
Filename conventions, temporary 

directory location, which packages 
are available, even CPU byte order!
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Yes, and you should...   (pixi run test, pixi run check, ...)

But!

• Do you really remember to run all tests, lints, checks every 
time you commit a change?  When test time gets large 
(minutes+) do you still do it?

• Do you sometimes forget and merge something that has a bug 
or breaks the code?

• Do you regularly check that new versions of dependencies 
don't break things?

• Do you check on different machines and OSes*?

• Do you work with other developers who might not be as strict 
as you?

7

But can't I just do that myself?

*Differ on different machines: 
Filename conventions, temporary 

directory location, which packages 
are available, even CPU byte order!
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What is required to do this? 

• Usually a dedicated machine (or cluster) 


• Large storage to cache code, dependencies, test data


• Sufficient CPUs to run unit test frequently, and often for many 
projects at once!

8

Continuous Integration Services

Developers

CI Service

Hosted CI Runners  
(CPUs + Temporary Storage + 

VMs/Containers

Windows

Linux
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Some common options

GitHub Actions Gitlab CI Jenkins

Integrates with GitHub GitLab or local GitLab Any

Type of Host Cloud Cloud or Local Local

Type of Runners? Cloud Cloud or Local Local

OSes Linux, Windows, macOS Linux, Windows†, macOS† + 
user-hosted Any provided

Architectures x86, ARM, GPUs† x86, ARM†, GPUs† user-provided

Technology host/runner closed/open open/open open/open

Who provides it? Microsoft GitLab You, some companies 
provide paid hosting

Others: CircleCI, TravisCI, Azure Pipelines, Atlassian Bamboo, BitBucket pipelines...

† not for free, though!
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Some common options

GitHub Actions Gitlab CI Jenkins

Integrates with GitHub GitLab or local GitLab Any

Type of Host Cloud Cloud or Local Local

Type of Runners? Cloud Cloud or Local Local

OSes Linux, Windows, macOS Linux, Windows†, macOS† + 
user-hosted Any provided

Architectures x86, ARM, GPUs† x86, ARM†, GPUs† user-provided

Technology host/runner closed/open open/open open/open

Who provides it? Microsoft GitLab You, some companies 
provide paid hosting

Others: CircleCI, TravisCI, Azure Pipelines, Atlassian Bamboo, BitBucket pipelines...

Will use in this lecture

† not for free, though!
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Creating a CI workflow in your repository

Workflow YAML file

jobs:

code-checks: 
runs-on: ubuntu-latest 
steps: 

- ....

unit-tests: 
runs-on: ubuntu-latest 
steps: 

- .... 
- .... 

name:  ............. 
on:  [push] 
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In GitHub, this means adding a YAML file to  
.github/workflows/   → it will be used automatically
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In GitHub, this means adding a YAML file to  
.github/workflows/   → it will be used automatically
Workflows (yaml files) 

• on: (when to run)

➤  e.g on each push, pull-request, only specific branches, ... 

• jobs: (what to run) 

➤ run in parallel (unless you give dependencies)
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In GitHub, this means adding a YAML file to  
.github/workflows/   → it will be used automatically
Workflows (yaml files) 

• on: (when to run)

➤  e.g on each push, pull-request, only specific branches, ... 

• jobs: (what to run) 

➤ run in parallel (unless you give dependencies)

Job: 

• runs-on: what machine to use? (docker container name)

➤ A new clean environment is started for each job! 

• steps: list of what specifically to do
Step: can be one of


• run: a command to run in the given OS's shell


• uses: a pre-written block   
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Creating a CI workflow in your repository

Workflow YAML file

jobs:

code-checks: 
runs-on: ubuntu-latest 
steps: 

- ....

unit-tests: 
runs-on: ubuntu-latest 
steps: 

- .... 
- .... 

name:  ............. 
on:  [push] 
  

 ← Prefer these, others have done the work! 
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A very simple starting point
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pkoffee/.github/workflows/test.yml
| name: : : A si : A : A simp
| on: : [pus # # wh # # w # wh # when to # # whe # wh
| jobs:
| unit-tests: # # th # t # # t # thi # t # this # 
| runs-on: : ubuntu-late # # whi # # # whi # 
| steps: # # wh # wha # # w # # wh # w
|  run: : "ec : "echo : "ec : " : " : "echo ' : "e
|  run: : "ec : "ech : " : "echo 'Repo: ${ : "e
|  run: : "ec : "echo : " : "echo 'B : "e
|  run: : apt-g : apt- : : apt-g : apt-g : : apt-ge # # a # add pa # # add p # ad # add # a # add 
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A very simple starting point

https://github.com/actions
https://github.com/marketplace
https://github.com/marketplace/actions/setup-pixi
https://github.com/actions/deploy-pages


Karl Kosack - S3 School 2026

pkoffee/.github/workflows/test.yml
| name: : : A si : A : A simp
| on: : [pus # # wh # # w # wh # when to # # whe # wh
| jobs:
| unit-tests: # # th # t # # t # thi # t # this # 
| runs-on: : ubuntu-late # # whi # # # whi # 
| steps: # # wh # wha # # w # # wh # w
|  run: : "ec : "echo : "ec : " : " : "echo ' : "e
|  run: : "ec : "ech : " : "echo 'Repo: ${ : "e
|  run: : "ec : "echo : " : "echo 'B : "e
|  run: : apt-g : apt- : : apt-g : apt-g : : apt-ge # # a # add pa # # add p # ad # add # a # add 

Where Wh Wher Wher Where to Where to fi Where t

• https://github.com/actions

• https://github.com/marketplace
➤ setup-pixi: https://github.com/marketplace/actions/setup-pixi
➤ deploy-pages: https://github.com/actions/deploy-pages
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pkoffee/.github/workflows/test.yml 
| name: A simple test workflow 
| on: [push]   # when to run this workflow, on every push 
| jobs: 
|     unit-tests:  # this can be any name: you choose it 
|         runs-on: ubuntu-latest   # which OS to start up 
|         steps:   # what steps to run in this job 
|             - run: "echo 'Running tests on: ${{ runner.os }}'" 
|             - run: "echo 'Repo: ${{ github.repository }}'" 
|             - run: "echo 'Branch: ${{ github.ref }}'" 
|             - run: apt-get update && apt-get install -y plantuml  # add packages to machine (not needed for pixi!) 

Where to find some standard pre-defined blocks:  

• https://github.com/actions 


• https://github.com/marketplace

➤ setup-pixi: https://github.com/marketplace/actions/setup-pixi  
➤ deploy-pages: https://github.com/actions/deploy-pages

Now let's add a pre-defined actions: checkout our code and install pixi 
|             - uses: actions/checkout@v5 
|             - uses: prefix-dev/setup-pixi@v0.9.3 
|               with: 
|                   pixi-version: v0.63.0

11

A very simple starting point

https://github.com/actions
https://github.com/marketplace
https://github.com/marketplace/actions/setup-pixi
https://github.com/actions/deploy-pages
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Demo 
Time!

SETUP 

• You will work in your forked version of pkoffee, so 
that you have full access to the repository settings


• You should create a branch to work in  (not required, 
but best practice!)

➤ from your working or main branch if you have 

implemented tests 
$ git switch -c add_ci


➤ If you don't yet have tests, you can use the upstream 
day_1_solution branch, but you need to add some 
basic testing...  

$ git switch -c add_ci upstream/day_1_solution


$ pixi add pytest


and add at least one test file to tests/

12
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Job 
dependencies

name: Test 
on: [push] 

jobs: 
    SayHello: 
        runs-on: ubuntu-latest 
         
        steps: 
        - run: "echo 'Running tests for ${{ github.repository }}'" 
        - run: "echo 'Repo: ${{ github.repository }}'" 
        - run: "echo 'Branch: ${{ github.ref }}'" 
         
    code-checks: 
        runs-on: ubuntu-latest 

        steps: 
        - name: Checkout the code 
          uses: actions/checkout@v6 
           
        - name: Install pixi 
          uses: prefix-dev/setup-pixi@v0.9.3 
          with: 
              pixi-version: v0.62.2  # good to pin this since pixi is not 1.0 yet! 
              
        - name: look for syntax errors 
          run: pixi run ruff check 

    unit-tests: 
        runs-on: ubuntu-latest 
        needs: code-checks  # don't bother running tests if code-checks fails. 

        steps: 
        - name: Checkout the code 
          uses: actions/checkout@v6 
           
        - name: Install pixi 
          uses: prefix-dev/setup-pixi@v0.9.3 
          with: 
              pixi-version: v0.62.2  # good to pin this since pixi is not 1.0 yet! 
              
        - run: pixi run pytest 

13

Before

After
Run in parallel: Run After code-checks:
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https://docs.github.com/en/actions/how-tos/monitor-workflows/add-a-status-badge


Show off your test status, which is  an SVG image at this URL: 
| https://github.com/OWNER/REPOSITORY/actions/workflows/WORKFLOW-FILE/badge.svg 

• Example: In README.md, I can add this for my repo:

| ![[pkoffee status](https://github.com/kosack/pkoffee/actions/workflows/test.yaml/badge.svg) 

TestTest passingpassing

14

Adding a Status Badge!

https://docs.github.com/en/actions/how-tos/monitor-workflows/add-a-status-badge


Advanced Integration Testing:
How to ensure you code works in different environments?
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My code works fine on my linux laptop, does it also work on 
different: 

• OS?  (e.g. Linux, Windows, MacOS?)


• OS distribution? (ubuntu, alama, etc)


• OS Version?  (<os>-latest changes in time!)


• CPU Architecture? (x86, ARM)


• Word size (32-bit, 64 bit?)


Does it work on newer/older versions of? 

• Python:  (python-3.13, 3.12, 3.11...)


• Other core dependencies like matplotlib, numpy, scipy?

16

What changes where code works?

Using pixi, mostly solves this 

But sometimes it's nice to keep 
up with the latest 
developments and see 
incompatibilities automatically!

}

You have to decide what is 
important: what is your user 
base expecting?}
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Matrix jobs let you run the same job over a N-dimensional "grid" 
of options 

|   unit-tests: 
|     runs-on: ${{ matrix.os }} 
|     needs: code-checks # don't bother running tests if code-checks fails. 

|     strategy: 
|       fail-fast: false # stop all jobs if one fails 
|       matrix: 
|         os:  # first dimension (and only in this case) 
|           - ubuntu-latest 
|           - macos-latest 
|           - windows-latest 

|     steps: 
|       - name: Checkout the code 
|         uses: actions/checkout@v6 

|       - name: Install pixi 
|         uses: prefix-dev/setup-pixi@v0.9.3 
|         with: 
|           pixi-version: v0.62.2 # good to pin this since pixi is not 1.0 yet! 

|       - run: pixi run pytest --verbose 
|

17

Matrix jobs to the rescue!
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Pixi's base environment has a fixed version of python...  

• we can fix that by adding "features" that support different versions of 
python, and then defining "environments" that use those features for testing. 

➤ Set up features in pixi.toml: 

| [feature.py313.dependencies] 
| python = "~=3.13.0" 
| [feature.py312.dependencies] 
| python = "~=3.12.0" 

➤ Define environments that use those features in pixi.toml 
environment-name = [ "list", "of , "features"]  ← note that "default" is implicit.


| [environments] 
| env-py313 = ["py313"] 
| env-py312 = ["py312"]

18

What about multiple Python versions?

Locally you can run: pixi run -e env-py313 pytest 
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Matrix jobs let you run the same job over a N-dimensional "grid" of options 
|   unit-tests: 
|     runs-on: ${{ matrix.os }} 
|     needs: code-checks # don't bother running tests if code-checks fails. 

|     strategy: 
|       fail-fast: false # stop all jobs if one fails 
|       matrix: 
|         os: 
|           - ubuntu-latest 
|           - macos-latest 
|           - windows-latest 
|         environment: 
|           - env-py313 
|           - env-py312 

|     steps: 
|       - name: Checkout the code 
|         uses: actions/checkout@v6 

|       - name: Install pixi 
|         uses: prefix-dev/setup-pixi@v0.9.3 
|         with: 
|           pixi-version: v0.62.2 # good to pin this since pixi is not 1.0 yet! 
|           environments: ${{ matrix.environment }} 

|       - run: pixi run -e ${{ matrix.environment }} pytest

19

Matrix 2D: Also test python version...
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name: Test Matrix 
on: [push] 

jobs: 

  code-checks: 
    runs-on: ubuntu-latest 

    steps: 
      - name: Checkout the code 
        uses: actions/checkout@v6 

      - name: Install pixi 
        uses: prefix-dev/setup-pixi@v0.9.3 
        with: 
          pixi-version: v0.62.2 

      - name: look for syntax errors 
        run: pixi run ruff check 

  unit-tests: 
    runs-on: ${{ matrix.os }} 
    needs: code-checks 

    strategy: 
      fail-fast: false # stop all jobs if one fails 
      matrix: 
        os: 
          - ubuntu-latest 
          - macos-latest 
          - windows-latest 
        environment: 
          - default 
          - env-py313 
          - env-py312 

    steps: 
      - name: Checkout the code 
        uses: actions/checkout@v6 

      - name: Install pixi 
        uses: prefix-dev/setup-pixi@v0.9.3 
        with: 
          pixi-version: v0.62.2 
          environments: ${{ matrix.environment }} 

      - run: pixi run -e ${{ matrix.environment }} pytest  
20

Final version: test.yaml



Continuous Delivery
How to automatically package your code and share it?
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CD

What is Continuous Delivery? 

• Automation of software releasing  [on: release]

➤ create packages 
➤ upload to package archives 

• Automatic generation of other artifacts:

➤ package documentation + upload to a host like GitHub 

Pages 
➤ even generate analysis results* 

Why is it useful? 

• Make your code always easily sharable


• Keep documentation up to date


• Reduce human burden! 

➤ "I didn't have time to update the docs..."

22

*caveat: only use this for 
small/simple analyses, as 
GitHub doesn't give you 

much storage and can limit 
computing
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It's the same as CI! 

Add workflow to GitHub Actions (or equivalent) 

• good practice: create new workflow(s) for CD tasks, rather 
than adding new jobs to our test workflow.

➤ Select different trigger (runs-on:), e.g. only run on "release", or 

"merge" 

Let's make an example:  

• Run our analysis (on push for now)


• Expose the final plot artifact

23

How does CD work?



                                   
DEMO
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The upload-artifact block uploads to 
GitHub's free (but not long-term) 
artifact storage 

• You can see it in the workflow status 
view, and download them as a .zip file.


Another way you could auto-generate 
results: 

• Add them to the documentation or a 
Jupyter Notebook and build them in 
the CI!

➤ See lecture next week on adding 

documentation! 

25

Where did the artifact go?



Advanced Topics
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Recommended: the "Github Flow" model


• The main branch of repo is always green and 
ready for delivery. 


• Forbid direct pushes to main


• Code changes require branches + pull requests


• Pull-requests only merged if the CI tests pass! 

Is this required? 

• No, you can still benefit from CI even if you are one 
dev who just pushes to main with no branches


• However!  it will make your life simpler if you 
always have a working version to compare to!

27

CI: Enforcement of Development Workflow

❌ ✅❌❌

❌✅ ✅

✅✅✅✅

GitHub can enforce this
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Configuring merge restrictions

← If  working in a team, recommend set to ≥1! Add all CI checks you 
think MUST pass before 

a PR can be merged 
(doesn't have to be all)

← target the main branch
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Automatic packaging: 

• build python wheel, conda package, 
Docker container


• deploy package to repository like pypi, 
github's container repo


Automatic documentation: 

• build documentation (sphinx, htmldoc)


• deploy rendered documentation to 
github pages

29

Topics that require next week's lectures...

Tip:  

deploy workflows 
for packages 

should only be 
on: release 

Tip:  

deploy workflows for 

documentation can 

be set up to work on: 

push (preview) as 

well as on: release
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Activity: Implement 
CI and CD for your 
project 

1. Implement a Test workflow 

• check code quality (ruff) 


• run unit tests 


• generate test coverage report


• ensure the documentation can build

Optional Advanced tasks: 

• Add a status badge to your README.md


• use a matrix to run unit tests on several environments


• add a test that updates your dependencies to the latest 
version and runs the unit tests. It should be marked as 


2. Implement a simple Delivery workflow(s): 

• run your code to produce a plot and expose it as an artifact

➤ Next week, after you add documentation and packaging, you 

can try automating that as well!

30


