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2GRAND Concept

geomagnetic effect:
radio signal

UHECR

ν

τ

10'000s radio antennas over 10'000s km2 in several sub-arrays at favorable sites worldwide

scalable, cheap, robust radio antennas, ideal for giant arrays

>30 km

few
kms

>30 km
3 Prototypes GRAND

2023 2028 203X

GRAND10k

cosmic rays 1016.5-18 eV discovery of EeV neutrinos for 
optimistic fluxes

1st EeV neutrino detection
and/or neutrino astronomy!

autonomous radio detection
of very inclined air-showers 10k antennas (Argentina?)

2 detectors of 10k antennas: 
GRAND-North (China)  
GRAND-South (Argentina?)



3Expected performances
What do we need for UHE neutrino astronomy? 

excellent sensitivity

sub-degree angular resolution

wide instantaneous field of view

26

Hot Spot 1 (HS1)

HS1 layout: 
• 10 000 antennas over a 20 000 km2

• square grid array with a 1 km spacing

• neutrino induced EAS from realistic isotropic flux

GP300 simulations: 
• real topography

• primaries: proton, iron and gamma

HS1 : a sensitivity principle study 
on a realistic topography

table with results

Validation of the reconstruction for the neutrinos: 
• source emission very well constrained 
• arrival direction within the targeted goal of 0.1°

~ 0.1°

Angular resolution

angular resolution [deg]

Decoene et al., 2022
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Figure 2. All-flavor neutrino fluence from theoretically predicted short (<day, top panel) and long (bottom panel)
astrophysical transients and comparison to the sensitivity of existing and upcoming neutrino detectors (see text).
The experimental sensitivities are per decade in energy for an assumed E�2 neutrino spectrum. For Auger,
IceCube171, and IceCube-Gen2172 the sensitivity to neutrino transients at the location of GW170817A is shown. The
projected sensitivity of GRAND to short transients at zenith angles 86�  q  93� and long transients at declination
0�  d  45� assuming a single GRAND array at latitude 42� North173 is indicated with a pink band. The projected
sensitivity of POEMMA to short and long transients in ToO-dual and ToO-stereo mode respectively is shown with a
green shaded band174.
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Figure 2. All-flavor neutrino fluence from theoretically predicted short (<day, top panel) and long (bottom panel)
astrophysical transients and comparison to the sensitivity of existing and upcoming neutrino detectors (see text).
The experimental sensitivities are per decade in energy for an assumed E�2 neutrino spectrum. For Auger,
IceCube171, and IceCube-Gen2172 the sensitivity to neutrino transients at the location of GW170817A is shown. The
projected sensitivity of GRAND to short transients at zenith angles 86�  q  93� and long transients at declination
0�  d  45� assuming a single GRAND array at latitude 42� North173 is indicated with a pink band. The projected
sensitivity of POEMMA to short and long transients in ToO-dual and ToO-stereo mode respectively is shown with a
green shaded band174.
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4Radio signals at our detectors
Experience: LOPES, LOFAR, AERA, CODALEMA, TREND, AugerPrime Radio…

Footprint 
• Emission ~ point-like around shower max.

• Spherical wavefront

• Emission in few deg. cone around shower axis 

• "Cherenkov ring": around 1º at highest frequencies

Run simulations (+interpolation Tueros & Zilles 2020) on a dense array 
then prune antennas to make new configuration

trihex all (250), Nring = 20 
triangles (hexagone + center) 

step 250 m

3907 antennas


204.7 km2

tri1000 
triangles (hexagon + center)


step 1000 m

241 antennas

hex1000 
hexagons


step 1000 m

150 antennas

• mask the information of the pruned antennas 
• recalculate triggered event rate with pruned array

We cannot run simulations on an infinite number of configurations

The Layout Pruning Tool!
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zenith = 70 deg

air shower signal

TREND experiment

Galactic noise level 𝜎 ~ 20 μV/m

Traces & Pulses 
• Frequency range : 50-200 MHz

• Transient pulses, duration: <~ 100ns

• Amplitude of detectable signals at unit level:  

> 3-5 𝜎 above stationary Galactic background

• Amplitude scales linearly with particle energy

• Detection energy threshold with 5 units: 1016.5 eV 

IV. Detector design and performance

]° [ψ
-2 -1 0 1 2

]
-1

 M
H

z
-2

 [p
W

 m
Φ

-510

-410

-310

-210

-110

1
5MHz

25MHz

50MHz

100MHz

300MHz

700MHz

1400MHz

FIG. 14. Flux density � as a function of frequency and o↵-axis
angle  for an air shower with zenith angle ✓z = 71� and energy
of 108.8 GeV, simulated with ZHAireS [244]. At each frequency,
the flux density is computed as the power spectrum averaged
over a period of 10 ns. Figure taken from Ref. [245].

ring in the plane perpendicular to the shower propagation1044

axis. For more inclined showers, like the ones initiated1045

by Earth-skimming neutrinos and targeted by GRAND,1046

the peak emission comes from farther away, leading to1047

larger Cherenkov distances. A detailed description of the1048

Cherenkov e↵ect in air showers is given in Refs. [247–249].1049

Shower geometry.— The di↵erent radio emission mecha-1050

nisms from air showers, combined with the Cherenkov ef-1051

fect, result in complex emission patterns in terms of am-1052

plitude, frequency, and polarization. They are well under-1053

stood and can be modeled in great detail if the shower ge-1054

ometry is known. Conversely, the radio-detection of an air1055

shower by a large number of antennas at di↵erent locations1056

can be used to reconstruct the shower geometry and infer1057

the properties of the primary particle; see Section IV E 3.1058

Figure 15 shows that, for vertical showers, the radio foot-1059

print is small and concentrated; dense antenna arrays, with1060

spacings smaller than 100 m, are needed to sample it. For1061

showers inclined by 75�, the elongated footprint spans an1062

area of several tens of km2, and sparser antenna arrays are1063

su�cient to sample it, as shown by AERA [252] and as1064

planned for GRAND.1065

Neutrino-initiated air-showers.— At EeV energies, the1066

neutrino-nucleon deep-inelastic-scattering cross section in-1067

creases roughly / E0.363 [253]. Thus, the interaction length1068

inside Earth decreases from 6 000 km at PeV to a few hun-1069

dred km at EeV, making the Earth opaque to even Earth-1070

skimming neutrinos. If the neutrino interaction is charged-1071

current, it produces an outgoing high-energy charged lepton1072

of the same flavor as the interacting neutrino, whose decay1073

or interaction products might be observable by GRAND,1074

depending on the flavor and on whether the charged lepton1075

is able to exit into the atmosphere.1076

If the interacting neutrino is a ⌫e, the outgoing elec-1077

FIG. 15. Radio footprint for various shower inclinations, from
CoREAS simulations [250]. Figure taken from Ref. [251].

tron initiates an electromagnetic shower that is promptly1078

damped by radiative energy losses. Typically, the shower is1079

short-lived, concentrated close to the neutrino interaction1080

vertex, and undetectable in radio. At ultra-high energies,1081

if the ⌫e interacts close to the Earth surface, a fraction1082

of the ensuing shower could emerge into the atmosphere1083

and produce coherent transition radiation in the MHz–1084

GHz range [254, 255], detectable by GRAND. The Landau-1085

Pomeranchuk-Migdal e↵ect [256–258] would suppress ra-1086

diative losses and elongate the shower, further improving1087

its chances of reaching the atmosphere [259]. However, at1088

1 EeV, the maximum column depth that the shower can1089

traverse is 3000–4000 g cm�2 [260], corresponding to only1090

30–40 m underground. Therefore, the e↵ective volume for1091

this detection channel is small. Accordingly, in the present1092

study we neglect the contribution of ⌫e interactions in rock.1093

If the interacting neutrino is a ⌫µ, the outgoing high-1094

energy muon can travel underground from its point of cre-1095

ation and exit into the atmosphere, since radiative losses1096

are suppressed due to the larger mass of the muon [261].1097

Because the range of the muon in the atmosphere is of sev-1098

eral kilometers, the probability that it decays above the1099

radio array and generates a detectable air shower is neg-1100

ligible. Therefore, for all practical purposes, GRAND will1101

not be sensitive to Earth-skimming ⌫µ.1102

If the interacting neutrino is a ⌫⌧ , it is possible to detect1103

the outgoing tau in GRAND. On the one hand, the tau is1104

heavier than the muon, so radiative losses are suppressed1105

even further. On the other hand, the short lifetime of the1106

tau (0.29 ps) gives it a range of 50 meters per PeV of energy1107

before decaying. As a result, a tau born from an UHE1108

⌫⌧ underground could exit the rock and decay above the1109

antenna array, triggering a particle shower that emits a1110

radio signal detectable by the antennas; later, we detail1111
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Alvarez-Muñiz et al. 2015



5 GRAND Challenges
Low-complexity, robust, low-cost detection units 

Low noise system

Robust for desert environments & temperature fluctuations

Simple deployment for large numbers


Autonomous triggering on radio signals 
Ultra-dominant noise: ideal quiet sites

New electronics development necessary: high sampling rate & autonomous triggering

Identification of signals + R&D NUTRIG

Online processing for lower data rate 

Previous successful efforts in other contexts: ANITA, TREND


Reconstruction of shower parameters 
Different physics, asymmetries, ground reflections… for very inclined air-showers 
(B field effects Chiche et al. 2023, Guelfand et al. 2024)

New reconstruction methods to develop & test (Decoene et al. 2022…)


Data volume & transfer: low-rate, low-power  
Huge data volume (~10 kBy/trigger)


GP300 (nominal) rate: L1 trigger: 1 kHz, L2 trigger: 10 Hz

NUTRIG target: L1 trigger: 100 Hz, L2: 1 Hz


Offline treatment reduction to few infos (trigger time, amplitude, polar)…  
—> to implement online



6 2023-2024: turning point for GRAND

Deployment on 3 sites and first experimental data!
Commissioning phase  
Official approval for 200 km2 for GRANDProto300 site in Gansu, China
65 antennas deployed in China  

Development of Software & Analysis tools
GRAND Software pipeline: from online data monitoring to analysis tools 
GRANDlib: Python library for GRAND data analysis & simulation
Data Challenge 2:

realistic simulation library
reconstruction tools for data analysis 

Beginning of R&D for the next phases

GRANDProto300

GRAND@Nançay

GRAND@Auger

Concept Validation: autonomous triggering 
on inclined EAS

Triggering test-bench

Cross-calibration



7 Prototypes set-up
GRAND Coll. in prep.  

Common set-up 
Same overall components

Antenna arms: response differ due to mechanical structure

Front-End Board: ADC 500MS/s,14 bits, FPGA + 4 CPUs

Trigger algorithm: unbiased trigger, 10 s, 20 Hz mode 

Common data format


Testing robustness to environments 
GRAND@Auger: humidity, noise level (LNA), constraints: 
mechanical struct., power

GRANDProto300: stability, coincident trigger

Firmware (transient trigger) different
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This layout option was decided in order to have the most58

dense array possible so that the probability of detection of less59

energetic and less inclined events is maximized. Also, its posi-60

tion with respect to the roads allows for easy access, which fa-61

cilitates further modification and maintenance of the DUs. As62

mentioned, the array location is optimal to search for coinci-63

dent events with all three of Auger’s detector types (surface,64

fluorescence and radio).65

3. Setup of a GRAND Detector Unit66

The original AERA setup (2) was modified slightly to re-67

semble the GRAND configuration. In particular, the vertical68

pole was extended by fitting a hollow aluminum tube inside69

the existing pole, thus raising the antenna to an altitude of 3 m.70

The antenna itself consists of 5 arms, namely two dipoles in the71

North-South and East-West directions as well as a monopole in72

the Z-direction. The exact dimensions and characteristics are73

discussed in reference (3). The result of this conversion can be74

seen in Figure 2.75

Faculteit NatuurkundeWiskunde en Iinformatica

Radboud Universiteit Nijmegen

 

 
Get.

SchaalOntw.
Datum   

 Ruwheid
NEN 1302

 
BB.  

Wijz.

  

St.Nr. Aant. Benaming Materiaal Tek. Nr. Opmerking
Tol. tenzij anders vermeld 
volgens: NEN-ISO 2768-f KFigure 2: Result of converting an AERA station. Left: The green pole depicts

an aluminum tube, fitted in the original pole using an adapter ring. The antenna
head is connected to a sleeve on the top of the pole, which is kept in place with
a bolt. Right: Image of one of the converted antennas (DU 69).

The nut of the antenna contains three Low Noise Amplifiers76

(LNA), as shown in Figure 3. To prevent water damage, the77

nut was sealed with an additional layer of silicone and a trans-78

parent lacquer coating was applied to the LNA boards. In the79

layout of the LNA, care was taken that the path lengths for all80

input channels were exactly the same. The signals from each81

polarization direction (x,y,z) are amplified by about ⇠33 dB, as82

shown in Figure 4. Power is provided to the LNA by a coax-83

ial cable that also functions to transport the signals to the main84

electronics board.85

The prototype GRAND-electronics board, shown in Figure86

5, combines several functionalities. The analog signals are87

shaped through a 5th order elliptical 30-200 MHz bandpass-88

filter. Its response is seen in Figure 6. In addition, the analog89

Figure 3: Picture of the LNA-board. In the nut a teflon? cover holds the antenna
arms and connects these to the board.
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Figure 4: Response of the Low noise amplifier as a function of frequency.

chain supplies power to the front-end LNAs through a bias-T.90

The analog chain also contains an variable amplifier whose set-91

ting is controlled by the digital part of the board. The gain can92

vary between -10 and +20 dB. For GRAND@Auger a gain of93

0 dB is used whereas this same board amplifies the incoming94

signals in GRANDProto300 (3), using a di↵erent type of LNA,95

with 20 dB.96

The GRAND-electronics boards digitizes the signals af-97

ter passing the analog chain. The digitization uses a 14-98

bit 500 MHz analog to digital converter (Analog Devices,99

AD9694) in a di↵erential mode with a maximum input voltage100

level of 1.8 V. This setting allows to measure the background101

noise at around 30 ADC-counts, leaving a dynamic range of102

about 9 e↵ective bits. This compromise allows the Collabora-103

tion to use the variations in the galactic background as a moni-104

toring and calibration tool.105

The digital signals are moved into a System on a Chip (SoC)106

(Xilinx, Zynq Ultrascale+, XCZU5CG-1FBVB900E) consist-107

ing of a Field Programmable Gate Array (FPGA) combined108

with hardcore Central Processing Units (CPUs). The SoC per-109

forms tasks such as event triggering, event building, commu-110

nication and bu↵ering. These tasks are divided into tasks per-111

formed by the Firmware that runs on the FPGA, and tasks per-112

formed by the software, running inside the CPU.113

The Firmware continually retrieves the digital data from the114

FPGA, and can be configured to digitally shape this signal. A115

total of 4 notch filters can be applied to the data of each channel,116

and dynamic baseline subtraction is available. It is possible to117

2

Drawings: All details sent to PengFei 

 
HorizonAntenna

LNA

Bullet Wifi

PV panel

Battery
Charge controller

Front-end Board

3.5 m

GP300G@Auger

Detection Unit

Figure 6: Antenna arms and Nut.

Figure 7: Matching network

Figure 8: Typical VSWR measurement results
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Figure 15: GRAND front end board, designed by Radboud University.

3.1.3 Front end board

Board design and firmware [ This part COPY FROM GRAND@Auger paper] The
GRAND-electronics boards digitizes the signals after passing the analog chain. The digitization uses
a 14- bit 500MHz analog to digital converter (Analog Devices, AD9694) in a di↵erential mode with a
maximum input voltage level of 1.8V. This setting allows to measure the background noise at around
30 ADC-counts, leaving a dynamic range of about 9 e↵ective bits. This compromise allows the Col-
laboration to use the variations in the galactic background as a monitoring and calibration tool.

The digital signals are moved into a System on a Chip (SoC) (Xilinx, Zynq Ultrascale+, XCZU5CG-
1FBVB900E) consisting of a Field Programmable Gate Array (FPGA) combined with hardcore Central
Processing Units (CPUs). The SoC performs tasks such as event triggering, event building, communi-
cation and bu↵ering. These tasks are divided into tasks performed by the Firmware that runs on the
FPGA, and tasks performed by the software, running inside the CPU.

The Firmware continually retrieves the digital data from the FPGA, and can be configured to
digitally shape this signal. A total of 4 notch filters can be applied to the data of each channel, and
dynamic baseline subtraction is available. It is possible to select either the raw or the shaped data
for the final readout. If signal shaping is applied, the shaped signal is used to select interesting events
(triggering), otherwise the raw data is used for this purpose. After triggering, the Firmware starts to
build the event. The data from all three input channels is combined with timing information from the
GPS chip (Trimble RES SMT360), data from slow control parameters such as pressure and battery
voltage, and an event header in which all configuration parameters are stored. The local software
inside the CPU is notified that an event is present and that DMA transfer onto the onboard DDR
memory can be initiated.

Board testing On May 2021, a PCB factory in Shanghai has completed the production of 100
sets of front end boards for the prototype phase of the GRAND project(GP300) in three batches. In
addition to four boards from the first two batches were sent to the Netherlands, and two that were
sent to Xidian, the rest of the boards are undergoing functional validation at the Purple Mountain
Observatory (PMO). The validation process consisted of three main parts:

First step is bring-up test, including boards appearance checking, power-up verification, clock chip
programming, FPGA logic programming, GPS verification, ADC verification , POE verification. Than
we PMO did laboratory repairing for the boards that have problems. Finally, we completed the this

10

Figure 18: Online trigger

unit every 10 seconds, while in the latter, data is collected 20 times per second. The length of data
collection, or the time domain duration, can be set, typically at 1024 or 2048 data points. Given that
our ADC’s sampling frequency is 500 megahertz, the duration of each time-domain signal collection is
a few microseconds. The central station computer runs a control and data acquisition (DAQ) program
to aggregate data, allowing us to verify whether the detection units are operating at the specified
e�ciency.

We utilize the gtot tool to convert the collected data into ROOT format, enabling analysis of the
data from each individual detection unit. Currently, our data acquisition system defines each time-
domain signal collected from a detection unit as one event, and during a single DAQ run, the 13
detection units operate synchronously, with their clocks nearly perfectly aligned. The time dispersion
primarily arises from the precision of GPS time.

The central station is equipped with an internet bridge interface, allowing convenient remote access
for downloading data, for example, from Nanjing. Currently, we transmit the collected data almost
in real-time. This is primarily due to several instances of sudden dust storms, during which we lost
contact with the central station. However, GP13 continued to operate stably during those periods.

Since the initial deployment of GP13 in March 2023, we first observed elevated temperatures within
the aluminum enclosures housing the front-end electronics boards, leading to significant errors in data
or loss of communication with the central station. This prompted us to reconsider and redesign the
heat dissipation system. The new design resulted in a highly stable data flow after the end of May
2023. However, with the onset of high temperatures in the desert in June, we encountered anomalies in
the data due to overheating of the low-noise amplifiers installed within the antenna metal arm bases.
Subsequent iterative testing led to the development of new low-noise amplifiers. Finally, we achieved
a stable data flow starting from October 2023. During nearly six months of testing and operation, we
identified external interferences a↵ecting our data from the solar charger controller, communication
network cables and Bullet modules, wires connecting the front-end electronics boards and batteries,
and environmental sensor cables. These interferences exhibited distinct characteristics in both time
and frequency domains. From October to November 2023, we gradually mitigated these interferences
as much as possible.

4.4 First glance on data

The most notable noise we initially discovered from shortwave communications, characterized by dis-
tinct modulation patterns during daytime and nighttime as showing in 19, where the bright regions
below 50MHz are believed from shortwave communications. In the time domain, these signals could
be strong enough to significantly interfere with our detection of cosmic ray radio emissions.

14

Online trigger



8Prototypes: GRAND@Auger
GRAND Coll. in prep.  

Cross-calibration with Auger detectors: 
1 coincident event/day expected


10 antennas deployed:  
Auger mechanical structure + infrastructure


Hardware tests: set-up stability

Firmware tests, trigger / transient detection 

Once a day, the new files on disk are being copied using the196

4G network to the central event storage in Lyon. This copying197

does not interfere with data taking or bandwidth used by the198

Pierre Auger Collaboration.199

5. Monitoring and data quality200

In order to ensure data quality throughout the deployment201

and commissioning phases of GRAND@Auger, a few key pa-202

rameters were tracked per DU. Together with the event in-203

formation, the local DAQ software running in each DU also204

records the temperatures of the GPS, ADC and FPGA chips at205

the GRAND-electronics board, the battery voltage level at the206

board input and the trigger rate. Through the unbiased trig-207

gered data, these can be monitored continuously as a function208

of time. The behavior of these parameters was used not only209

to commission the setup but also to validate the Firmware and210

the local and central DAQ softwares. They also indicated the211

need to implement a hibernation setting based on the ADC chip212

temperature to ensure optimal performance for the DUs.213

Also, through the ADC traces in the time domain, other rel-214

evant parameters are extracted. The root mean square (RMS),215

calculated as ( 1
n
P

i(xi � x̄)2)
1
2 , of each trace per channel as a216

function of time is used for the surveillance of day/night e↵ects217

and local radio transients. The average Fast Fourier Transforms218

(FFTs) and Power Spectral Densities (PSDs) are used to es-219

tablish the environment radio background, the electronic noise220

self-induced by the setup, the galactic radio background and221

the narrow and broadband radio frequency interferences (RFIs).222

The FFTs and PSDs are evaluated in the unbiased data and they223

were also used to track proper gain settings by the LNA and/or224

the VGA on each channel of each DU.225

All of these parameters are checked daily to ensure optimal226

operation of the setup. In order to support and facilitate the227

commissioning e↵ort of the prototypes GRAND@Auger and228

GPXX, a data monitoring web page has been set up1, see Figure229

7. The website is updated daily at 05:00 CET, by a crontab job230

that runs a series of scripts at the CCIN2P3 cluster in Lyon. The231

unbiased data uploaded in the last 24 hours is selected and anal-232

ysed. The DUs location are displayed in the GRAND coordi-233

nate system and a color scale identifies which are online/o✏ine234

as well as the mean RMS of the last 24 hours. The page also235

tracks the battery levels and temperatures as a function of time236

(in UTC). The RMS of ADC traces per DU are displayed for237

each channel individually as function of time. Lastly, the ADC238

traces and the gain corrected PSDs are averaged over the 24239

hour period and shown per channel of each DU, together with240

a table of peaks (defined by a threshold) found in the spectra.241

Except for the coordinate system plots, the page also stores the242

averages over the last 7 days and the last 30 days. There is243

flexibility to present the data of all DUs together or of only the244

desired ones.245

1See https://monitoring.grand-observatory.org/.

Figure 7: Entry page of the data monitoring website set up to aid the commis-
sioning of the GRAND@Auger and GPXX prototypes.

6. First Results246

6.1. The background in the frequency domain247

The working of the complete antenna readout chain can be248

well comprehended in the frequency domain, since usually the249

frequency band of known background sources is understood. In250

addition, as the antennas are close together, this study also ver-251

ifies that all of them show the same response, which is needed252

to understand the relative calibration from one antenna to the253

other. The average Fourier transform of the voltage levels of the254

16 µs long time-series is shown in Figure 8. With a frequency255

resolution of about 62.5 kHz, it can be concluded that the gains256

of the three channels are equal. Furthermore, the drop-o↵ at257

low frequency due to the mismatch between the LNA and the258

antenna is clearly visible. In addition, several peaks can be seen259

in the di↵erent polarizations, some are listed in Table 1.260

Figure 8: Frequency spectrum for the three channels of DU 60.

Large fractions of the frequency band are background free.261

However, it is clear that the background in several frequency262

ranges is substantial and can negatively influence self-trigger263

capabilities of the system.264
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Abstract

GRAND@Auger purpose and first results

Keywords: GRAND, Pierre Auger Observatory, Air showers, Radio Detector

1. Introduction1

GRAND (Giant Radio Array for Neutrino Detection) is an2

ultra-high energy (UHE) multi-messenger experiment. The3

Collaboration aims to reach the sensitivity needed to detect4

UHE neutrinos as well as explore a rich science case (1). These5

goals are to be achieved with large arrays of radio antennas6

spread around the world. GRAND is to be built and vali-7

dated through stages, in which the current one consists of three8

prototype arrays deployed in 2023: GRANDProto300 in the9

Gobi desert in China, GRAND@Nançay in Nançay, France,10

and GRAND@Auger in Malargüe, Argentina.11

Each prototype has a di↵erent goal and together they are the12

pathway to larger arrays. GRANDProto300 started with 13 an-13

tennas (GPXX), which are currently taking data steadily. Once14

expanded to 80 antennas, which are already built but not yet de-15

ployed, it will be able to test e�ciency and purity of detection16

of inclined showers. For more details about the deployment and17

commissioning of GPXX see reference (3). GRAND@Nançay18

is a small array of four antennas at the Nançay Radio Obser-19

vatory. It was idealized as an easy access for the European20

labs, facilitating testbenching of equipment and of new ideas21

in design, triggering and data acquisition. Currently, it is being22

deployed.23

The GRAND@Auger prototype results from an agreement24

between the GRAND and Pierre Auger Collaborations to repur-25

pose ten AERA (Auger Engineering Radio Array) stations in26

Argentina, the station choice and layout definition are discussed27

in Section 2. The Pierre Auger Collaboration allows the com-28

munity to use its infrastructure for the purpose of designing fu-29

ture experiments. The superposition of GRAND’s and Auger’s30

detector arrays allows for coincidences searches as well as vali-31

dation of GRAND’s reconstruction performance through event-32

by-event comparisons with known Auger detected air showers.33

Also, the similarities in the setup of AERA’s and GRAND’s de-34

tectors allowed for an easy conversion and optimal usage of the35

already available infrastructure, as discussed in Section 3.36

Through four trips to Malargüe in the span of a year (March37

2023, August 2023, November 2023 and March 2024) the com-38

plete array was deployed and the ten Detection Units (DUs)39

were made operational by GRAND Collaboration teams with40

the aid of the local sta↵ of the Pierre Auger Observatory. A cen-41

tral Data Acquisition (DAQ) computer was installed at the Cen-42

tral Radio Station (CRS), which stores and transfers the trig-43

gered data daily to CCIN2P3 cluster in Lyon, making it avail-44

able to the GRAND Collaboration. The details on trigger condi-45

tions and the data transfer are given in Section 4. The commis-46

sioning of the setup and the analysis of the GRAND@Auger47

data are done o✏ine through the monitoring of the parameters48

described in section 5. First results are given in section 6.49

2. Array layout50

The AERA array is located in the Auger surface detector in-51

fill array and is in the field of view of Coihueco and HEAT52

fluorescence detectors. The deployment of AERA was done in53

three phases and ten of the AERA Phase 2 stations were made54

available to be modified into GRAND DUs. An array of super-55

imposed hexagons with spacing of (mostly) 250 m was chosen,56

as shown in Figure 1.57

Figure 1: GRAND@Auger array, in red, within the AERA array, in gray. The
lines correspond to the access roads. In pink the position of the CRS, where
the central DAQ computer is located. All positions are given in the Auger
Coordinate System.

Preprint submitted to - April 1, 2024

PRELIMINARY

Layout GRAND@Auger

Figure 11: Triggered ADC traces in the NS polarization of a time-coincident
event with five GRAND@Auger DUs.

The trigger algorithm and its parameters were adjusted through307

an analysis of the measured traces in the frequency and the time308

domain. The arrival directions of events with triggered traces309

in time-coincidence at multiple DUs was reconstructed, and the310

result is in agreement with known radio noise sources in the311

area.312

Thus, it can be attested that the GRAND@Auger setup is313

functional, stable and its measured data is understood. The pro-314

totype is ready for the next phase where it is aimed to trigger on315

cosmic ray generated transient pulses. These will be confirmed316

through coincidences with known air shower events recorded317

by the three detector types from the Pierre Auger Observatory.318
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GRAND detection concept validation: 
Autonomous triggering & inclined EAS reconstruction

65 antennas deployed
Hardware tests: long-term stability, self-made 
noise control, LNA optimization
Firmware tests, trigger / transient detection 
Cosmic ray search

Power Spectrum Distribution (PSD) of Noise
A set of monitoring data (MD) on 1st Nov. 2024

ü Very clean spectra for all antenna arms (bandpass = [30MHz, 250MHz])
ü Peaky lines from e.g., airplanes, FM, etc.
ü Global structure = Galactic noise + Instrumental noise (see later)

Colors: different DUs
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Monitoring data: Non-biased data taking for 10s

slide by Sei Kato Vietnam 2024

Layout GRANDProto300

Clean spectra for 
all antenna arms 
[30 - 250 MHz]

Peaky lines from 
airplanes, FM, etc.

Galactic noise + 
instrumental noise
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10First set of reconstructed events
GRANDProto300

beacon

GRAND@Auger

azimuth [deg]
zenith [deg]

El Sosneado village

GRAND@Auger

offline coincidence search from beacon
spherical wave front model (SWF)
171 events reconstructed /173 pulses emitted in time 
window
10 m std deviation on Northing/Westing positions

online coincidence search at central DAQ (L3)
3 consistent independent analysis (Analytic 
PWF, PWF/SWF)
azimuth and zenith consistent with direction 
of village, towards ground

FLT-0
on FPGA

Threshold trigger on 
trace/wavelet

FLT-1
on CPU

Template fitting
vs CNN

SLT
on central DAQ 

Crude reconstruction 
with FLT-1 data

GRAND Trigger Scheme

Pablo Correa | ARENA | 14 June 2024 3

Single DU Array of 
DUs

This talk
Sandra Le Coz,

Jean-Marc Colley, PC

1 kHz 100 Hz

NUTRIG project

Jelena Köhler’s talkCurrently on hardware

L1 L2 L3

Conclusions:
Trigger system works: L1 for GP300, L1 + L3 for GRAND@Auger
GPS timing works
Work in progress: coincidence detection efficiency, system stability, 
sensitivity (Galactic noise)

For more detail: 
Mitra et al., PoS(ICRC2023)236,  
Duan et al., PoS(ICRC2023)298, 
Ma et al., PoS(ICRC2023)304, 
Chen et al., PoS(ICRC2023)1023,  
Xuet al., PoS(ICRC2023)1024,  
Chiche et al., PoS(ARENA2024)059,  
Kotera et al., arXiv:2408.16316v2



11Cosmic-ray (CR) event search
Pipeline overview

Polar ⊥ ⃗B geo

Space

Result in θ 
and φ

4

( | tev1 − tev2 | < twindow)

( |δev1 − δev2 | < δwindow) Time

Footprint 
too small

T3 coincidence search  

(Xishui’s script [github])

Plane Wave Front reconstruction 

(Ferriere et al. 2024, [github])

Time & space clustering

Number of antennas Polarisation  

(Chiche et al. 2022)

Peak frequency cut
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Polar ⊥ ⃗B geo

4

( | tev1 − tev2 | < twindow)

( |δev1 − δev2 | < δwindow)

Footprint 
too small

2

Space

Time

Result in 
θ  and φ

ϑ ∈ [60,88]deg

Getting CD events Plane Wave Front reconstruction 

(Ferriere et al. 2024, [github])

Time & space clustering

Number of antennas Zenith Polarisation  

(Chiche et al. 2022)



12CR events search: first candidates

Candidat : 20250103_013446
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13Reconstruction efforts
Realistic simulation libraries: GRAND "Data Challenge 2"

> 200,000 simulations: raw/hardware like, ADC/Efield traces
Traces: 4.096 us, downsampled to 500Mhz, with saturation
Antenna response and RF chain included
Jitter: 22uV/m Gaussian noise, 5 ns Gaussian smeared “trigger” time, “Amplitude Calibration” gaussian 
smeared 7.5% 

Electric field reconstruction
E-field reconstruction with CNN
Direction reconstruction based on polarization
De-noising of E-field/ADC using ML

Inclined Air Shower Reconstruction
Plane Wave Front (PWF): fast timing & direction reconstruction (analytical, with error calc.)
Fitting (empirical and Physics informed) of Angular Distribution Function (ADF)
Empirical fitting of lateral distribution function 
GNN for EAS studies

ω

For more detail: 
Decoene et al., Astroparticle Physics145, 102779 (2023) 
Chiche et al., PRL 132, 231001 (2024) 
Guelfand et al JCAP 5, 055 (2024) 
Alvarez-Muniz et al., arXiv:1810.09994 (2018) 
Macias et al., Pos(ARENA2024)062 
Benoit-Lévy et al., JINST19(4), P04006 (2024)

V. Decoene PhD. thesis 2021



14Software pipeline: GRANDlib
Python offline software package for the GRAND collaboration: tool to manage and analyze data
 
GRAND Coll. 2024
https://github.com/grand-mother/grand 

User friendly tool. No need to install ROOT
Modules for coordinate systems, topography and geomagnetism
Includes galactic noise and RF chain parameters
Standard code for signal processing
Tools to store data in a standard file format and manage them
Refer to grand/examples for example scripts

Radio emission 
and propagation

Shower generation  
and evolution Open-circuit voltage Radio-frequency chain

Noise 
Galactic 

Anthropogenic

Coordinate systems 
Topography 

Geomagnetic field 

ντ → τ

DANTON

Radio emission from air shower

ZHAireSCoREAS or

VoutLow-noise 
amplifier

Cable + 
connector

Amplification 
(VGA) + filter

Balun

Digitization 
(ADC)

GR DN

UHE , 
cosmic ray, 
or photon

ν

Signal processing in each detection unit

Antenna response + layout

Voc

Data 
management

Local Remote

Output voltage

Balun

Detection unit

Figure 1: Overview of the major components of GRANDlib. The simulation pipeline of GRANDlib mimics closely that of the real hardware and software
capabilities of a radio-detection array like GRAND [1]. An ultra-high-energy (UHE) particle triggers an extensive air shower whose radio emission [6, 7] is picked
up by an array of detection units at ground level. In a detection unit, an antenna receives the incident radio signal and converts it into an open-circuit voltage, to
which GRANDlib adds noise. The resulting voltage signal is then processed through the radio-frequency chain of the unit for amplification—yielding the final
output voltage—digitization, and storage. Beside the simulation pipeline, GRANDlib has tools to handle coordinate systems, geomagnetic field, the topography of
Earth, and data management. GRANDlib can be installed from Ref. [19], which also contains usage examples.

implementation and usage details are available in Ref. [19]. All
the necessary data to use GRANDlib, including topography, ge-
omagnetic fields, and antenna response functions are included
in the GRANDlib installation. Although GRANDlib has been
tailored for use in GRAND, its modular design allows other ex-
periments to adapt parts of it to suit their needs.

The rest of the paper is organized as follows. Section 2 gives
an overview of GRANDlib. Section 3 introduces its coordi-
nate systems. Sections 4 and 5 explain how GRANDlib ac-
cesses the ground elevation and geomagnetic field at different
locations. Section 6 sketches the external air-shower simulation
packages used by GRANDlib. Section 7 explains the response
of GRAND antennas. Section 8 describes signal processing,
from electric fields to voltages. Section 9 discusses data man-
agement. Section 10 illustrates the data visualization capabil-
ities of GRANDlib. Section 11 summarizes GRANDlib and
outlines future developments. Appendix A describes coordi-
nate transformations between coordinate systems. Appendix B
outlines the structure of the files used for simulation and exper-
imental data. Appendix C lists the tools used to maintain code
quality. Appendix D lists external package dependencies.

2. Overview of GRANDlib

GRANDlib is designed to generate simulations of the radio-
detection of extensive air showers in GRAND, and to assess the
effect of changes to the detector design on simulated observa-
tions, while meeting the requirements for simulation produc-
tion, signal processing, data storage, and data analysis.

GRANDlib uses descriptions of the antenna response and the
radio-frequency (RF) chain—the series of electronic compo-
nents that process and digitize the signal received by an an-

tenna while minimizing background noise—that are specific to
GRAND DUs, but has built-in flexibility to accommodate other,
similar experiments. Some GRANDlib modules are particu-
larly useful to other experiments, especially those that deal with
coordinate systems, topography, and the geomagnetic field.

Figure 1 sketches the GRAND detection principle and the
stages of it that GRANDlib simulates. We summarize them
below and expand on them later.

Coordinate systems The coordinates module (Section 3)
defines terrestrial coordinate systems in which to express
antenna positions, the geomagnetic field, and radio signals
from air showers, and transformations between them.

Topography The topography module (Section 4) computes
the ground elevation at specified locations on the surface
of the Earth. Additionally, via TURTLE [14], it computes
the distance traveled by a particle from a specified location
along its trajectory before impacting the surface.

Geomagnetic field The geomagnet module (Section 5) com-
putes the strength of the geomagnetic field and its direction
at a specified location and time, quantities that are required
to model the development of an extensive air shower and
its radio emission.

Shower generation Shower generation (Section 6) is out-
sourced to simulation tools external to GRANDlib. DAN-
TON [13] handle the simulation of taus made in ωε inter-
actions underground, and ZHAireS [15] or CoREAS [16]
handles the simulation of extensive air showers and the ra-
dio signals from them.

3

Comput. Phys. Commun., 308, 109461, arXiv: 2408.10926

https://github.com/grand-mother/grand


15Perspectives: HERON

24 phased stations ("BEACON-type")
70 km linear along mountain, altitude 1000 m
each station contains: 24 compact radio antennas 
station surface: ~100 m2 each
separation between stations: ~ 3 km

360 standalone antennas (“GRAND-type”)
altitudes between 500 m and 1500

R&D for GRAND: external trigger plugged on autonomous GRAND 
systems & interferometry

antennas: 3 m high, 1 m2 of footprint on ground
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• National Astronomical Observatories, Chinese Academy of Sciences (NAOC)
• Purple Mountain Observatory (PMO)
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Nanjing Collaboration Meeting @ Purple Mountain Observatory, May 2024
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