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MBHBs : merging massive Black Hole binaries

sBHs : merging stellar-mass Black Holes

EMRIs : extreme mass-ratio inspirals

GBs : Galactic binaries (including verification binaries)

Noise : instrumental noise and GW foreground

LISA GW Sources
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from N. Cornish's talk
Nice, 2023
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from R. Buscicchio's talk
Toulouse, 2024



GWINESS project started in January 2025

Blind source separation of overlapping
gravitational wave signals

Inspired by music source separation

Based on SCNet architecture

Frequency-domain network operating on
the Short-Time Fourier Transform

Simplified Global Fit (for the moment)
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Neural network design 

https://arxiv.org/pdf/2401.13276
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Tong et al.
2024



Machine Learning for LISA?

https://arxiv.org/pdf/2412.15046

Need for scalable and efficient data
analysis

Computational cost of the pure Bayesian
inference vs limited resources

The likehood evaluation is dominated by
the waveform computation

Use of deep learning to accelerate the
convergence of the Bayesian inference

Cuoco et al.
2024
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Challenges in LISA

Complex noise structures (including glitches and gaps)

Need for efficient separation and parameter estimation

Large number of overlapping sources

High dimensionality of the model

Presence of correlated parameters

GBs : thousands of sources to find (8 parameters each)

BHBs : not too many sources but tricky parameter estimation

EMRIs : complex waveforms with multiple harmonics

Narrow band in the frequency domain

Transient signals (response varying both with time and frequency)

Long-lasting sources with low SNR and timescales of several years
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https://arxiv.org/pdf/2402.07571



Signal denoising

https://www.nature.com/articles/s42005-023-01334-6
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Zhao et al.
2023



Signal denoising

https://www.nature.com/articles/s42005-023-01334-6

Zhao et al.
2023
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Signal denoising & separation

https://arxiv.org/pdf/2503.10398

Proof-of-concept

Exclude EMRI waveforms

Very simple neural network model

Time-domain analysis (2h signal)

TDI data as input

Multi-channel output for GBs

Latent space representation
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Houba
2025



Signal denoising & separation

https://arxiv.org/pdf/2503.10398
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Houba
2025



https://arxiv.org/pdf/2503.10398

Signal denoising & separation

when glitches overlap with
the MBHB merger phase

Houba
2025
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https://arxiv.org/pdf/2503.10398

Signal denoising & separation

when glitches occur during
the MBHB ringdown

Houba
(2025)
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Conclusion

The GWINESS approach requires further investigation:
hyperparameter tuning
parameter estimation with variational autoencoder
many overlapping sources

Data quality, algorithm selection, and computational resources can all
impact its effectiveness.

While the benefits are clear, there are also many challenges to consider.
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Thanks!

Do you have any questions?


