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Approximate Bayesian Computation via Surrogate
Posteriors

A key ingredient in approximate Bayesian computation (ABC) procedures is the choice of a discrepancy that
describes how different the simulated and observed data are, often based on a set of summary statistics when
the data cannot be compared directly. Unless discrepancies and summaries are available from experts or prior
knowledge, which seldom occurs, they have to be chosen, and thus their choice can affect the quality of ap-
proximations. The choice between discrepancies is an active research topic, which has mainly considered data
discrepancies requiring samples of observations or distances between summary statistics. In this work, we
introduce a preliminary learning step in which surrogate posteriors are built from finite Gaussian mixtures
using an inverse regression approach. These surrogate posteriors are then used in place of summary statistics
and compared using metrics between distributions in place of data discrepancies. Two such metrics are inves-
tigated: a standard L2 distance and an optimal transport-based distance. The whole procedure can be seen as
an extension of he semi-automatic ABC framework to a functional summary statistics setting and can also be
used as an alternative to sample-based approaches. The resulting ABC quasi-posterior distribution is shown
to
converge to the true one, under standard conditions. Performance is illustrated on both synthetic and real
data sets, where it is shown that
our approach is particularly useful when the posterior is multimodal.
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