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Application of FPGA in HEP experiments

Our target: Study the latest COTS FPGA devices
and their associated new technologies for possible
application and upgrade in different aspects of HEP
experiments.

Data Link FPGA
(Trigger)
: FPGA
Data Link
° (Readout)
e o
//// |
»
* FPGA - FPGA transmission: y
* Optical link with FPGA MGT
and optical modules. - Strong FPGA devices with:
* Non-Return-to-Zero (NRZ2). * Larger number of cells.

Different encoding based on
protocol design purposes.

e Larger data bandwidth.

* Hardware acceleration:

* Not only CPU, but also GPU
and FPGA.

* Acceleration on software-
based calculation.

4

—» High-level

* FPGA - server transmission:

e Data transmission and
system slow control.

* GbE, PCl-express, VME,
etc.

* PCI-Express is the most

are critical for the usage in: _
.0 BB/1L08 and 64BI6B. . "rpa: complicated algorithm  ROPUIar one nowadays:
* <10 Gbps for DAQ. implementation. and Belle I ’ ’
» <25 Gbps for TRG. * DARQ: collect and process large '
data.
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D RD 27: Modern FPGA devices for HEP

« D RD_27: Study on modern FPGA devices for application in HEP.
* Mainly based on the Xilinx Versal series of ACAP.
* KEK together with Japanese HEP community purchased a few evaluation kits.

* Plan: Common and general studies on the new technologies for future electronics
device's R&D. Now we plan to use Versal for L1 TRG, DAQ or HLT purpose.

* The features of different Versal series ACAP:
* Al engine: convenient interface to implement ML core into firmware.
* High Bandwidth Memory (HBM).

« Larger number of cells + High transmission bandwidth.

Delivers breakthrough Al inference
and wireless acceleration with Al
Engines that deliver over 100X greater
compute performance than today’s
server-class CPUs.
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Recently announced, features hyper integration of fast memory,

secure data, and adaptive compute for memory bound, compute

intensive, high bandwidth applications.

The foundational Versal® ACAP
series, providing a wide range of

Delivers over 4X Al performance/watt
vs. leading GPUs for power- and

thermally-constrained edge devices with broad applicability

applications, accelerating the whole across multiple markets.

application from sensor to Al to real-

time control.
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D RD 27 members

* Activities in 2025:
« Japan - France: Visited CPPM Marseille for the progress on PCle400 development and

discussion on potential upgrade in Belle II.

* France - Japan: Viisited KEK for the deployment of IDROGEN/WhiteRabbit in
SuperKEKB system.
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Project overview

High-spe_ed_ Computation
data transmission: acceleration engines:
NRZ v.s. PAM4 AIE and DPU
PCI-Express: - .
: : _ High-Level-Synethesis
Desclgn ‘g"th — D_RD_27: % and ML inference skills
en modern FPGA
devices, including Versal,
PCle40, PCle400
SuperKEKB
New Level-1 Upgrade for
Trigger device Belle Il HLT o si?l?ai?on Be"ﬁ" R;zggout
for Belle Il: UT5 with FPGA Pg

readout system
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Project overview and working plan

1% year 2" year:

Techniques on

Study on hardware algorithm construction

fundamental High-spe_ed_ Computation using FPGA and
functionalities data transmission: acceleration engines: computation engines
NRZ v.s. PAM4 AIE and DPU

P&;‘?xr? rvslsﬂs‘ D RD 27: High-Level-Synethesis
. T = % and ML inference skills
Gens modern FPGA

devices, including Versal,
PCle40, PCle400

. R&D works for
utilizating Verasl in real
experimental systems

SuperKEKB
I\!ew Level;l Upgrade for Bunch Belle Il Readout
Trigger device Belle Il HLT Oscillation Ubarade
for Belle II: UT5 with FPGA Pg

readout system
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2nd year for D RD 27: How to make algorithm in FPGA

* With consideration on the longer-term plan for application of such advanced FPGA devices:
 DAQ readout/collection
* Hardware (Level-1) Trigger
* High-Level Trigger (HLT)

* Trigger: real-time data procession with algorithm in FPGA

* For the two types of trigger system (L1 and HLT), what is the major technical difference
in terms of algorithm constrction and deploymeny?

* Any benefit of utilizing new FPGA devices?

* We have many kinds of logics to be tested with Versal. But "not only what kind of logic to
make, but also how to make it".

N

« HDL/RTL .
« High-Level-Synthesis (HLS) | These are Ourdmalor

« ML inference with HLS focus in the 2™ year and
* Computation engines: Al engine and DPU will be reported today.
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HLS, ML, Al engine: roadmap of FPGA methodology

* Not only "what kind of logic to make", but also "how to make it".

* We hope to perform basic study on each of the items, collect experience, build a database of
techinical knowledge, and prepare material to support our experimental colleagues.

* We believe this kind of effort on fundamental technique is essential.
* Hand-on lectures in this summer is under planning!

| Verilog/VHDL |

HLS
software
|C++ software I—b Vivade™ WL
: IPcore
| ‘ Synthesis software
ML VIVADO'

| | QKeras
| |TensorFlow
| "} PyTorch

Keras d(p)C y ML inference

@&a. XGBoost [ IS

g Imeorfow € ONNX /> Conifer his(4jml

wscnns wllFININ

—

Manual
implementation

Vitis
Hand-writtern [~ ¥ XILINX

ML in C++ a VIS Rﬂﬂﬂh

design flow does gy

Vitis Al include Vivado for _m'q
w  XILINX firmware making in PL. - e e
- a VITIS DPU + Al engine
= (no PL)
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his4ml

* hls4ml has been widly utilized in our field already. o

 For TensorFlow and Pytorch TensorElow O P)/TOI'Ch

Keras QKeras

» Just a smple demonstration using Nexys Video card o
and a bipolar separation NN model: * Model building

Post-training
his 4 mi quantization

Vivado™ HLS *
HLS project:
i# digitized C++

[Pcore for

VIVADO! FPGA PL

sigmoid
for binary separation

Waveform - hw_ila_1

Q + = 2 > » B B @ Q| X o M = =

ILA Status: Idle

Name
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dap_rst |
i i i i i i .
J | — Latency: O(10) clock-cycles
% bram_addr{9:0] A A A \ A
8 bram_rd
®inputdata0[15:0]
> Minputdatal[15:0]
> Minputdata2[15:0]
®layer13_out_0_V[15:0]
8 layer13_out_0_V_ap_vid} O
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New study: Conifer

« Conifer: a package for BDT inference in FPGA
* The same developer group as the one for his4ml.

e Compared to NN, BDT is suitable for separation dmic

purpose, but not for regression.

.

\

VIVADO'

O learn XGBoost
zm g Tensorflow () ONNX

Model building

/\ \j
Conifer Posttaining

quantization

HLS project:
digitized C++

[Pcore for
FPGA PL
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Belle Il T trigger: NN v.s. BDT

R. Nomaru (Univ. of Tokyo)

* Example: Belle Il T event trigger with calorimeter cluster
* |Input: clusters' position and energy
e Output: Y/N for a e*e’ > T'T event
* Original design is based on NN+hils4ml.

v
v
Y
v

y 1
EVAT A RN NN e - o g g y —
i ‘///)(\ W [TT]]/ 7\\\, \JVJ/@\\/\V\VJ
) \ I 3
N
s
= % b
\ 5 b

* For an alternative way using BDT+Conifer:
 BDT can achieve the almost same performance.
 Smaller LUT usage, and 0 DSP usage.

10°

—— BDT:scikit-learn, AUC=95.4%
== BDT:conifer, AUC=95.4%

7 ikeras, AUC=95.2% /' YongHeon Ahn (Korea Univ.)
-=== NN:hlsdml, AUC=94.6%
ém . Resources BDT with Conifer | NN with Keras
g Latency 12 cycles 14 cycles
£ Initiation Interval 1 cycle 1 cycle
g LUT 22,504 28,480
2 10 Flip-Flop 11,629 10,632
“ DSP 0 228

-3 ! - - '
10 0.0 0.2 0.4 0.6 0.8 1.0

Signal Efficiency (TPR)
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New study: FINN

* Under development by AMD Xilinx.
* The core concept is matrix multiplication.

* Quantization based on Pytorch + Brevitas.

* Model representation by ONNX/QONNX.

* Material is ready.

* Will also use it for our ongoing developments.

WALl Hs 0

gﬁ__j RTL ﬁ_""—_: ; }ET?_% ;_ _ R;L _ﬁ u

wIFINN

OKeras
/
Common
frontend QONNX
~
Brevitas
source:

4 ap_clk

& ap_rst

é s _tready

¥ m_tdata_0[7:0]
e m_tvalid

4 m _tready

1,000.000 ns 1,500.000 ns

L e = RSN
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http://dx.doi.org/10.48550/arXiv.2206.11791

Versal Al engine

Versal ACAP

Versal Al engine

CPU FPGA Al Al engine "tile"
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Computation acceleration engine of Versal ACAP.
Embedded processor of FPGA.

* High bandwith between FPGA and Al engine.
C programmable.

* High precision.

* No quantization loss on ML.

Low latency.

VCK190 with AIE

You can refer to our mini-WS for many study results:

https://kds.kek.jp/levent/53369/ '~ VEK280 with AIE-ML
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Know-how of ML in AIE

* Here | use this self-defined Keras NN model for demonstration.

» After the model is built, | just obtained the math formula of the model,
and write the codes for Al engine in Vitis.

* Everything for Al engine is in C++
and single-precision floating point.

* No quantization loss. I ITNEY] IR B

1 block = 1 Al engine "tile"
A unit with 32 kB memory.

« Latency: 3.4 ps. LTy

e Can be furtherreduced. [T T T %‘IL

Exact math form
in C++ in float

TensorFlow
Kera 5\ ) Ea

bbbbbb
bbbbb

& &I

Background Efficiency

s

bufl1 bty
bufi1d >
P W

fC3 buf20 — — - 0
VlTIS : “ 1kernel in 1 tile ..
A ™ - o o 045|gr\a| Efficienc: yms

o8
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ML in AIE: Belle Il T NN trigger

* Use the same NN model design mentioned in previous pages 19data 10 data

* Implement the mathmatic formula of the Keras model in AIE.
* No quantization

« 19,20,20,1

e Latency: 4.8 us

@)

output kernel

st nd
e - [ ]
1* layer: . 2" layer:
sl : 10 nodes 7 10 nodes : :
Input e input kernel 2 kernels 2 kernels
\ for fcl for fc2
bufl buf
Input: Dataln2 (data/input1.txt hgfld ] b:f;d kfmeU(z’o buf1o t t
out{o 1 out | [ emory
] ~output
bota \ Iayer bufl3  output: Dataout1 Wata/output )
Input: Dataln3 (data/ir {'ﬂ buf femory ﬁ})..—m}
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Al engine course @ KEK E-sys, in Aug. 2024

* We tried to hold a course about utilization the Al engine in this Aug. at KEK.
» Attenders in Japan and other countries remotely.
» All operations were done using local servers in our laboratory.

« Almost everything is covered: environment setup, Vivado design flow, Vitis design
flow, kernel making, Vitis simulation, hardware test.

* This is our first step. Other courses in summer are under planning.

2025/05/14

* Open an example project for VCK190:
* Versal Extensible Embedded system.
with Al engine.

* Export platform

\

taking this file xsa file

& 5 Get the final firmware project
p— With Al engine, mm2s, s2mm to NOC
;
i T

Vitis building the'hardware ‘

/
N Piatorm /

Al engine component
From example. src, kernel and data.
Algorithm is defined here.

HLS Component: mm2s
with mm2s.cpp

HLS Component: s2mm
with s2mm.cpp

need to build up another application in Viis.

System project Component
for integration
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Versal DPU

‘ T O PyTorch

Al Optimizer Vivado® Target Platform
"\

* DPU: Deep Learning Processing Unit t3ad N W g

« Configurable computation engine
dedicated to CNN

* DPU takes leverage of the FPGA resource, while the artificial networks inference does not
require touching FPGA PL.

* Network model building by Pytorch, and quantization by Vitis-Al software. Independent of
FPGA.

* FPGA s served like a server.

H 1 root@xilinx—vck190-20222:~/03_vckl96_pytorch_atlas—top—tagger# python3 app_mt.p
Operate everythlng Wlth CUI XAIEFAL: INFO: Resource group Avail is created.

. XAIEFAL: INFO: Resource group Static is created.
® Hardware aCCEIeratlon fOI‘ XAIEFAL: INFO: Resource group Generic is created.
- - - inf> Starting 1 threads...
hlgh'level appllcatlon- inf> Throughput=17749.99 fps, total frames = 1000, time=0.0563 seconds
inf> Accuracy= (856/1000)=0.856
root@xilinx-vck190-20222:~/03_vck190_pytorch_atlas—top-tagger# |

ATLAS top tagging open
data inside Versal DPU

root@xilinx-vck198-2022: /84_vck190_pytorch_muontrigger/Training/Endcap/PtClassification/Training# python app_mt.py
XAIEFAL: INFO: Res C Avall 1o creaced.
XATEFAL: INFO: Resourc tatic is created.
XAIEFAL: INFO: Resource ¢
inf> Starting 1 threads...
inf> Throughput=16850.75 fps, total frames = 1000, time=0.8593 seconds
/home/root/@4_vck196_pytorch_muontrigger/Training/Endcap/PtClassification/Training/app_mt.py:14 eprecationWarning: elementwise comparison failed; this will raise an error in the f
uture.
corrects = np.sum(out_q == labels)
inf> Accuracy 1000)=0.0
root@xilinx-vck190-20222:=/84 vck196 nviorch muontrigoer/Iraining/Endcan/PiClassification/Trainings cd £/ £ L /03 vck190_pytorch_atlas-top-tagger/
root@xilinx-vck19e-20222 ck19 torch_atlas-top-tagger# python app_mt.py
XAIEFAL: INFO: Resource ¢ [ .
XAIEFAL: INFO: Resol C tatic is created.
XAIEFAL: INFO: Resource Generic is created.
inf> Starting 1 thread
inf> Thro =17163.74 fps, total frames = 1008, time=0.0583 seconds ATLAS muon
inf> (856/1000)=0.856

root@xilinx-vckis p222:~/03_vck190_pytorch_atlas-top-tagger# § reconstruction
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DPU v.s. Al engine v.s. FPGA

* Inference in FPGA PL or Al engine:
* Afixed network has been implemented inside firmware.

/
anntization FPGA PL VIVADO Firmware
O ovTorch into HLS (RTL/HDL) running in FPGA
Y _ (model
Model building Plain c++ —» Al engine implemented)
O PyTorch Model building
scp,
Firmware ssh : <I/LiNI)S|S Quantization
FPGA PL + DPU » funning in FPGA / A
(an IPcore) (no model)

Like a small OS

* Inference in DPU:
* Firmware has no model implemented.
* Model buliding and quantization are done independently.
 FPGA can be accessed like a server with ssh and scp.
* Model can be replaced in real-time without touching FPGA firmware.
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Belle Il Level-1 Trigger board upgrade: UT5

Belle 1l UT4

Belle II_UT3 ' -

1313
4L
oooooo
-----
.......
.....

Xilinx Virtex-6 Xilinx UltraScale
xc6vhx380t, xc6vhx565t XCVU080, XCVU160

11.2 Gbps with 64B/66B o5 Gbps with 64B/66B

* Optical link: mainly QSFP28
* No Processing System (PS)
 VME for SLC

« All logics design based on PL

2025/05/14

New design: UT5

Preliminary block diagram

Voltage
regulator

Voltage
regulator

GTM x 64

! :
IR0 URA0 U0

NIM RJ45 LVDS NIM

QSFPDD (MPO-16)
X8

FireFly (MPO-8) JTAG/
X 20 UART

* Trying to use other than QSFP28 (FireFly, etc)
with smaller form factor.

* QSFP-DD for PAM4 in daughter board.
* Versal has Processing System (PS)
 Still VME for SLC
* Prabably no Al engine in UT5
* But we are still open for the potential for UT6
* Aiming for prototyping in 2026
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Other than CPU for HLT?

* People have been talking about something other than CPU for HLT: GPU or FPGA.
* In such case, PC is the host.
* PC transfers the data to external devices, then get the processed output back to PC.

* The design flow for FPGA logic and integration:

* Developers make design using C++, python, ML, or HLS tools.
« Together with the libraries from vendor (Xilinx), integrate everything into application.

« DDR memory, data link, Ethernet, PCle, etc.

* User can execute the application in the host PC command line.

* The design flow mostly does not require touching FPGA PL, RTL/HDL and Vivado.

« "Hardware acceleration with FPGA"

r—

-

PC

4>
Ethernet

PC ..~

Ethernet

PC

\ An example of FPGA
acceleartion card:
AMD Alveo U50

2025/05/14
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Communication with PC: PCle or Ethernet

* How about Versal Al engine for HLT?

* We need PC-FPGA communication,
and expertee of integraton in FPGA PL.

* We tested the designs with Ethernet data link and PCle of
VCK190 for demonbstration.

 Complicated design. Require expertee in FPGA PL design.

- Ethernet: Fakernet <2 PCle: Xilinx IP for DMA
- srvsee | (OPEN-source) i GTYIPCle
v PCle DMA
Fakernet: 1G ST

ethernet protocol mode

= 4 0 Periodical data frame SEumingiiin G

32-bit per address via AX14 stream stream

ONONON® Al A
engine engine

e Support 1G and 2.5G » Self-defined protocol for data exchange.

* GTY transceiver with optical SPF at * 50 min for 200,000 events.
FPGA, NIC at PC

1.5 hrs for 200,000 events

> Potential for HLT application.
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SuperKEKB Bunch Oscialltion Readout system

* Motivation: To handle the sudden beam loss problem in SuperKEKB, we plan to prepare a
system to readout the bunch waveform of oscillation

* Final target: real-time prediction on the sudden beam loss using FPGA readout system.
* Protection on the inner detectors of Belle 1.

* Feature study for sudden beam loss issue.

 IDROGEN + ADC + WhiteRabbit.

PC

# PCIl-Express
Versal device

Optical link
based on 10 GbE
O(km)

e System:
 FEE: IDROGEN + ADC + WhiteRabbit
* Long-distance optical link
* Readout: Versal with PCI-Express
* ML-based logic in Versal

Bellell

Wite Rabbit
(GPS)

e Collaborators:

* Univ. of Hawaili, KEK ACCL, &k gevice with A
KEK E-sys, and [JCLab. forwaveform reado

and connection to
White Rabbit Network

SuperKEKB
main ring
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SuperKEKB Bunch Oscialltion Readout System: Progress

 The entire data readout chain has been established:
 IDROGEN - Optical link - Versal (VPK120) -

PCIl-Express - PC.

 Data link is based on 10 GbE and MAC.

« Simplicity for framing transmission and prorocol
design.

* PCI-Express: Based on DMA. Tested with Gen4 x 8.

 VPK120 is up to Genb.
* ML logic: To be developped.

IDROGEN

Data

2025/05/14

MAC MAC

MAC MAC

MAC MAC

MAC MAC
Up to 4 links

VPK120 PC
FIFO jm———— .
FIFO : ML :‘
Fro [ 1 logic .
FIFO
PCle Gen4x8
DMA
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New PCle device for readout upgrade

source: CPPM Marseille group

« CPPM Marseille group has received the first prototype of PCle400 in Jan. 2025.
» 2 boards + 1 partially equiped with power supply

* Validation and debugging are ongoing marupgradel3:~ langouet $jtagconfig
. 2) PCIe400 [1-9]
* Agilex FPGA can be booted correctly: 031830DD  16M16S(A|C|L)

034CCODD  AGM(E@39R47AR0O | FO39R47AR0)

Aiming for next prototype next year
Planning for LHCb upgrade

* During our visit at CPPM Marseille, we discussed the possibility of Belle Il future upgrade.
* Belle Il has just finished the upgrade and commisionning with PCle40 in 2024.

* Versal board has similar spec (Gen5 x 16). We are also working on the continuous readout
design and throughput test for Versal.

PCle400 synoptic
ITAG » Configuration
USB Blaster
Clock
P t 4 | el
AD0GDE QSFPI2 |« I & filtering
- > 32GBHBMZ 12C le\n‘oltag:m&
- g mperature
= 40148 Al
Upto4s | Optical xcvrs = i
Custom pEolucnI @ ARpRed 0BT ADoK My,
110 26G NRZ AGMFO39RA7 [*pys™| o
SFP+ e Supply
{PON device)
‘ o sequence
SFP+ - 16 Identification
Rl 1 L[]

TR0

400 Gbps
PCle Gen5 x16 / CXL

2025/05/14 Yun-Tsung Lai (KEK IPNS) @ 2025 Workshop of FKPPN and TYL/FJPPN



Summary

* In our project of D_RD 27, we study the modern FPGA devices for their potential
application in experimental HEP for future upgrade.

* Mainly based on Versal, and also other new PCle devices.

* Inthe second year, we focused on the techniques of g
FPGA algorithm construction for trigger purpose.

* Not only "what kind of logic to make",
but also "how to make it".

* HLS

Synthesis software

FPGA firmware (PL)

HLS tool
/: Conifer his/4jmi
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* ML inference FPoA Lo

« Computation engines € s 5

H H flow does \

* We built up a database of technical knowledge, = R ]
implemented with exsiting logics in Belle 1l, and L P

also provided education.

* For our next step, we plan to consider the potential utilization of the devices in our
experimental systems in different aspects:

e L1 trigger: Belle Il UT5 upgrade
e HLT: adoption of FPGA in HLT

* Readout: SuperKEKB Bunch Oscillation Readout and Belle Il readout. Together with
PCle400.
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Backup
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ML in AIE: BDT

 BDT: Basically a large nested structure of if-else
» Using scikit-learn for model building.
* Input = 3, N_estimator = 10, depth = 3.
« Parallel kernels for separated estimators, then sum over all the outputs.
* Latency: 2.8 ps - = 3 trees
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Output:
sum over all trees' output
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ML in AIE: KLMTRG NN

_ Previous study b 8 kernels
* Use the pre-tained network by Anthony, Anthony Limey ! X
then implement the mathmatic formula in AIE.  (Univ. of Sydney) 2 nodes
- 8,64,16,3
_ Al 4 collectors
* Hidden layers use tanh. 5 Xd
Output layer uses softmax. _onodes :
« Complicated design! 2 distributors s i Caw
« Latency: 10 s PEmrelnson
input i T Ic;utéorut
layer feR d
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