Ay 4 w]w
Computing Center, IHEP, CAS
National HEP Data Center

Al Progress in IHEP

Zhengde Zhang, on behalf of IHEP-CC
Beijing
Dec, 4, 2024




Outline




Why Al for HEP? &S

From Large Scientific Facilities to Big Data, then Al becomes a necessity.

LFS of IHEP: HEP Big Data:
@ Beijing Electron Positron Collider (BEPC) ® The National HEP Data Center was
@ Beijing Spectrometer (BESIII) Experiment established in 2019.
@ Jiangmen Underground Neutrino Observatory (JUNO) @ Currently, over 40PB of scientific
@ China Spallation Neutron Source (CSNS) data has been stored. (1PB=1024TB)
@ Large High Altitude Air Shower Observatory (LHAASQO) @ HEPS is expected to generate
@ Beijing Synchrotron Radiation Facility (BSRF) 800TB/day of raw data after
®

High Energy Photon Source (HEPS) completion in 2025

W Vil ]

Scientific Research Paradigm:

Data- » Intelligent-
centric

2(n?) - o)
a4 Al offers powerful solutions for unlocking physical potential in massive datasets. .

centric




Overall Strategy for High Energy Phy5|cs Al

The 14th Five-Year Plan of the IHEP: = W OO

« Advanced computing technologies including Al, QC make more powerful modelmg and
simulation possible, which are indispensable means for major breakthroughs in HEP.

« It is necessary to strengthen the application of ML in real-time processing, simulation,
reconstruction, analysis, etc., to enhance the ab|I|ty of high energy physics exploration and
new discoveries.

Our Exploration experiences:

 Prioritizing the development of Al-Ready
scientific datasets is of utmost importance.

* Insist on the concurrent development of =
software frameworks and specific Al Al4HEP Research on task-dedicated

< e Al algorithms

applications. _

« Investigate the large models to propel new
discoveries of HEP.
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The HepAl Platform



HepAl Platform G < S

Accelerate scientific research in multi-disciplinary scenarios.
Simplify model iteration and flow.
Serve as a common basic infrastructure for the development of Al algorithms and applications.

Three Key Elements of Al
4
m Algorithms =RTRR axmx [Amx | [ame | [ amn | [ Ascess | i
iy
‘
b =)
HepAl Core Codes and Framework (80%) il
10 AI algorithms' HAE& Mach;e Learning Operations
AMHIR
4 Al datasets. 1, $iERE 2, HiEE 3. EiHR
. . . — AT ERNERRTA
Heterogeneous computing resources including .
GPU, NPU, and DCU. SR 5 e 4, Se
J =~ >
h 4
Goal: Make AI4H EP Simpler and more i [ RIL& | | e | [ Pytorch ] [ TensorFlow ] | PaddlePaddle l [ Mindspore ]
advanced! (72 ] [mn] [ on ]
Portal site: https://ai.ihep.ac.cn The architecture of HepAl platform

Open source: https://code.ihep.ac.cn/zdzhang/hai 5



https://ai.ihep.ac.cn/
https://code.ihep.ac.cn/zdzhang/hai

Key Core Tech. HaiDDF Upgrade to v2 G S

HepAl Distributed Deployment Framework

HaiDDF2, short for High-energy Al Distributed

Deployment Framework, is a key core technology of

HepAl platform. It provides crucial technology for

unifying access to services such as Al models, scientific

tools, vector databases, and knowledge graphs
deployed on heterogeneous resources.

N HaiChat "HEL" T ER(ER
‘ HRE ’ | RNEA ‘ AR ‘ CErs | -
| HepAl-DDF Zfit/Httpissk | pip install hepei
[ APRx || HepAl-DDF BE+HE \ https://aapiihep.
- IRSIEMFIARIL
- EEEE
I I I - EHSBATI
o EREPOBE
[ ams | | xmm | | POFRNE | | BESIMCEHTE
- - -
( swmE | | GPURSZSE | DCURSBS | | CPURSE |

Features :

- Unified API Gateway with API-KEY
authentication

- Support for unified access to models and
algorithms deployed on heterogeneous
resources like CPUs, GPUs, and DCUs

- Support for services including Al models,
scientific tools, vector databases, and
knowledge graphs

- Automatic heartbeat monitoring and load
balancing scheduling

- Supports both streaming and non-streaming
outputs

- Remote Models! Deploy models on a remote
server and use the get remote_ model method
to obtain remote model instances, allowing you
to call them just like local models.



HaiDDF2

Admin Ul

HaiDDF Admin Ul
Em . R

Users APIKeys Workers
2

2 WRiD(EFEREEARESR (HaiDDF) EERE

HaiDDF Admin Ul

iaal - WX
»
Welcome Users Workers
N
2 API Keys
orxder 4 alias A | api_key 4  expiration_time A | usexr_id A id
0 admin_api_key | Hi-X###xxuzl 3023-11-12T01:18:22.516281  057¢16d0-8df6-4e8d-8a93-17331e8a7cdb c0662919-146£-4044-
1 Default Hi-o%»*x1IdG 2024-12-13T00:12:53.085149 | 057c16d0-8df6-4e8d-8a93-17331e8a7cdb 5725de34-8eff-470a-
»
85 API Key MIER API Key
s

Selected tab index: 2, name: AP| Keys, Total: 2

- A= =

BUER API Key
API-KeyBI&

Default

API-Key(E

Auto

B8 (X)
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HaiDDF2

\’i %, ‘S’
Python Remote Model !

By deploying models and any other software programs onto cloud servers via DDF Workers, and pairing

them with the HepAl client, it enables low-latency, distributed invocation of remote models and more
pip install hepai -U

i
ITEiRE S RERREY
TEEE

from hepai import HRModel

| BB |

\
CustomRomoteModel (HRModel) :
@HRModel.remote_callable
def custom_fn(self

class

, input: int) -> int: *

from hepai import HepAI

Define your custom method here

- ETEE
return input + 1

client = HepAI()

Eﬂuﬂé&fﬂ' rm = client.get remote model()
,kiifjéh

I

output = rm.custom_fn(input=1)

print(output)
(N oy




HaiChatv2 Upgrade to v3

https://ai.ihep.ac.cn

@ Generative Al system improve the daily work efficiency.

Old mode: When encountering a problem,
researchers search for information or ask a mentor.
New mode: Researchers consult the LLM first.

Available LLMs: -
HEP-Xiwu
e :

Baichuan

wwwww

eeeeeeeeeeeeeeeeeeee

L La M‘ \ zdzhang@ihep.ac.cn

Dopenaifgpts B Bclear
ChatGPT e
G PT 4 @ 0 @ [CR5=2 L

HaiChatv?2

O Total users: 3022 — 4850

O Daily Active Users: 800 (de-duplicated)

- Translation, proofreading, and providing

solutions, etc.

Guiding algorithm and software

development

aaaaaaaaaaaaaaaaaaaaaa

HaiChatv3

New Features:

*System Prompt Configuration
*Text-to-Speech Functionality
Like Button Feature
*Multi-Model Output Comparison
*Message Editing

*Continue Generation
*Automatic Generation of Titles
with Emoji

*Chat History Download

*Chat Title Search

10


https://ai.ihep.ac.cn/

Preliminary Dr.Sai v1.0 was online

Dr.Sai v1.0.0 was available on July 1, 2024 https://drsai.ihep.ac.cn

Four parts: Modules ="
BESIII Al Assistant - S,

« Equipped with BESIII g o T
internal knowledge
Automatic physical O e T R e T W R e
analysis by task dialogue Lijww Al agent reply
decomposition, history
code/text generation,
calling BOSS to execute

Personal Assistant ==
« Allow individuals to T ‘
upload knowledge e sl Ellas
Image Generation SR L e
« Drawing based on Al Upload
Chatbot files
. Pure LLM: XiWU, i Introduction of Dr. (png’ﬁé‘l——
LLaMA3, GPT etc @ foadme S5
Supports PDF and
image input

Settings panel

(Based on Chainlit)

g Z
zhangbolun@ihep.ac.cn
G Dark Mode [ ]

[ Logout

user settings

Settings panel

Settings
(module=BESI]|
)

gpt-40

Cancel Confirm ‘



https://drsai.ihep.ac.cn/

Intergrated Applications

. o =
HaiAcademic Z!) S t Zot GPT Pluai
it A
HAI-Academic
SN opena ol BAK b 4 QEE
e -
hello hello GPT
g S mE
B % = Genernal
Hello! How can | assist you today? 0O o S
y v Base APl ~ https//aiapiihep.ac.cn aiapiihepaccn
=R ik [
el APIKey eeescccccsssscccses: Click to display
% B Model gpt-4o gpt-do ~
EHAHThEEX v Temperature [ ] 05
FABHIEE oot 2 Bz System GPTI, FIFHENRIF R
() Using custom embeddings
=T i e S .
ick test to star
FARBEE RERB GPT = Help
SEkEL Styl
SR X v tyle REHERR DREER - R

. . XIWU: A BASIS FLEXIBLE AND LEARNABLE LLM F
60+Deep Learning Paper Codes, Implementations ENERGY PHYSICS

HEPAI > HOME > TRANSFORMERS >
@stars 57k X Follow @iabmiai
Powered by Labmlai

View code on Github Zhengde Zhang', Yiyu Zhang', Haodong Yao', Jianwen Luo?, Rui Zhao!, Bo Huang', Ji:
—— Yipu Liao', Ke Li!, Lina Zhao', Jun Cao', Fazhi Qi", and Changzheng Yuan

from typing import Optional, List

ZLiEES (MHA) TN
S T S = e o XEIEIH T HA
PyTorch E)E3

from labml import tracker

XEE7_( Attention is All You Need ) #&3kiERIAIPY Torch#R2/SEHl, %38

X2—"F PyTorch SIS MEFIEXEIEIES. BNEIERSTIL S (B ER) Transformer )
AWML, BEREL FSRBIFTMN. BIWEE, XEASERHBE SR EFIR Transformer ] MHA $T NLP EEI ARG,
IR L EL X, KE— I RFATH, iti i
L L ST S & AskPDF Translate Improve writing Clipboard
Transformers R class n.Hodule
e HEEZLEEN
« 2R EESPTEIINE, FENRSTRATREOARES TR, KRBT Large Language Models (LLMs) are undergoing a period of rapid updates and changes, '
» Transformer fAgEt&Y o G of-the-art (SOTA) model freauentlv being replaced. When applving LLMs to a specific
» Transformer XL def £, d_model heads dk bias
* bRV S5 (ROPE) G EAT AR 5T o O AT (L), G © (L0, B s
o =77 (AliBI)

ERIE heads - heads




Al Computing Power G S

New Al Computing Power Infrastucture

O Initial investment of 9 million RMB (2024.03) Accelerator Cards
O Raise funds from other channels - 2 nodes of NVIDIA GPU
- 8 * A800 (80GB)
] ERELRZED [ smems || FFINE BARRAR S | h 8 * L4O (48GB)
. | s | T | - 4 nodes of Sugon DCU (Domestic)
Terminal  webportal | WS | | LKA | - 32 * K100Al (6 4G B)
PEREE siurm Fis Storage

& FRpigiER KRR EETR -
B SR % 200TB flash memory
- AR TR ({ =

TMES R BB o AT A

=9 4% BBk

13



ML Collaboration Group

O Establishment of the Machine Learning Collaboration Group of IHEP

O From October 16 to 18, 2024, the IHEP, CAS, held the Machine Learning Symposium and the
inauguration ceremony of the Machine Learning Collaboration Group. Over 100 researchers
from various departments within the institute participated in the meeting either online or in
person. They engaged in in-depth discussions and exchanges on research related to machine
learning and quantum computing from diverse disciplinary perspectives. During the
conference, the first charter of the Collaboration Group was also discussed and approved.

SREFTNRFE I SIEAERMZL
XERR: HEAL 2024-10-23 [K] [=]1 [N

10816E18H, TERFREEMIEARMIBFZIMIR (ATERIISR) BEte
MNBEFIAEE UTERAER) BUEBH, REFMAS MRS N —ERUMATA
R\ FRETHARNSINT I, ARRFREAEDREF IR At EEXAHRRET
TRNRIRR. 2WBREHeHBY T BN EFEAERE.

14
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Part. O p. ‘ \Expioration of Al large moderj

Dr.Sai: An Al agents system for BESIII
experiment

15



Dr.Sai Project in IHEP

Short-term Goal Dr.Sai Al Agent

Long-term Goal Al Scientist

Research Agent

« Literature review

« Research topic selection
« Data processing

* Physics analysis

* Result interpretation

« Article writing

« Understand particle data

« Master basic physics laws

« Discover patterns from data

« Independently choose topics
and complete research

16



What is Al Agent?

" o

; R

AN %
%

. AN
%Ny

An Al agent refers to a system or software that can make autonomous decisions or perform
actions on behalf of its users based on its knowledge, programming, environment, and inputs.

_ Brain
Learning System ————
Sensors
Actuators
Memory

A LLM # A person

A agent = A person

The LLM is the processing core
(the Brain) of agent.

17



Overview of Dr.Sai Agent

Let the large model conduct particle physics research

Continuous interactional
dialogue  modification :
Intentional . logical thinking
understanding -
Pa_p_er Literature :
Writing g :
Review Domain Text

Processing

Scientific (AR /AY:-IE ——---—-—-—---
image
rocessin
P 9 ,
vent
Analysis
g ‘ Scientific
scientific coding
tools

' scientific data processing

Tasks & Required capabilities

Essential: Modeling the research process.

HEP-Xiwu LLM Red ISCOVér
Zc(3900)

Data interfaces E - oVe

Device interfaces % ®

BOSS

Actuators Scientical tools

Python interpreter

Vector stores

Knowledge graph

2nd Pre-training

Fine-tuning

Learning Sys.

RL by human&phy.

Components Applications 18



The Brain of Dr.Sai — Xiwu LLM G S

Xiwu(Z[E): A Basis Flexible and Learnable LLM for High Energy Physics !

« Currently, Xiwu is based on LLaMA3-8B. Historically, LLaMA, LLaMA2 (7B, 13B) etc.
« Secondary pre-training and fine-tuning.
« Significantly better than the base model in HEP Q&A and internal code generation.
« New version based on LLaMA3-70B and Qwen2-72B is in training.

p Data Collection and Cleaning Tools

T arXiv:2404.08001

@ User query o® Answer

ey P 1

1 Flexible ;| Learnable I

I 1! I

¢ -

I ' 1 ! 1

I Switch Foundation Model | | m :

1 |

| : | 1

I ! Just-in-time learning On-the-fly training |
I 1

)

—— o o m mm m  Em Em e e e e Em Em e e e =

Test Results

B Win Tie Lose

Xiwu-13b
vs. Vicuna-13b _ 49 s

Xiwu-13b

vs. ChatGPT-175b 35 35
0 20 40 60 80 100
% Win Rate

https://github.com/zhangzhengde0225/Xiwu 19



https://arxiv.org/abs/2404.08001
https://github.com/zhangzhengde0225/Xiwu

The Memory of Dr.Sai - VS & KG G S

« Save HEP knowledge into Vector Store and Knowledge Graph.
« Retrieve them to enhance the model's generation accuracy and reduce
hallucination.

Input Sequence gj .
E N Embed [N 03 [N Vector Efficiency
ding 06 Store A A
eg. Input Text
(1024, ’ °
r |A| cos 6
(Based on BGE-M3 Model from BAAI) (Based on LLaMA Index) i1 = 3| E|cos€
RAG (Retrieval-Augmented Generation) based on vector store is done.
« self-reflection could be realized. . »):iqei\ 1 © Unsupervised
S eSS clustering

Knowledge Graph is studing (Based GraphRAG) Knowledge Graph 20



The Actuators of Dr.Sai - HepAIDDF s« . &

« The Distributed Deployment Framework (HepAl-DDF) is developed.
« Featured with flexibility, cross-language, cross-platform, hererogeneous.
 Allows Dr. Sai to easily scale its actuator components.
« BOSS (BESIII Offline Software System) actuator enables BESIII code execution
and result retrieval.
« No longer a Q&A assistant; It can perform operations. BOSS 7.1.0

»

Workers X husical
Unified Entrance: For executing physica

https://aiapi.ihep.ac.cn /—»\Q Worker on CPU | analysis code.
[ Controller\‘

on Cloud K 2 &) Worker on GPU ‘

DETY

/ \ f(:,b Worker on DCU | For invoking scientific
) ’ tools

/ ! ¥ ; | mp
[@ Client] [@ Client] [@ Client] Python |nterp.

HepAl Clients

For interpreting
general Python code. 21




The Sensors of Dr.Sai -

Data Flywheel

« The "data flywheel" enables continuous model iteration and evolution.
« Data flywheel, i.e. data-driven flywheel effect
« Improves models by constructing circular data pathways
 Attracts more users, generating more data, further enhance the models.

Data

Zo0om

Sources

Al Models

XT— el GPT-4
& PPT BV Nouast
[F) PoF
[@) Video
Audio
ﬂ &) Image
@ Parsing models
Embedding Neo4j Json
Data | _pescan | |
Flywheel  vectors Graph Metadata
l } }

HepAl-DataFeeder

Data Feeder

Number of Active Users

HaiChat service

AlIGC service based on LLM
4000+ users

Daily active users exceed 900.
Real needs from HEP users

Daily Active Users - 2024-04-01 to 2024-04-30

1107

102527 10477
1000 A 982 991986 9921977
925 5 932 918 946 936

(o]
So

800 -

600 - 588

I 625
[}
5 530 521
473
i I III I I II i I

200

10215055 1036 Active Users

22
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Multi-Agent Collaborative System

Dr. Sai's multi-agent collaborative system - handling complex tasks

« Based on AutoGen framework. Autogen: arXiv.2308.08155)
« Each agent is equipped with specific knowledge, tools, and LLM.

« A Host agent is introduced to manage group chats, making it easy to expand with more agents
« A human proxy agent is intrdroduced to allow humans intervene at any time.

Human
Proxy + Intent understanding
e R INAY v .
— /

Planning
Task Generation

Workerflow:
Msg — host — LLM

Planner = RAG — LLM — host Coder
Host — LLM

«  Write codes « Using sci. tools & Testing 23



https://github.com/microsoft/autogen

User Interface of Dr.Sai

Dr.Sai v1.0.0 was available on July 1, 2024 https://drsai.ihep.ac.cn

(Based on Chainlit)

Four parts: Modules =" e
BESIII Al Assistant - 6 e =
« Equipped with BESIII g 0 user query & o @B
internal knowledge N
Automatic physical O e T R e T W R e 4
analysis by task dialogue Lijw'"y Al agent reply user settings
decomposition, history S
code/text generation, Sl
. .. (module=BESI|
calling BOSS to execute = )
COd e Settings panel
Personal Assistant (st
« Allow individuals to e |
upload knowledge - LLM models
Image Generation o SRS
« Drawing based on Al Upload
« Chatbot files
. Pure LLM: XiWU, i Introduction of Dr. (png’ﬁé‘l——
LLaMA3, GPT etc i et
Supports PDF and

image input

Cancel Confirm ‘



https://drsai.ihep.ac.cn/

Example of Single Agent 8« $

Planner « Decompose complex task into multiple sub-tasks

Design a simple plan for drawing Gaussian functions using ROOT

O

“Observation": “The user requests a simple plan for drawing Gaussian functions using

ROOT.",
“Thoughts": “To draw Gaussian functions using ROOT, we need to follow a series of steps
that involve setting up the ROOT environment, writing a script to define and draw the

Gaussian functions, and then executing the script to visualize the functions.”,

“Status”: "CONTINLUIE"

“Plan": "(1) Install and set up the ROOT environment if not already done.\n{2) Write a C++
script to define the Gaussian function using the TF1 class in ROOT.\n(3) Use the ROOT
framework to draw the Gaussian function.\n(4) Execute the script to visualize the Gaussian
function.”,

“Comment”: “Drawing Gaussian functions is a common task in data analysis and
visualization in particle physics. ROOT provides a powerful framework for such tasks.”

} @

Example -




Example of Single Agent G S

generate a ROOT code to draw a Gaussian function

Coder

e To generate a ROOT code to draw a Gaussian function, you can use the following script.
This script will create a canvas, define a Gaussian function, and then draw it.

« Generate internal
BESIII codes

// filename: draw_gaussian C

copy the code

// Create a canvas

TCanvas *c = new TCanvas(“c”, “Gaussian Function”, 800, 600) blOCk Note:
. : : Demonstrated
// Define a Gaussian function ..
TP1 *gaus = new TF1(“gaus”, “gaus’, —-10, 10): the ablllty to
gaus—>SetParameters(l, 0, 1): // Set the parsmeters: amplitude, mean, and sigma generate
ROOT code,
// Draw the Gaussian function .
using BOSS

gaus—>Draw () ;

code internally.
// Save the canvas as a PNG file

c—>SaveAs ("gaussian_function.png’) :

}

This script will create a Gaussian function with an amplitude of 1, amean of 0, and a
standard deviation (sigma) of 1. The function will be drawn on a canvas and saved as a
PNG file named "gaussian_function.png".

Example




Example of Single Agent 8« $

Te Ste r code type\&gcute this code:

backtick§=—> +*gp

Excute analysis code in file name————> # filename: test.sh
BESI” enVIFOHment commang =———> du-sh ~

Run on remote HPC
server

Retrieve the results

e There are 1 code blocks in the message.
The output are:

exitcode: 1
output: 140M /afs/ihep.ac.cn/users/z/zhangbolun
error:

The generated files are:
<pic: None >
<pdf: None >

Example ® & P

27



Example of Multi-Agent System

Host agent
select suitable
speaker
Coder
generate
domain code
Tester Call
BOSS (BESIII
Offiline
Software
System) to
excute

Draw a signal
histogram

Example



Summary &S

O HepAl Platform
O The core component HaiDDFv1 — v2. General Remote Model!
O Generative Al system HaiChatv2 — v3.
O New Al Apps. (HaiAcademic, Zotero Plugin, DL Codes tutorials) have been intergrated
O New Al Computing Power Infrastructure (48 GPU&DCU cards)
O IHEP ML Collaboration Group has been officially established.

O Al Agents based on LLMs
O The HEP-Xiwu LLM has been trained to enhance its domain-specific capabilities.
O Initial version of Dr.Sai Agents for physics analysis based on LLM was launched.
O The feasibility study has been successfully concluded, and we have now entered the formal

research phase. 2o




HepAl platform website: S

CO ntact https://ai.ihep.ac.cn D RN

* We are seeking more collaborations.
* Recruiting international students, postdoctoral fellows, staff, and talents
through recruitment programs.

*  Welcome to discuss any interests related to Al for High Energy Physics!

. Fazhi Qi GF%!) *  Zhengde Zhang (GRIE{R)
« qgfz@ihep.ac.cn * zdzhang@ihep.ac.cn
* Computing Center, Institute of High Energy Physics, CAS, Beijing

30
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The limitations of general LLMs

Questionl:
‘What is HEPS?

[GPT-4 answers incorrectly]:
HEPS stands for Harmonised European Prevalence of Infection
Study. It is ...

[Xiwu answers Ik
HEPS stands for High Energy Photon Source. It is ...

Question2:
Please provide an example of simulate particle decay on BOSS.

[GPT-4 answers nonsensically]:

BOSS (Beslll Object-oriented Simulation Software) is a software
package used for event simulation at the BESIII experiment.
Here is a simplified example of how a particle decay simulation
might be conducted using BOSS:

Initialization: Before the simulation can begin, the software
must be initialized. This includes setting the parameters for the
experiment, such as the type of particle to be simulated, the
energy levels, etc.

Generation of Initial Particles: The software generates a
set. of initial particles based on the parameters set in the initial-
ization step. These particles are then "fired” into the simulated
detector.

Tracking: Each particle’s path through the detector is tracked
and recorded. This includes any interactions the particle has
with the detector material, such as scattering or decay.

Decay Simulation: If the particle is unstable (i.e., it can decay
into other particles), the software simulates this decay process.
This involves randomly determining when the particle will decay
(based on its known lifetime) and what particles it will decay
into (based on known decay modes).

Data Recording: All data from the simulation, including the
initial and final states of each particle, are recorded for later
analysis.

Analysis: After the simulation is complete, the recorded data
can be analyzed to learn more about the particle’s properties
and behavior. This might include things like determining the
particle’s lifetime, measuring its decay modes, etc.

Please note that this is a simplified description. Actual simula-
tions would be much more complex and require a deep under-
standing of particle physics.

[Xiwu answers ly]:
In BOSS (BESIII Offline Software System), a common particle
— P(2S) = J/Ynta

simulationis e'e . The decay card for

this example is as follows:
Decay psi(2S)
1.0 J/psi
Enddecay

pi+ pi JEIPL-

A W N

Decay J/psi

6 0.5 e+ e
0.5 mH-  mi

8 Enddecay

9

10 End

PHOTOS VLL;
PHOTOS VLL;

In addition, it is necessary to modify the control file of the
KKMC generator, such as:

1 //***xxx*xx**xxxjob options for generator
(KIKIVIC) s s s sk s s ok o ok o ok ok o ok ok

2 #include "$SKKMCROOT/share/jobOptions.KKMC
STl

3 KKMC.CMSEnergy = 3.686;

4 KKMC. BeamEnergySpread =0.0009;

5 KKMC. NumberOfEventPrinted=1;

6 KKMC. GeneratePsiPrime=true;

In this example, the entire simulation process is conducted at a
collision energy of 3.686 GeV and uses the KKMC generator.
This simulated particle decay process is commonly used in high-
energy physics experiments to study the properties and behavior
of particles. I hope this example is helpful to you!

« Hallucination:

Produce content that is nonsensical
or untruthful in

relation to certain sources[3, 4],
which is particularly detrimental in
scientific fields

« Lack of rapid learning ability
« Solutions
« No.1 Fine-tuning LLM

No.2 External Knowledge

33



HEP+Xiwu: Algorithm S
Xiwu: a customized LLM for High Energy Physics
___________ Mixture of Experts————_____§~~§
’//’ \\\\ Scale: 175B, 1400B

-

Fine-tuning

OpenAl ChatGPT, GPT-4

Xiwu (GEIE)

} Scale: 7B, 13B, 33B, 65B
Vicuna— LLaMA, LLaMA2 ~

PaLM2

Ernie

Falcon ~

ChatGLM am Open Source Anthropic Claude, Claude2
BLOOM

Baichuan ~

mmmmm

Humanities_—~ . Roleplay

Evaluation Matrix: Writing, Coding, Extraction, Math,
Reasoning, Humanities and STEM.

Reasoning
0000000

rrrrrrrrrr

Math
cccccc 34



HEP-Xiwu: Data S
(a) (b)

: Science Physics

* 1K Q&A pairs of each * 10K real concerned

Q Neutron p Particle domain Q&A pairs
Science | @ Astrophysics * Totally 8k
@ Synchrotron Experimental
} Radiation : Physics * 20K related full-text articles, « 2M abstracts of related
| about 150M tokens paspers, about 600M
d Accelerator Theoretical * 8K Q&A pairs from 200 papers tokens
@ Physics Physics

Totally 26k Q&A pairs for fine-tuning, 750M tokens for pre-training.

(a) HEP Related Domains; (b) Four methods employed to collect and clean up data

Collected, cleaned and trained dataset on July 2023: 5K Q&A pairs
Collected, cleaned and NOT trained dataset on Sept. 2023: 21K Q&A pairs + 750M tokens

New source: open Indico-Conferences-2168, pdf, ppt & mp4, about 100GB on disk. 35




[ @ [ [
HEP-Xiwu: Training techniques and Results 5 « . &
Advanced training technologies for LLM:
(b) © ., @ g g
S e N — * Transformers with Self-Attension
[ )
e | == * Casual Decoder
OO0 e Pre-LN
OO0 | | g * Transformer Blocks with multi-head attesion
e b h 5  Mixed-Precision for fast training
Transformer Casual Decoder Pre-LN Transformer Block e FlashAttention improves the utilization rate of the
() (8 | '
r " cosoosss s s GPU's FLOPs. | o
Y — . . | Cmm * Low-Rank Adaptation (LORA) significantly
ey S reduces the need for fine-tuning.
Mixed-Precision FlashAttention Fully Sharded Data Parallel
. . . o High Energy Physics 100 Question Test Results:
The illustration algorithm components and training
technologies B Win [ Tie  Lose
vtz RIS
+ 8*A100(40G) GPU, Xiwu-7B & 13B o ChatGPT-175b 55 35
) . 0 20 40 60 80 100
-+ 40*V100(32G) GPU, Xiwu-33B, Failed % Win Rate
The Xiwu significantly outperforms the baseline model! 36



Just-In-Time Learning System

Pure LLM cannot handle dynamically changing information
and are difficult to train on unprecedented data.

(D)

HEPSEft4

®

HEPSi@® 215"Headline Earnings Per
Share", BMSREARF, XB—HERIE
in, ATHEARSRRENETES. €
B ARRRFERURITHE BREE
RitE, URMESRRENERFIKE,
HEPSIE S B F ORI R R QB EF
8877, LURITHERRNREMNE.

ERNEWERNEE, MRERER, FTEERE

%
< BRSPS

Y

HEPSEft4

&

HEPSEBHERFIBIERNSES, £
79 “High Energy Photon Source” . B2
FRER F S AR R T IETE IR A —
REFFIGHE, THRIF2025F2AHBRNE
o HEPSR—METBFIMER~L=EE
FFREREIFIEH, AIUFESR
E. BitE. BERRIXFEMEILL
R, BFRARYRNES. SRz, #
HERE. KF. MEEZE EHRFED
HHMRMAR. HEPSHERRERERR
AR EDBNEE B ERANRIZRS
EADURNERZ —, M TESRER L
MEFRKBRABEEE . SOURCES:
trained/hep_ga_datasets-
filtered_00000058

18 Prefessionals

What is the BOSS data
processing process?

m Nonsense Answer

m Modification

What is the data

processing process for
each step of BOSS?

m Correct Answer «——

+ https://chat.ihep.ac.cn I .

|

WebUI

API
« HepAl DDF

Just-In-Time
Learning System

ce® Query
O Classification

HEP fine-tuned model
HEP code model
General chat model
General code model

-—

Glossary *
« Codes

Vector store as a
memory module

HEP Knowledge

Images » Ete

Dynamic Content

Cr=s |

E— Embedding Embedding
Query Vector Vectors Store
Simularity J
Model Search
Selection |
' Related
e Knowledge
Auto Prompt




Xiwu vs GPT-4

question

db_names = ["particle_physics_basic_concepts"]
print(f"Question: {question}")
print(f"Answer : ", end="")

° Q: HOW to use BOSS to process answer = request_model(prompt=question, db_names=db_names,
BES data? i

Laian 2w (2

« Ans. from Xiwu: Lin/chat. in htp.py

["hepai/chat', "hepai/knowledge-DAO', ‘openai/gpt-4', ‘'openai/gpt-3.5-turbo’, 'meta/segment_anything model', 'hepai/be
s-student-001" ]

> Question: 40 F BOSSAh 3 £ 47
CorreCt Answer : EfFBOSSALEREIIE, HATELEBOSSKHQFREREDLE. A5, HELLTFPEFITHELHA:
Ans from GPT 4 1. A4l i I BOSSHR Mt AU B AE o A B AR I B . BN SO R — AR E SCME, B SO = — A . rtraw3C
PY - .
¢ * 2. E#EE: [fFHBOSSIRMLHERRE FAEMBE T ER . MR . rtrawslf, fiH SO R —A> . dst3C 4
‘ NonsenS|Ca| 3. HT: 1 BOSSIE At A9 HT AR 7 0 B BIE REAT AT . BN SCAE R L dstICAE, i SO R~ — A . root XA .

B H % e SOAR A R T

L HaiChat Chat with AI Large Language Model v1.3 £8Y: [GPT-4 v

2 HAfEFRBOSSANEAIRE - T% m\ 2 o r‘tr‘awY ﬁ: % 1‘% Tll iy ’TE B‘] Eﬁ = ﬂ:E %IJ I H: °

BOSS, H3HE8it Oriented Synchronous Serial, E—MAUBEEINY, [ETHFEEATAIRE. MRREEEIHEIMENRRE RS, FITBOSSER - HE. dstUEREEBUEN I, BETESAMERRER.
55, FTSEE BRI — N ERIAR,
BRRIE 2" BOSS BEURGARN, —oRi, RO B S BT RS EL T L

1 ERAN: B, (FREERATEMAZIBOSSRS . XAEEPREI HEXH, EBIAPTISEIESARSR.
2. HEENE: TESIEREINEIRAZ G, (RAILAERBOSSRSURMHA TEAIREHTHIEAIE, XATREEIEHR. ik, RATHME.

- 23HT: .rootIfFRROOTAA XA, HAAEE T EEBEEMAITER, 7T LAEH ROOTH A REAT #E— B B - ST A AT ALK

5 SOEDYT: BEOBELBTENRERATA SN, Y BA b A — A ity BOSSHUIR b B2 AL FE AN i H S A% 3R, LA B IR AR AN SO A% 3 AT R S AR AR SE B 7% SR N P (9 BOSSR A T A 7 AN
4 HEERN: BIE, RELUSHEEREIESE, SEEBOSSRATERERMNNZ. BOSSHIE 77 X *;:L/I F0 3 B R AR B SR R0 a4 B =

T, BAERERRIEBOSSRARRATIRERIREANENHIRREIMI L. MRFRHRHE S X TREAERBOSSRANNER, HATAEARERIKNHE). (langchain) =» Re:Zc3900 X D

« Xiwu excels in HEP-specific question answering and generating scientific codes.
« Xiwu-MoE combines domain knowledge with general capabilities for a more comprehensive
approach. 38




- R —

Pa rt. 03 fxpioration of Al large m;derj'l

The first pathway:
Research Agent based on Xiwu

39



Particle Physics Large Model G S

N GPT-4 has surpassed dedicated Al models in all downstream tasks of natural language
(\Z processing (NLP), indeed showing sparks of artificial general intelligence (AGI).

| Why and how LLM achieves such remarkable intelligence?
Highest breakthroughness tasks

25 . if:‘l:;:;(t)lf(;ZZIej)chhc;::ttiiitall(:)r;abettransliterate/ ° The Iarge amount Of data forces neu ral networks
o Teadie antpmet /' to learn generic and useful “neural circuits”, while
20 122 ot soacraming the large size of models provide enough

redundancy and diversity for the neural circuits
to specialize and fine-tune to specific tasks.

« The huge size of the model could have several
other benefits, such as making gradient descent
more effective by connecting different minima or

> Emergence

10

Normalized score

Params: 10B

0

T 109 o i by simply enabling smooth fitting of high-
(b) Effective parameter count d|mens|ona| data.
40PB Leverage large-scale unsupervised pre-training methodologies to enable
Idea: TIPS ®» Al to grasp the global rules from all data, and employ Reinforcement

Learning by Physical Feedback (RLPF) to facilitate its emergence. 40



Difficulty 1: How is scientific data pre-trained?

Characteristics of HEP data:

« Floating-point numbers with
physical meaning.

« Non-sequential.

Pre-training Methods:

« Next word prediction

« Mask Auto Encoding (MAE) -

« Vector Quantized Variational
Auto-Encoder (VQ-VAE) «

« Graph + Transformer -

« Cross-modal supervision « May be

~ o
SRee= § HA (KT il
A >= enco eco FENEE ) o
i G M e [MHD

..... = target Yo EED;' L )

— -

Seeking collaboration

Particle Physics Large Model

« Cross-modal self-supervised method i.e. text as

supervisory signal
« We are trying to develop a model that can handle
multiple HEP tasks.

Toplandscape QuarkGloun

Inputs: 17 features Inputs: 7 features Inputs: 13 features
. 0.7

Qut: 10 classes

[label_QCD, label_Hbb, label_Hee,
label_Heg, label_H4q, label_Hqgl,

JetClass

Toplandscape

QuarkGloun

*[part_pt_log, 1.7, 0.7] EZ?Z 0,07
[part_l

*[part_e_log, 2.0, 0.7]
*[part_logptrel, -4.7, 0.7]
[part_logerel, -4.7, 0.7]
[part_deltaR, 0.2, 4.0]
*[part_deta, null]
*[part_dphi, null]

Qut: 2 classes

.7,0.7]

......

nnnnnn

Qut: 2 classes

jet_isTop > atopjet jet_ isQ

jet_isQCD jet_isG
A

Encod ]
Ty ‘ Ty T3 TN
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Difficulty 2: How to align large models with physics? . <&

Possibility 1: Reinforcement learning with interactive environments.
ACTION

« A reinforcement learning system that uses | _
the BOSS program as the environment e o

« Enhance abilities such as scientific code | | o
pro%ramming in the context of AGENT ENVIRONMENT
reinforcement learning. t |

STATE, REWARD

Possibility 2: Reinforcement learning by Physical Feedback (RLPF)

* In the evolution from GPT-3 to ChatGPT, Reinforcement Learning from Human Feedback
(RLHF) plays a crucial role in alignment. The performance of the 175 billion parameter
model without RLHF is even worse than the 7 billion parameter model with RLHF.

« The establishment of Reinforcement Learning from Physical Feedback (RLPF)

mechanism can achieve alignment between the model and physical principles. (Requires
further thought)

42



(Dr. B.B.Zhang, Z.D.Zhang)

« Defects such as bubbles and melt pools
directly affect material properties

« Laser intensity and powder feeding rate can
control the distribution of bubbles and melt

pools
+ Complex « Defect Detection . .
+ Low resolution and Tracking Old Mode: The laser intensity and powder
« dynamic delivery rate are determined based on
experience.

New Mode: Based on Al real-time feedback

Ao —— of defect information, the laser intensity and
powder delivery rate are dynamically
controlled.

43



Example 4: Image data compression s < .$

lossless compression for light source images (Dr. S.Y.Fu)

* Improving compression rate through convolutional neural network prediction
probability and Huffman coding

 Saving 58%~66% storage space
 Equivalent to reducing several hundred PB of data storage per year for HEPS

| /
16 \
| I leaien. g
E g E Z=VYINER a: >_|_<
i 2 = — =D dmmsE
[ I N = i /
| TR JELE T
2
S I \
| B
= ribution of pixel value | ) Dk ubion of S vabie distribution of rank
:75 1 I : 400000

300000

200000

100000

-1
-]

- e e e . .

- s s s e e s .
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_________________________________________

S --------- f tk --------------- , .+ Propose issues
e Gejentific tasks . .
- Text and image tasks T | -+ \Validate issues :
S e SR E——:i . Jet tagging - » Make new discoveries
. Applications ' - Domain knowledge Q&A _
LS - . .|+ Shower simulation etc. |

.+ Scientific code generation | e

« Image Processing Large Model
-+ Research Agent _for HEP
Scientific Data

Large
Language &
Image Model

_________________________________________

Computing - | | 5 b
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