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Data taking

2024 was a record breaking year for the LHC!

Data taking efficiency > 90%

Leveled at pile-up of 62-64  
with 3-5% dead-time
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Physics results

https://cms.cern/news/cms-delivers-best-precision-measurement-w-boson-mass-lhc

Highlight of the year was the W mass measurement, many years in the making 
NB:  Analysis based only on 2016 data required 4B MC events, mostly at NNLO

Many other new results, e.g., top entanglement, parking / scouting, Run 3 x-sections, UPC, etc. 
https://cms.cern/physics 

https://cms.cern/news/cms-delivers-best-precision-measurement-w-boson-mass-lhc
https://cms.cern/physics
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Triggering and datasets

In addition to standard prompt reconstruction  
data stored form for delayed reco (= parking) 
as well as HLT-only reco (= scouting)

L1:  110 kHz 

Parking: 5 kHz 
Prompt: 2.5 kHz 
Scouting: > 25 kHZ

NB: Scouting event size is 12kB vs 1MB for standard events
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Heavy-ion data taking

33B events collected 
• 15B hadronic interactions 
• 18B EM interactions (UPC) 
‣ Nearly 10PB of RAW data

Prompt reconstruction of data ongoing at T0 and T1 cloud, 
should finish over the holidays

New data transfer system with SSD transfers to EOS collecting data at 32 GB/sec (20 GB/sec in 2023)→

Recorded all hadronic interactions w/ min. bias trigger
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Prompt reconstruction @ Tier-1

EU T1s contributing a big fraction of reco

Contributions to prompt reco CCIN2P3 utilization in November

CCIN2P3 ~100% on prompt reco
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Tier-1 CCIN2P3

As usual, CCIN2P3 is one of the most reliable sites
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Tier-1 resources in CMS
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Tier-1 in Serbia
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High Performance Computing Sites

Usage of HPCs continues to grow, with contributions from many sites 

with large month-to-month variations 



Jing Wang (MIT), LBNL HF/MVTX Workshop (Berkeley)CMS StatusMatthew Nguyen (LLR) 11

HPC sites by region
HPC usage driven by US sites, mainly at NERSC 

But also HPC initiatives in Europe

France is notably absent 
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Testing ARM resources
• CMSSW supports ARM since 2016 (and POWER since 2014).regularly (daily) tested but lacking full-fledged physics validation. 
• In 2023 we got access for a short period to resources at T3_UK_ScotGrid_GLA (thanks to ATLAS colleagues) 
• We performed high statistics production for Run3 pp and heavy-ion MC and 2023 Data.                                                                                           

Not straightforward to setup but successful (in terms of production). But two different outcomes: 
1. MC: with ~7⋅10^6 (for 40 processes) reconstructed events (produced ×102, gen filter efficiency). Green light!
2. DATA: ~4⋅10^6 events from 2023 RAW data. 

A. Physics groups are (rightfully) more “demanding” on data since whole chain should be run on exactly the same events 
B. Less workflows w/ more events, O(100k)==much longer runs ⨁ Data @ CERN (so need staging) → More prone to failures  
C. Being the resources available for a limited span of time makes recovery tricky

MC - Tracking Data - Muons
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ARM - 2024 update

• In 2024 we got access to much more resources and in a stable way from KIT (the vast majority), CERN and CNAF. 

• We carefully repeated the Data validation with 2022 and 2023 data. 

• Validation is nearly done and no problem spotted  CMS should be able to add ARM resources to its pool.  
• A production-like test MC production is also coming in the next weeks.  

• Lesson learned: for this kind of integrations we need enough resources available steadily.

→

Data - Tracking
Data - Muons
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Run 3 schedule

https://indico.cern.ch/event/1462121/

“Scenario B”

• Run 3 extended thru June 2026 
• Full production year in 2025,    

similar to 2024 
• Very short YETS  
• Expect another ~ 180 /fb in 25/26 

 we are midway thru Run 3→

https://indico.cern.ch/event/1462121/
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Phase-2 CPU Projections

Outdated!
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GPU reconstruction

• GPU development for Run 3 driven by HLT 

• 35% improvement in trigger latency 

• Mostly implemented in “local” reconstruction 

- Pixel local reco, tracking & vertex reco 

- ECAL & HCAL local reco &  clustering 

• Initially in CUDA, now migrated to Alpaka 

HLT reconstruction is different from offline reconstruction,  
which is dominated by “high-level” reco, e.g., full tracking
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Reconstruction on GPUs: Calorimeters

CLUE https://inspirehep.net/literature/1777434 
TICL:  https://cds.cern.ch/record/2839740

For Phase-2 endcap will be replaced with  
High Granularity Calorimeter  6M channels!→

A new clustering framework (TICL) was designed to run on GPUs

Algorithms are under continuous development 
Currently consuming only 5% of reco time 

 HGCAL reco will not be dominant→

https://inspirehep.net/literature/1777434
https://cds.cern.ch/record/2839740
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Reconstruction on GPUs:  Tracking

Many other ongoing R&D efforts, e.g., ML based reconstruction 

Can be used to seed tracking in outer layers,  
an approach that can be offloaded to GPUs

Track finding & propagation thru the outer layers is the most time consuming part of reconstruction 
Current “Combinatorial Kalman Filter” is by sequential by nature, not suitable for GPUs 

Phase-2 outer tracker will have doublet layers
“Line Segment Tracking” gives comparable physics performance, 
and also extends capabilities for highly displaced tracks

LST:  https://arxiv.org/abs/2407.18231

Code is now being integrated into CMSSW 
Final computing performance still TBD

https://arxiv.org/abs/2407.18231
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CMS (full) simulation

Historical trends of Full Simulation CPU time performance of 14 TeV ttbar process for different Phase-2 geometry design updates (2026Dxx). The average CPU run time per event in relative units of the 
event simulation is shown for 500 events on single threaded jobs. Main improvements are connected with the Geant4 migration from 10.4 to 10.7 (CMSSW 11_3_X), to 11.1.1 (CMSSW 13_1_X) and to 
11.1.2 (CMSSW 13_3_X), updates of the HGCAL and Muon geometry (CMSSW 12_3_X), the change of the computing platform operating system from CentOS 7 (SLC7) to AlmaLinux 8 (EL8) (CMSSW 
12_4_X) and the usage of LTO (Link time optimization) build method (CMSSW 13_0_X). Some slowdowns relate to addition of more detailed geometries. The last two points CMSSW 14_0_X and 14_1_X 
are used in 2024 data taking and MC production for Run-3. During the period of nearly 5 years between the versions 11_0_X and 14_1_X the CPU time has improved for the ttbar process by 35 %.

Continuous optimizations  
35% CPU reduction in 5 years 

→

https://twiki.cern.ch/twiki/bin/edit/CMSPublic/TeV?topicparent=CMSPublic.CMSOfflineComputingResults;nowysiwyg=1
https://twiki.cern.ch/twiki/bin/edit/CMSPublic/CentOS?topicparent=CMSPublic.CMSOfflineComputingResults;nowysiwyg=1
https://twiki.cern.ch/twiki/bin/edit/CMSPublic/AlmaLinux?topicparent=CMSPublic.CMSOfflineComputingResults;nowysiwyg=1
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Simulation developments

HGCAL Simulation with ML 
• Full simulation twice as slow as current calorimeter 

• Testing CaloDiffusion model to generate showers in HGCAL 
Amram, Pedro, PRD108 (2023), 072014 

• Preliminary results:  Good agreement in several variables

Improving fast simulation 
• CMS FastSim: simplified geometry, fast particle propagation, fast tracking, 

analytical interaction models 

• Apply ML to FastSim to improve agreement with FullSim 

‣ Use same scale factors for both simulations giving 10x speed-up in simulation 

• Prototype in place for Run 3 production

https://inspirehep.net/literature/2686318
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FlashSim

FlashSim: end-to-end framework using Normalizing Flow 

• Trained on Geant4 FullSim 

• writes directly to nanoAOD 

• 30 — 3000x faster than FastSim 

• 300 — 30000x faster than FullSim

Promising development for Run 4

DP Note 2023-003 

https://cds.cern.ch/record/2858890/files/NOTE2023_003.pdf
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Event generation on GPUs
• Event generation expected to use 10-20% of CPU resources without R&D 
• Dominated by calculation of higher order matrix elements 
• MadGraph, most-widely used FW in CMS, developed Madgraph4GPU

Substantial speed-up both in “gridpack” (matrix element) and event generation

Testing Maggraph4GPU in CMS gen FW: 
https://cds.cern.ch/record/2914584?ln=en

https://cds.cern.ch/record/2914584?ln=en
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Phase-2 Disk projections

Outdated!
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nanoAOD Adoption
AOD:  500 kb/ev  miniAOD  50 kb/ev   nanoAOD  1-2 kb/ev≈ → ≈ → ≈

Majority of analyses now using nanoAOD  important milestone for Phase-2 preparation→



Jing Wang (MIT), LBNL HF/MVTX Workshop (Berkeley)CMS StatusMatthew Nguyen (LLR) 26

Analysis facilities 
Supported by CMS Common Analysis Tools group
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Offline software & computing CDR for HL-LHC

Planning for CMS-wide review this spring with submission to LHCC next year
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Concluding remarks

•Run 3 is now in full swing, surpassing Run 2 

‣CMS is continuing to utilize computing resources intensively but efficiently 

•Phase-2 preparations continue to ramp up 
• Baseline GPU strategy being extended to offline reconstruction 

• Offline & computing CDR with details on Phase-2 strategy coming this year 

• This will be my last Journées LCG-France representing CMS.  It’s been 

great working with you all! 


