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DATA RELEASE SCHEDULE

- RTN-O11 Rubin Observatory Plans for an Early
Science Program
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Raw images

DRP Processed Visit Images and Visit Catalogs

DRP Coadded Images

DRP Object and ForcedSource Catalogs

DRP Difference Images and DIASources

DRP ForcedSource Catalogs including DIA outputs

PP Processed Visit Images

PP Difference Images

PP Catalogs (DIASources, DIAObjects, DIAForcedSources)

PP SSP Catalogs

DRP SSP Catalogs

DP1: ComCam Data, 5-6 months after System First Light

LSST Survey Start, 8-11 months after System First Light n eXT d O TO

DR1: LSST First 6 Months Data, 20-25 months after System First Light

processing
milestone
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https://rtn-011.lsst.io/

SIZING OF COMPUTING FOR ANALYSIS (DESC) .-

- Initial estimates of resources needed at CC-IN2P3 for science

analysis In the framework of the DESC collaboration
study conducted by D. Boutigny with inputs from science coordinators

science use cases included in the study: 3x2pt + cluster analysis, simulations, synthetic source
Injection, supernovae studies

goals: determining the budget, making contribution statements to the collaboration and
ultimately purchasing and provisioning the equipment

estimates include compute (mostly CPU) and disk storage
needs of GPU equipment acknowledged but not yet fully understood: inputs welcome

- Next step: to Inform those estimates with observations from execution

of prototypes of some analysis tools
ongoing work by E. Barroso (LAPP), S. Elles (LAPP) and M. Ricci (APC)

- Budget for equipment for science analysis not yet secured
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https://docs.google.com/document/d/1Ik2nL0k7Ww6g2m8UhJfoHT2j5tNlIfcDUaxwV9A7HaQ/edit?usp=sharing

INFRASTRUCTURE

- Software and hardware infrastructure at CC-IN2P3 up to date

CentOS 7 decommissioned for all production services: all user-visible services now run
RedHat v9

- Compute capacity
1sst partition in the Slurm batch farm devoted to Rubin: this partition is used by both
production campaigns and end user workloads

compute nodes in this partition have a hardware configuration specific for the needs of Rubin
workloads, in particular in terms of RAM per CPU thread, which are higher than typical

for details on the recommended practice for using the batch farm see the documentation

- Disk storage

Increased storage capacity of dCache which we use for raw data storage and data products
resulting from organised production campaigns

Imminent increase of storage capacity of /sps/1sst, user-visible storage on top of CephFS
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https://doc.lsst.eu/ccin2p3/ccin2p3.html#batch-farm
https://www.dcache.org

INFRASTRUCTURE (CONT.)

- Storage: datapases

upgrade and increase of capacity of PostgreSQL databases: back end for
Butler reqgistry databases

two instances: one for Butler repos of organised production campaigns and
another for end user’s repos

see documentation

- Sforage: monitoring

iInstance of OpenSearch devoted to Rubin to enter production, as part of
the ELIAS service

to be used for collecting application-level metrics and logs of services used
by Rubin (dCache, ARC+Slurm, PostgreSQL, etc.) for monitoring purposes
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https://doc.lsst.eu/tutorial/butler.html
https://doc.cc.in2p3.fr/en/Data-storage/databases/elias.html#elias

RUBIN SCIENCE PLATFORM

- Local instance of RSP up to date e :

data-dev.lsst.eu ¢ b+ ©
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Table Collection (Schema): dp02_dc2_catalogs_frdf (tables: 8) Tables: dp02_dc2_catalogs_frdf.Object
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loaded with several catalogs and Data Preview 0.2 data (both images
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Output Column Selection and Constraints
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detect_islsolated This source is not a part of a blend. boolean 0 0 0
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RuisiUS s @ Y detect_isTractinne True if source is in the inner region ¢ boolean 0 0 0
’ footprintArea Number of pixels in the sources det int 0 0 0
US eS I VOA S TA P pro tO CO/ g_ap03Flux Flux within 3.0-pixel aperture. Force double 0 0 0
g_ap03Flux_flag General Failure Flag. Forced on g-bz boolean 0 0 0
g_ap03FluxErr Flux uncertainty within 3.0-pixel ap: double 0 0 0
d t d b G b ; / M ; tt ; .th / b/ h l f ll f g_ap06Flux Flux within 6.0-pixel aperture. Force double 0 0 0
Con UC e y a rle e alne I WI Va ua e e p rO‘ ] ] CO eagues rO‘ ] ] g_ap06Flux_flag General Failure Flag. Forced on g-bz boolean 0 0 0
. g_ap06FluxErr Flux uncertainty within 6.0-pixel ap: double 0 0 0
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not many active users at remote Qserv instance competing with our test

queries used in this test may not fully reflect how human users will use
the system when real data will be available
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Row Limit:

50000

/’ Title: dp02_dc2_catalogs_frdf.0

Populate and edit ADQL

hifps://data-dev.lsst.eu
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BATCH PRODUCTION SERVICE

- Properly integrated CC-IN2P3’S puupesme =~ S
Slurm batch farm with Rubin’s

Batch Production Service (BPS
this allows for large-scale workflows to —— e e T

Working Environment at CC-IN2P3

How to execute workflows with BPS at CC-IN2P3

The pipetask command is limited to multiprocessing on a single node, and therefore does not

allow for sufficient parallelization when execution of large number of tasks is needed. BPS
(Batch Production Service) is the LSST framework dedicated to multi-node processing. It can be

used with several Workflow Management Systems like Parsl, which provides parallelism of

exploit the capacity of the batch farmina |[Eau_ ===~

Software

| |
First, create the following directories that will be used to store all files related to the BPS run:
- Monitoring and Dashboards

HOW TO export BPS_RUNDIR=/sps/lsst/users/${USER}/bps
mkdir -p ${BPS_RUNDIR}/bps_parsl_Llogs
Overview mkdir -p ${BPS_RUNDIR}/submit

[ | [ |
e to avoid overwhelming the
o u How to decide where to store my data Place your BPS configuration file in ${BPS_RUNDIR}/bps_config.yaml . See How to configure your

BPS run. Then cd in your bps directory:

How to share data with your

PostgreSQL database servers which host I . ..

How to activate the DESC software

environment .
Source the environment:
How to execute LSST-enabled

JupyterLab notebooks

source /pbs/throng/lsst/software/bps-parsl/prod/setup.sh
How to use stackyter to run JupyterLab

notebooks

uses Parsl for orchestration of Slurm jobs

& How to execute workflows with BPS at
CC-IN2P3

bps_submit.sh --interactive bps_config.yaml

Submitting a BPS run

o o o
@) Example: ci_hsc processing
The --interactive option runs BPS interactively, without this option it would runin a
Related documentation . ) i
_ Slurm job, which can be preferred in case of long runs for example.
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NOTEBOOK SERVICE

- Implemented several software and hardware upgrades
your notebook server now runs in a RedHat v9 container

Python v3.11 Is the new default interpreter
JupyterLab v4.1 (with widgets) is the new notebook execution environment

default amount of RAM for your notebook server increased to 16 GB (shared by
all of your active notebooks)

several users have more RAM: configurable on demand

see the documentation on how to use this service

- Planned hardware upgrade
addition of 7 nodes, each configured with 768 GB RAM and 4 Nvidia L40S GPUs
(48 GB per GPU)

CCINPP3 B
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https://doc.lsst.eu/tutorial/notebooks.html
https://www.nvidia.com/en-us/data-center/l40s/

DASK

- Memory limifs adjusted, in particular for the Dask

scheduler
you need to install the latest release of the dask4in2p3 Python package

details on how to use this service In the documentation

boutigny | hernandez EEINEPB


https://gitlab.in2p3.fr/dask_for_jnp/dask4in2p3
https://doc.cc.in2p3.fr/en/Daily-usage/jnp/dask.html

ORGANISED PROCESSING CAMPAIGNS:

- Principle of operations
Input data spatially partitioned and distributed to the three data facilities

quantum graphs centrally created and submitted for execution at the facilities

selected intermediate data products and all final products transferred to USDF

- Qrganisation
campaigns conducted by the Campaign Management team with support from
many other teams (PanDA, middleware, data replication, etc.)

- Tools

Rubin’s Batch Processing System and PanDA for centralised job submission,
Rucio+F TS for inter-site data movement, batch farms, storage systems and
local butlers at each facility
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https://pipelines.lsst.io/modules/lsst.ctrl.bps/quickstart.html
https://panda.lsst.io
https://rucio.cern.ch
https://fts.web.cern.ch/fts/

ORGANISED PROCESSING CAMPAIGNS: (CONT.). -

- Status

processing of two tracts of HSC public data release 2: 400 visits
assigned for processing at each data facility

campaign tracking JIRA issue: DM-40654

Inter-site replication via Rucio and FTS is working: files requiring
replication are correctly registered into Rucio which triggers replication

FTS interacts with source and destination storage endpoints at the
facilities to actually copy the file contents

currently working on reliably ingesting the replicated data into the local
butler repos at reception, at the required scale
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https://rubinobs.atlassian.net/browse/DM-40654

ORGANISED PROCESSING CAMPAIGNS: (CONT.). -

> IN2P3_BUTLER_DISK O

FR Data Facility

json
> % > LANCS_BUTLER_DISK O

HermesK

UK Data Facility

Messages about successfully
- -

replicated files are built from

contents in Rucio database, % -

extended with Rubin-specific

metadata and distributed Files are ingested info the local buftler repo on US Data Facility
via a multi-site Katka cluster. reception at the destination facility.

LLINZEP3
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DATA REPLICATION

- We Initlally intended to replicate data of the electro-opftical tests of

the focal plane

but replication and ingestion system was not well tested and was not ready on time
(PREOPS-5511, DM-46402, DM-46654)

these data is stored and the camera team uses USDF for processing

- We Intend to import LSSTComCam data to FrDF

for exercising the replication system and for contributing to Data Preview 71

we have been holding this to avoid interfering with the ongoing multi-site processing campaign

- We aim to start importing LSSTCam data when appropriate as it

becomes available
this is part of our intention to archive a copy of raw data

do we need in-dome calibration data at FrDF as soon as it can be exported?

reminder: embargo of on-sky data during commissioning is 30 days
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https://rubinobs.atlassian.net/browse/PREOPS-5511
https://rubinobs.atlassian.net/browse/DM-46402
https://rubinobs.atlassian.net/browse/DM-46654

DATA FACILITIES MEETING

- Data Management & System Performance joint

meeting
focused on data facilities and multi-site processing

- To be held at CC-IN2P3 Feb. 10-13, 2025
preliminary agenda: https://indico.in2p3.fr/e/rubin-jtm
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https://indico.in2p3.fr/event/34450

QUESTIONS & COMMENTS




