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Introduction

Computing as a key element for HEP

« Software and computing infrastructure are crucial for HEP experiments
- their quality have strong impact on the physics output
- need high investments in HR and cost (same order as detectors but not the same time distribution)
* Software and computing needs also tightly linked to detector design and reconstruction and analysis technics

Some specificities to take into account
* Hardware needs to be changed every 5-7 years => needs continuous funding

» Hardware technologies evolving at high pace, software need to adapt accordingly and fast evolution of technics as well

- see fast developments of Al and accelerated processor in the last years

Thus

« Difficult to go beyond 5 years to be reasonably predictive but one can also derive some general recommendation based on past and current experience
« Very broad subject, difficult to cover everything in a short talk

- will start from today status and HL-LHC challenge

- gives some key challenges and opportunities

- illustrated with some recent developments

- some derived recommendations
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HEP computing

From where we start : key ingredients

20/05/2024 - Corfu Future Accelerator Workshop Sabine Crépé-Renaudin



Typical Computing in HEP

Typical for LHC run 1-2
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Main components

Softwares
Hardware - noger .
- MC generation
- Trigger - Simulation
- WLCG grid - Reconstruction
- grid sites : CPU, storage disks and tapes - Analyse
- network - Monitoring

. . -> illi i
Middleware, interware and databases 10s millions of code fines

- Data management and distribution: FTS, xrootd,

Skilled people
webdav, DDM, Rucio, DIRAC, ...

- for all the components
- Computing task management : Panda, DIRAC, ... P

- Software distribution: CVMFS

- technicians, engineers and physicists _

-

- Databases: conditions database, detectors, softwares,
datasets, sites etc

- Monitoring : sites, computing tasks, storages, transfers,
networks

- Communication, tickets systems: GGUS, JIRA
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http://rucio.cern.ch/
https://panda-wms.readthedocs.io
https://mardirac.in2p3.fr/i
https://cernvm.cern.ch/

WLCG today

- 159 sites in 40 countries
- Tier 0 at CERN, 14 Tier 1, Tier 2, Tier 3
=» much less hierarchical than at the beginning,

=» much more dynamic and automatised

Dedlicated networks

Total: ~1,5 million CPU cores

CPU Delivered: HEPScore23 hours per month

1e10
124
Note: Cloud/HPC/HLT/
101 Volunteer Computing
resources are not
084 accounted for in this view,

unless they are part of or
integrated with a WLCG site

LHCOPN : 13 countries, 3 continents Tier 1 and Tier O

-2.1 Tb/s to Tier O

LHCONE :31 network providers 117 interconnected sites

-10-400Gb/s
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Average Transfert Rate 2024: 60 GB/s

2024 WLCG Data
CMs  — ALICE Challenge (~260 GB/s).\ |
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Overall

A notable success

*Needs of the LHC experiments successfully met by the construction of a distributed Exascale federation with resources, services, software and
dedicated teams worldwide

Within a flat budget

Collaborations strong enough to go through major crises:
* Covid pandemic: WLCG ran smoothly during the pandemic period
» Ukraine war: Russian ressources mostly compensated, Ukrainian sites back online
*and consequences:
- cope with delay in delivery => Ex: 1 year delay to get network components, other hardware ~x2 wrt to pre-COVID times

- energy cost increase

New developments that take advantage of technological progress
« automation of grid operations, optimal use of network and storage (no more hierarchy between sites)
« software adapted to use multicore/multithreaded computing
* new real time analysis trigger using GPUs (LHCb, ALICE)
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What are the HL-LHC needs ?

20/05/2024 - Corfu Future Accelerator Workshop



HL-LHC computing challenges (l)

e o g
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=» more data and more complex
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HL-LHC throughput
e Data throughput from detector back-ends:
LHC: 100 GB/s => HL-LHC 1-15 TB/s
« Typical LHC “live-time”: 5Ms/year
= Data volumes: 5-50 EB/year
= Triggers will have to significantly reduce data volumes
= Expected data throughput from CERN to Tiers1 = 4.8Tb/s !

Also an analysis challenge

LHC runi-2
analysis dataset 10TB

HL-LHC run
1000 TB

analysis resource laptop analysis facility

04/07/2024 - Séminaire CC-IN2P3

HL-LHC computing challenges (ll)

1.00E+08

1.00E+07

1.00E+06

1.00E+05

1.00E+04

1.00E+03

Bandwidth (MB/s)

1.00E+02

UA1

4

1.00E+01

1.00E+00
1980

LHCb Run 5
LHCb Run 4 -¢

LHCb Run 3 -® €. CMS HL-LHC
.\

ALICE Run 3 /’/‘ ATLAS HL-LHC
ATLAS / CMS DUNE SuperNova

\.\ LHCb

ALICE®
HERA-B g0
Ktev CDF 11/ DOl NA62
9 °
CDF/D0 ¢ BaBar DUNE
o Kloe ®
'Y
H1/ZEUS
NA49
LEP
[ ]
1990 2000 2010 2020 2030 2040
Year

Credits: Alex Cerri, Sussex U.

Sabine Crépé-Renaudin



HL-LHC projections
First projection in 2015 =» Needs = 10x what the flat budget allows !!

Latest evaluation in 2022 after a lot of work =¥ Flat budget allows to cover ~ the needs but only in the most optimistic scenario
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A moving context: challenges

and opportunities

20/05/2024 - Corfu Future Accelerator Workshop



Hardware costs

CPU Purchase Power Variation
(compared to previous year)
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Increase of WLCG ressources within flat budget

* WLCG model relies on decrease of CPU, disk and tape cost => need ~15% increase of ressource every year
for same budget to fulfil experiments needs

* Works well since beginning of LHC (one exception in 2017 with the outstanding performance of LHC)
* Observed average ressource increase in last 5 years (several countries report the evaluation)
- CPU: +14%/year, disk: +15%/year, tape media: +20%!/year

Start to follow up GPU

 Trend in GigaFLOPS/USD is favourable for video games but flattened for HPC cards price
- Very volatile markets, long procurement times (52+ weeks of delivery time). High demand worldwide (Al/ML/ChatGPT)

Concerns for the next years

* Much more fluctuations of the market => less predictable prices

e Increase of demand and crises tend to increase prices (in 2024 CPU price increased wrt 2023) and hardware
time delivery (x2 these last years)

[cHE/TE) Tape media price evolution
» FP32 GFlops per $ for Nvidia high end gaming (GTX), Quadro and HPC cards
» [FP32 GFlops/$] Release date prices.

L0 sreet prices, without VAT

~CERN purchase prces

z
2
= LTO price/TB improvement rate; about afactor 1.2 per year

Errorbars at the 10%level
Year

{time) o
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Hardware evolution

Computing architecture evolution
* Moore’s Law: transistor density still doubles every two years
e Clock speed stalls since 2000 too much power used

e Dennard’s scaling: power used by silicon device is independent
on the number of transistor but proportional to the transistor area

New processors

e GPU: multi-core servers with co-processors and complex
memory configuration

* in 2023 70% of Top500 machine power is from accelerators
° power consumption controlled
* multiple competing infrastructure and different programming langage
* non-x86 CPU architectures share increasing (AMD, ARM)
- more energy efficient than x-86 CPU
- HPC FUGAKU is based on ARM

Consequences
=» evolution towards more parallelism
=» evolution towards heterogeneous system

Next revolution: Quantum Computing
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Original data up to the year 2010 collected and plotted by M. Horowitz, F. Labonte, O. Shacham, K. Olukotun, L. Hammond, and C. Batten
New plot and data collected for 2010-2021 by K. Rupp

https://github.com/karlrupp/microprocessor-trend-data?tab=readme-ov-file
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=AMD 10.1% 112% 14.3% 15.2% 16.3% 17.4% 18.2%
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https://www.digitimes.com/news/
a20211007GS400.htmI&chid=2

https://www.top500.org/statistics/overtime/
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Heterogenous resources

HPC

- Huge investments of countries in HPC machines, entering
exascale area

- Challenges
- very heterogeneous in hardware and policies
- mostly GPU now
-not generally suited for data-intensive processing
-also a network issue !
- security policies

Commercial clouds

e Clouds flexible, large ressources available
e Challenges:
- interfaces
- networking
- procurement, economic model and vendor locking

e Cost effectiveness ? potentially interesting for special
tasks or peak needs

13 novembre 2024
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Different hardware
-CPU, GPU, FPGA, ASIC
-Vendors: Intel, AMD, ARM, Power, NVIDIA
-and different programming libraries !

=» Need portable code
- Portability libraries with abstraction layer to hide the

backend implementation and use their parallelism
efficiently

=» Open new possibilities for edge/online data
processing and reduction (also with Al)

=» What is the good balance between

- Investing in new possibly opportunistic resources like
HPC not completely adapted to our needs

- Investing in our own infrastructure

GyeL.

alaka

Ckokkos
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Growing computing needs

In our research fields

- Several experiments have or will have non negligible computing needs in the near

future

- Also in astro-particle and cosmology: Vera Rubin/LSST, CTA, KM3NET, Euclid, ET and

SKA and multi-messanger approach

-Nuclear physics: dynamic structuration ongoing, EuroLabs, FAIR, EIC, Lattice QCD...

In other research fields and in society

¢ Importance of data growing everywhere: improved technologies easier to use and
computing ressources more easily available, developments of Al etc

Internet Traffic
et broadband vafl, 2010-2022

https://www.itu.int/itu-d/reports/statistics/2023/10/10/f23-internet-traffic/

Taking into account Open Science movement

+ Data preservation and sharing

» Open source software and FAIR (findable, accessible, interoperable, reproducible)

data

* Important investments for instance in Europe with the construction of the EOSC

(European Open Science Cloud

13 novembre 2024
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‘The final LSST 10-year sky map will be like
having ~3 million of these, tiled over the entire

southern sky.

Slide credit
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‘The Rubin Observatory’s total data holdings will start (after DR1) at ~40
PB and grow to ~300 PB over the 10-year LSST.
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NEUTRINO Slide credit Heidi Schellman
Projected disk needs

We are ~10% of CMS

B

Figure 6.4: Estimated size of various disk samples in PB for DUNE and CMS at the HL-LHC for
comparison. This estimate includes retention policies and multiple copies. The points show actual use
in 2021 which was lower than planned due to delays in distributing second copies of samples to remote
stes.
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https://indico.cern.ch/event/1203733/contributions/5110141/attachments/2542055/4376827/DUNE_Computing-2022-11-07.pdf
https://indico.cern.ch/event/1377701/contributions/5900678/attachments/2837948/4959790/hepix042024_km3net_mbouwhuis.pdf
https://indico.cern.ch/event/1203733/contributions/5110140/attachments/2542976/4378576/Rubin-USDF-IRIS-HEP-2022-11-07.pdf
https://www.skao.int/en/explore/big-data
https://indico.jlab.org/event/459/contributions/12503/attachments/9669/14097/Data%20Management%20in%20Astronomy%20CHEP23%20Bolton.pdf
http://www.apple.com/fr/
https://indico.jlab.org/event/459/contributions/12497/attachments/9513/13794/CHEP2023-HaiyanGao.pdf
https://repository.uwc.ac.za/bitstream/handle/10566/7611/taylor_big%20data%20research%20infrastructure_2021.pdf?sequence=1&isAllowed=y
https://repository.uwc.ac.za/bitstream/handle/10566/7611/taylor_big%20data%20research%20infrastructure_2021.pdf?sequence=1&isAllowed=y

ArtifiCiaI Inte"igence ML Publications in Science
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Use of Al since decades in HEP gooo- / £25] /
2 d) 520 I
- signal/background separation, particle identification, 5 4000 / g, . /
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new Usage 2000 2005 2010 2015 2020 2000 2005 2010 2015 2020
Year Year
- graph NN, generative models, unsupervised e m————————— CHERs
classification, low latency inference, LLM, foundation
mOde|S i photon vs jet ? Higgs candidate?
- CPU, GPU, FPGA implementation Simulator ~ A /_"\ 112501502
- Al assisted code generation o | Comers |- paraces o] Eencievel” | [malyss el | é

=» Al usage and developments at all stages of @E’ o
computing in our fields

| Same but fast for DAQ/Trigger on GPU/FPGA : Fast Al ....

© David Rousseau
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https://indico.jlab.org/event/459/contributions/12491/attachments/9561/13874/CHEP-2023.pdf

Sustainability

Evolution of Greenhouse Gaz Emissions

Net zero CO, and net zero GHG emissions can be achieved through strong reductions across all sectors

a) Net global greenhouse
%  gas (GHG) emissions

60 .
7 g
40

2

© Gigatons of CO-equivalent emissions (GtCOeq/yr)

2019 o
N 12% hi

missions were
igher than 2010

n
| Contributions (NDCs)
* range in 2030 ey

. Implemented policies
" (median, with percentiles 25-75% and 5-95%)

—— Limit warming to 2°C (>67%)

Limit warming to 1.5°C (>50%)
with no or limited overshoot

= Past emissions (2000-2015)

T Model range for 2015 emissions

-2
2000 2020

. Past GHG emissions and uncertainty for
2015 and 2019 (dot indicates the median)

2040 2060 2080

IPCC 2023 Synthesis Report, Ref. [7
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volution primary energy consumption

Our World
in Data
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The contribution of data-centers to greenhouse-gas emission is sizeable and
growing, no exception in our fields of research

Paris agreement
+ Zero emission around 2100 => -50% by 2030 !
- To get the 50% in 2030 you have equivalently
-to expand CO2 free energies by a factor 12
- to increase energy efficiency by a factor 2
- to save energy by a factor 2

* will have a mix of these

= What translation in our computing models and infrastructure ?

= See for instance HECAP+ initiative

13 novembre 2024
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https://sustainable-hecap-plus.github.io/
https://ourworldindata.org/grapher/electricity-prod-source-stacked
Ref.%20%5B7%5D

The way to HL-LHC and

beyond

20/05/2024 - Corfu Future Accelerator Workshop



Development plan
Towards HL-LHC computing models

Infrastructure
* new developments while keeping the infrastructure in
production LHcb
Computing Model
=¥ scale-up tests only possible on top of the production grid —— Upgrade of the.

. Online - Offline computing system

=»Data Challenge to test and push the infrastructure closer
to HL-LHC request

* continuous developments since run 2 => validated
new tools integrated straight away

=» some work for HL-LHC already in use in run 3
=>» see also WLCG strateqy 2024-2027

Software as a key element

*is one of our best lever arm

=?» need to tackle all elements: trigger, generation,
simulation, reconstruction, analysis

=?» make the best use of new technology and technics
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https://zenodo.org/records/12623280
https://cds.cern.ch/record/2319756/files/LHCB-TDR-018.pdf
https://cds.cern.ch/record/2011297/files/ALICE-TDR-019.pdf
http://cds.cern.ch/record/2729668/files/LHCC-G-178.pdf
https://cds.cern.ch/record/2759072/files/CMS-TDR-022.pdf

A collaborative effort beyond HL-LHC

Enlarge collaborations

* Common developments allow to share expertise, to share effort and find

common solution when possible HSF i ris
=? ease deployments and allow shared ressources and infrastructure ;= hep

* Eased by international collaborations and programs e

- HEP Software Foundation (HSF), IRIS-HEP for software developments é’ DOMA

- WLCG/DOMA for WLCG infrastructure expands beyond LHC with DUNE, A
Belle-2, JUNO and VIRGO as WLCG observers Ny

- European programs for the development of the European Open Science D) EeOSC ESCAPE EVERSE
Cloud (EOSC) => ESCAPE project for HEP, astronomy and nuclear physics, N
EVERSE project for software, GreenDigit etc

- JENA computing workshop to discuss synergies across the 3 communities b JENAA

-5 working groups created to draft a report by the end of the year to be
discussed at next year JENA symposium with Funding Agency

e
* HPCs, SW and heterogeneous architectures, Data Management and FAIR EEFA mmmmmmmm 3% llPI(( 7\ APPEC
data, ML, Training — Dissemination — Education
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https://agenda.infn.it/event/34738/timetable/

Results already visible !

HL-LHC computing resource needs evolution
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2015 projections: resource
needs = 10x more than
budget allows

2022 projections: resource
needs compatible with
budget (optimistic scenario)

Annual CPU Consumption [MHSO6years)
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https://indico.jlab.org/event/459/contributions/11499/

Ongoing and new developments: few examples

Infrastructure Sustainability
« data optimisation (lifetime model) « Test of ARM/AMD processors
« data carousel (tape driven workflow with smart tape writting) * adapt processor clock wrt to electricity origin
* datalake concept with possibility of simple caching at  Improve datacenter PUE
computing source and different quality of storage
+New AAI (token) Software
* Developments of analysis facility « For all steps : optimise software efficiency
- profiling

Heterog S e Es - Move to GPUs and vectorise code when possible and effective

* use of HPC resources - Optimise phase space sampling and integration algorithms, including Al

. : f
- reached 40% of our used computing power at some period use for generators

decreasing now * development of fast simulation
» Commercial Cloud usage <Al
« Trigger and real time analysis impressive developments - everywhere: for simulation, reconstruction Cf ACTS and track

- ALICE continuous readout (timeframe 2.5-20ms) without trigger reconstruction, for analysis
and O2 facility with FPGA, GPU and CPU * Analysis

- LHCDb full software trigger: FPGAs-based clustering for Silicon . :
Pixel detecto and HLTT GPU based reconstruction data format columnar analysis
- use of Python ecosystem and industrial standards
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Need Skilled and motivated people

Recognition
» Computing and software activities are fundamental in our research activities CoDaS HEP (US)
CERN school of computing e GridKa school (DE)
- they have huge impact on our physics results WLHEP school (0) —_ f INFN ESC school. (IT)
Industry (Intel, NVIDIA, ...) \ /
- their cost is similar than the one of the experiment T dvanced P.0.satents, Postdcs,Selor CMSDAS
) . Advanced ROOT\ . / ATLAS tutorial series
- they are part of our experiments and are no more a « service » Geant4\ HEP domain  EXPeriment ‘f- LHCb starter kit
A software
* We need skilled and motivated people ng,ammmg\ g training ,/- ROOT Data
. Pytr_mn
- Their work should be shared and publicised pata TN University Cvf;‘;f_'::;;;s %— i
- Not only in dedicated meeting and conference ! S tailored for HEP \ /

- Their expertise should be recognise also when physicists
- we need to hire people with these skills

M. Ballroom CHEP 2023

Tralnlng HSF @‘ﬁgp Building a community  #s- raining - kiian Lieret or HsF Training

Registrations and material revisions

» Students often lack of software and computing skills

Weekly meetings Monthly Hackathons Platforms @wesp

2000

» Computing and software are evolving quickly => continuous learning is

@ =S —
needed

HSF

15001

GitHub

1000+

=¥ tutorials, training are important and there are lot’s of opportunities: nreasing our reach

=» tutorials, school and training locally, by their institution, in ESESEs
collaborations, organised by the HEP Software Foundation (HSF)...

=» HSF as a forum to build the community and share knowledge
- Software Training in HEP

. Cumulative statistics,

Recognition excluding carpentries

= Registrations (total=1,637)
Material additions/revisions
(unique; total=2,302)

Jan  Ju Jaln Jul Jaln Jul Jalﬂ
2020 2021 2022 2023

How-to guides 500
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https://link.springer.com/article/10.1007/s41781-021-00069-9
https://indico.jlab.org/event/459/contributions/11685/

Conclusion
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=» Software and Computing are key elements of our experiments

Starting with a success

» Computing for LHC run1 and 2 with a complete and complex set of software, middleware and WLCG infrastructure
at the Exa-scale successfully allows to store, process and analyse LHC data, leading to wonderful scientific results

Take up the future software and computing challenges
« Infrastructure and software will have to cope for high luminosity pile-up and throughput
*In a context that is rapidly evolving: hardware, technologies, cost =¥ constraints and opportunities

« Taking into account Open Science, data preservation and effort to reduce our carbon footprint

Huge amount of work and R&D already done and much more ahead

» New developments integrated in production as soon as validated

+ Software, hardware and computing models need to be adapted for heterogenous ressources, more parallelisation =>
flexibility needed to adapt to ressources not build for and by us

» Make best use of new technologies and technics: Al, progress done outside our field

* Be prepared to the next (r)evolution like Quantum Computing

Will need

=» Coordinated efforts in the software and computing field and with detector design and reconstruction
and analysis technics

=» Continuous support of our infrastructure, large important code (ex Geant) and operation
=» Solid continuous R&D program

=» Skilled and motivated people (physicists + computing engineers) and training
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Thank you !
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