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U. Husemann: Computing and Instrumentation

Particle Physics – a Tool-Driven Scientific Field

Unraveling the physics of elementary particles and 
their interactions: sophisticated tools required 
▪ Particle detectors 

▪ Electronics for readout and trigger 

▪ Computing, Software and Artificial Intelligence (AI) 

Basic task (seemingly) simple: collect and process 
full information of all final state particles 

A more detailed look reveals: wide variety of 
requirements, time scales, technological maturity, 
cost, availability of skilled people and funding, …
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A Simplified Timeline

▪ Era 1: ALICE 3, LHCb Upgrade II, Belle II, ePIC 
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Key Collider Projects

1: HL-LHC & EIC

Today

https://www.bnl.gov/eic/epic.php 

ePIC  
(EIC)

Belle II 
(SuperKEKB)

ASIC will be designed in 28 nm technology. New radiation-hard silicon sensors will be
also developed, with R&D results identifying 3D sensors as a promising candidate for this
purpose.

For the tracking stations, high-granularity pixel sensors provide a solution to cope
with the high particle density in the UP and in the central MT region, and to minimise
the incorrect matching of upstream and downstream track segments. The emerging
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Figure 5: Schematic side-view of the Upgrade II baseline detector. The x-direction is defined to
form a right-handed coordinate set, together with y (pointing vertically upwards) and z pointing
along the beamline in the direction from the VELO to the Muon detector.
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Figure 6: (Left) Tracks produced in a bunch crossing with 42 pp collisions, as seen from a
detector with no timing capability. (Right) Tracks selected in a 30 ps time window, showing a
drastic reduction of the vertex multiplicity to O(1). Tracks are coloured according to time of
production.
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LHCb Upgrade II 
(HL-LHC)

EPPSU input - Sensor developments for ALICE 3 1

1 Introduction
The goal of the ALICE physics programme is to determine the properties of the quark–gluon
plasma (QGP), the deconfined state of strongly-interacting matter. While significant progress is
expected from the LHC programme of Run 3 and Run 4 (until 2033), a number of fundamental
questions on the QGP and other aspects of the strong interaction will remain open. In order to
address these questions and to fully exploit the potential of the high-luminosity LHC as a heavy-
ion collider during Runs 5 and 6, as recommended by the 2020 update of the European Strategy
for Particle Physics, a completely new setup ALICE 3 is proposed as part of the Phase IIb Up-
grades of the LHC experiments during the fourth long shutdown (LS4, 2034–2035) [1].

The ALICE 3 apparatus (Fig. 1) consists of a silicon-pixel tracking system with unique pointing
resolution over a large pseudorapidity range (→4 < ! <+4), complemented by systems for par-
ticle identification, from ultra-low to intermediate momentum, including silicon time-of-flight
layers (TOF), a ring-imaging Cherenkov detector (RICH), a muon identification system (MID),
an electromagnetic calorimeter (ECal), a forward photon conversion tracker (FCT), and two for-
ward counting detectors (FD). A new superconducting solenoid magnet with a field strength of
2 T provides a transverse momentum resolution similar to that of the present ALICE detector in
the central region, as well as good momentum resolution at forward rapidity.

The Scoping Document for ALICE 3 [2] has recently been reviewed by the LHC Committee
(LHCC). R&D for these detectors has started three years ago and is intensifying in preparation
of Technical Design Reports. The two main aspects of the R&D studies are the development
and selection of sensors and readout ASICs, and the design of full detector systems, including
sensors, readout, and all services (mechanical supports, cooling, powering, data links, etc.). The
target specifications for the trackers, TOF and RICH detectors, in terms of spatial and timing
resolution, material budget, and radiation tolerance for the full Run 5 integrated luminosities
of 18 fb→1 and 33.6 nb→1 in pp and Pb–Pb, respectively, demand frontier R&D beyond the
presently-available silicon sensors. The specifications and the R&D lines for these subsystems
are the main focus of this document and they are reported in Sections 2 and 3. For completeness,

Figure 1: ALICE 3 detector layout (corresponding to version 1 of the Scoping Document [2]).

ALICE 3 
(HL-LHC)

https://www.bnl.gov/eic/epic.php
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A Simplified Timeline

▪ Era 1: ALICE 3, LHCb Upgrade II, Belle II, ePIC 

▪ Era 2: Higgs/Electroweak/Top (HET) factory
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Key Collider Projects

1: HL-LHC & EIC

Today

2: HET Factory
The European Committee for Future Accelerators (ECFA) 
organises a series of workshops on physics studies, 
experiment design and detector technologies towards a 
future electron-positron Higgs/electroweak/Top factory.

+ -The aim is to bring together the efforts of various e e  
projects, to share challenges and expertise, to explore 
synergies, and to respond coherently to this high-priority 
item of the European Strategy for Particle Physics

https://agenda.infn.it/event/ecfa2023
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A Simplified Timeline

▪ Era 1: ALICE 3, LHCb Upgrade II, Belle II, ePIC 

▪ Era 2: Higgs/Electroweak/Top (HET) factory 

▪ Era 3:  Beyond – hadron & muon colliders
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Key Collider Projects

1: HL-LHC & EIC

Today

2: HET Factory

3: Beyond
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Preparing for for the European Strategy for Particle Physics 

6

A Human Autoencoder?

Instrumentation Sessions at Venice Open Symposium 
Parallel I: https://agenda.infn.it/event/44943/sessions/32657/  
Parallel II:  https://agenda.infn.it/event/44943/sessions/32658/ 
Plenary:  https://agenda.infn.it/event/44943/sessions/32613

Computing Sessions at Venice Open Symposium  
Parallel I:  https://agenda.infn.it/event/44943/sessions/33815/ 
Parallel II:  https://agenda.infn.it/event/44943/sessions/33818 
Plenary:  https://agenda.infn.it/event/44943/sessions/32614/

>100 
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Worldwide LHC Computing Grid (WLCG): A Success Story

WLCG: Continuously operating since the start of LHC Run 1 
▪ Evolved from “Monarc” design into system of heterogeneous 

systems: CPUs, graphics processing units (GPUs), 
supercomputers, public/private clouds, 50× as large as in 2010  

▪ Future direction: non-LHC experiments as partners  
(“beyond the ‘L’ in WLCG”) 

Requirements for Era 1: most recent public projections  
▪ Working assumption: “flat budget”  
→ annual increase in CPU/disk/tape slowing down 

▪ LHCb and ALICE: “triggerless” operation for LHC Run 3/4 
→ increased data rates at HL-LHC 

Bottom line: CPU/disk/tape requirements ok for HL-LHC 
era assuming successful evolutionary R&D 
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https://twiki.cern.ch/twiki/bin/view/CMSPublic/CMSOfflineComputingResults 
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Requirements for Future Collider Projects

Physics Preparatory Group: compilation for FCC-ee, 
Linear Colliders, LHeC, LEP3, Muon Collider, FCC-hh 

▪ Common foundations for software (e.g. Key4hep 
software stack), services, operations  

▪ Conservative planning, based on LHC experience, not 
relying on novel “disruptive” technologies  
(e.g. quantum computing, Large Language Models) 

▪ Projects require continuing effort and modest 
computing resources already now 

▪ Biggest challenge in Era 2: Z-pole running (“tera-Z”) 

Botton line: computing will not be a limiting factor 
assuming continuing R&D
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Fig. 133: Projection of the current storage resources to the FCC-ee Z-pole run with four experiments collecting
equal amounts of data in four successive years (squares) and varying amounts of simulated data (triangles, stars,
circles). The figure also includes the projected resource needs of the LHC and a hypothetical evolution of WLCG
resources, under different scenarios for sustained annual budget increases.

projected storage requirements, as derived from Fig. 132 assuming that ATLAS and CMS account for
approximately 90% of the total.

The storage resources required for FCC-ee data during the Z run are comparable to the projected
requirements of the LHC. The inclusion of simulated samples, however, will substantially increase the
storage demands, even in the minimal scenario, in which the simulated samples have a size similar to
that of the real data samples. A dedicated computing infrastructure, similar to the World LHC Comput-
ing Grid (WLCG) for the LHC, is therefore required to meet the computing demands of the FCC. As
previously mentioned, this could possibly be a natural extension of the WLCG. The projected storage
capacity of the WLCG during the years of the FCC-ee Z-pole run, under various assumptions regarding
sustained annual budget increases, is also shown in Fig. 133. While provided for illustrative purposes
only, this projection suggests that a natural evolution of the current model could effectively supply the
required resources.

8.12 Human resources: status and needs
The substantial progress achieved in the software ecosystem during the FCC Feasibility Study has
demonstrated that a dedicated software core team at CERN is pivotal in driving and coordinating the
majority of FCC activities. This team has evolved over time, initially operating within the CERN EP-
SFT group and then, in September 2024, moved to the newly-established CERN EP-FCC group. The
current workforce at CERN includes (in FTEs) 1.4 staff members, providing leadership and continuity, 3
fellows, and 3 students (technical and doctoral). Additionally, the CERN EP R&D program has been in-
strumental in providing fellow support, particularly for the development and advancement of KEY4HEP,
a critical component for the FCC activities. Contributions from external institutes have increased, in
particular from collaborators in France, Italy, and the United States. This expanding network of exter-
nal contributors strengthens the FCC effort by bringing diverse expertise, resources, and perspectives,
complementing the core team’s efforts at CERN.

Consolidating and expanding the team is essential to sustain progress, address emerging chal-

192

FCC Feasibility Study Report, Vol. 1

Storage Requirements for Z-Pole Running

https://cds.cern.ch/record/2928193
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Selected Future R&D Directions

Software stack and tools: 
▪ HEP Software Foundation (HSF): foster exchange of  

ideas on event generators, detector simulation,  
reconstruction and software triggers, data analysis, …  

▪ New programming languages (e.g. Julia) 

▪ External software projects (e.g. Celeritas/AdePT) 

Hardware and computing infrastructure:  
▪ Heterogeneous computing on different CPU architectures, 

GPUs, programmable logic (FPGAs) 

▪ Distributed computing: enable power of high-performance 
computing (HPC) centers for HEP workflows  
→ challenge: very different approach (access, standards, …)

10

Computing

https://julialang.org/ 

https://hepsoftwarefoundation.org/

cms.cern 

CMS HLT Node: CPU + GPU

https://github.com/apt-sim
https://celeritas-project.github.io/celeritas/ 

https://julialang.org/
https://hepsoftwarefoundation.org/
https://cms.cern/news/first-collisions-reconstructed-gpus-cms
https://github.com/apt-sim
https://celeritas-project.github.io/celeritas/
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Selected Future R&D Directions

Simulation and analysis of exabytes of data (e.g. Tera-Z) 

FAIR principles (findable, accessible, interoperable, 
reusable), e.g., open data and long term data 
preservation (LTDP) beyond “bit preservation” 

Quantum (and neuromorphic) computing:  
often considered national priorities 
→ future particle physics projects do not rely on them  
 (but will be happy to use them eventually)  

Contact with other data and/or compute intensive 
research fields, e.g. gravitational waves, astrophysics, 
genomics

11
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Requirements for a Higgs/Electroweak/Top Factory

Simplified sketch of challenges/requirements
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Instrumentation

Physics Program Instrumentation Challenges

Higgs Factory
Outstanding momentum/impact parameter resolution 
W/Z/H boson separation in multijet events 
Hadron identification

Precision Electroweak & 
QCD Physics

Outstanding absolute and relative luminosity accuracy 
Bias-free tracking with outstanding angular resolution

Heavy Flavor Physics
Excellent impact parameter and secondary vertex resolution 
Excellent ECAL energy resolution 
Particle ID: π0/γ and π/K separation

Physics of Feebly 
Interacting Particles

Excellent sensitivity to detached vertices (up to meters) 
Hermetic detectors 
Precision timing

H
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Technologies: Colliders and Beyond

Vertexing and tracking:  
▪ Silicon: monolithic active pixel sensors, ultrafast sensors, etc. 

▪ Gaseous detectors: drift chambers, time projection 
chambers, micro-pattern gaseous detectors, etc. 

▪ New: 4D tracking (3D position: < 30 µm, time: < 30 ps) 

Calorimetry: 
▪ High granularity imaging calorimeters  
▪ Dual-readout (scintillation & Cherenkov) calorimeters 
▪ Suited for modern reconstruction algorithms:  

particle flow, machine learning 
▪ New: 5D calorimetry (energy, 3D position, time)

14
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DESY. Page 5

Technology: Monolithic Active Pixel Sensors 

| 3rd DRD3 week - Simulations of MAPS for the OCTOPUS Project ​| Gianpiero Vignola 05 June 2025

Towards New Generation of MAPS 

MAPS pixel sketch

Higher logic density

✓ Smaller pixel

✓ Decrease in power 

✓ More in-pixel functionality

• Small collection electrode MAPS developed in 
commercial CMOS processes

• Already in use as detectors in HEP experiments

• Several R&D ongoing for the next-gen. MAPS   
produced using a 65 nm process

• MLR1 (2021) and ER1 (2023) multi-project 
submission to TPSCo65 CIS

MLR1 reticle ER1 reticle

OCTOPUS MAPS Layout

The wire chamber, visible in figure 3, provides up to 112 space-point measurements along a 
charged particle trajectory with an excellent particle identification provided by the cluster counting 
technique.  

 
Figure 3 Drift chamber schematic drawing 

 
Figure 4 Dual readout crystal electromagnetic calorimeter 

An outstanding energy resolution for electrons and photons is provided by a finely segmented 
crystal electromagnetic calorimeter, shown in figure 4. The particle identification capabilities of 
the drift chamber are complemented by a time-of-flight measurement provided either by LGAD 
technologies in the Si wrapper or by a first layer of LYSO crystals in the ECAL. Outside an ultra-
thin, transparent superconducting solenoid the calorimeter system is completed by the dual readout 
fibre calorimeter, promising an outstanding energy resolution for hadronic showers.  
The muon detection system is based on the μ-RWELL detectors, a recent micro pattern gas detector 
that will provide a space resolution of a few hundreds of microns, giving the possibility to select 
muons with high precision and also to reconstruct secondary vertices at a large distance from the 
primary interaction point.  
A cross-sectional view of the IDEA detector is shown in figure 5, and a 3D drawing is visible on 
figure 6. 
Apart from the described detector, which form the current baseline version of the IDEA detector 
concept, we are also following other technological options, like LGAD detectors for the outer 
wrapper of the central tracker or bent CMOS sensors for realizing the innermost layers of the 
vertex tracker.  
An extensive program of R&D was started already since a few years on all the detector 
technologies considered for the baseline, as well as for a few other options. 
A detailed publication describing the IDEA detector concept is in an advanced state and will be 
available as a reference before the end of March, in time for the European strategy update. 
 

IDEA Drift Chamber

2023 JINST 18 P11018

(a) (b)

Figure 17. Examples of events recorded with the AHCAL technological prototype: (a) cosmic ray muon
interacting inside the detector, (b) beam muon. The colours show hits in several amplitude ranges: green hits
are in the range 0.5–1.65 MIP, yellow in the range 1.65–2.9 MIP, orange in the range 2.9–5.4 MIP, and red
above 5.4 MIP.

(a) (b)

Figure 18. Examples of events recorded with the AHCAL Technological Prototype: (a) 50 GeV electron,
(b) 80 GeV pion. The colours show hits in several amplitude ranges: green hits are in the range 0.5–1.65 MIP,
yellow in the range 1.65–2.9 MIP, orange in the range 2.9–5.4 MIP, and red above 5.4 MIP.

7 Conclusion

We have constructed a highly granular 38-layer analog hadron calorimeter prototype consisting of
steel absorber and scintillator tiles individually read out with directly coupled SiPMs. The focus of
the design of the technological prototype lies on the scalability of the detector layout to a collider
detector and the scalability of the production methods. The beam tests show a reliable operation

– 30 –

Event in SiPM-on Tile AHCAL
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https://iopscience.iop.org/article/10.1088/1748-0221/18/11/P11018
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Technologies: Colliders and Beyond

Photon detection: high quantum efficiency, single-photon 
detection, high speed, low dark rate, cryogenic readout … 
→  key technology: silicon photomultipliers (SiPMs) 

Particle identification (PID): pion/photon and hadron  
separation over various relevant momentum ranges, muon ID 
→  key technologies: RICH (ring-imaging Cherenkov) counters, 
 TOF (time-of-flight) detectors, dE/dx and dN/dx in gaseous  
 tracking detectors, gaseous/scintillating muon detectors 

Detectors for neutrino physics and rare event searches:  
diverse set of physics objectives and requirements 
→  broad range of technologies: (noble) liquids, semiconductors, 
  quantum sensors, microwave resonators, and more
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Instrumentation been established as a task within the newly formed DRD4 col-
laboration for detector R&D on Particle ID and Photon Detec-
tors [6] with the milestone of a full conceptual design within a
year, and a prototype of a single ARC cell to be delivered within
three years. Such a prototype will be essential to demonstrate
the feasibility of the low-mass construction and will provide
an excellent test-bed for the study of the key developments re-
quired for this as well as other future RICH detectors: the radi-
ator gas and aerogel properties, lightweight mirror and vessel,
and SiPM performance, along with the very compact readout
electronics required. The focus of this note is instead on the
status of the comprehensive simulation studies of the concept
that have already made progress. The structure of the note is as
follows: Section 2 describes the working principles of the de-
tector, Section 3 details the geometry implementation and other
software-related aspects, and Section 4 describes how the ge-
ometry of the internal components is optimized to maximize
the performance of the detector. Finally, the first performance
study of ARC based on the full simulation chain is presented in
Section 5.

2. ARC working principles

The components of an ARC cell are shown schematically in
Fig. 1. The bulk of each cell is filled with a gas radiator, which
together with a layer of silica aerogel form the heart of the
RICH system. Charged particles passing through these radi-
ators emit Cherenkov radiation in a cone of angle ωC , which
depends on the index of refraction of the radiator and the speed
of the charged particle. Particles from the e+e→ interaction point
cross the cell from bottom to top. The cone of Cherenkov pho-
tons is focused into a ring on the SiPM detector plane, which
is common to both radiators, by a spherical mirror. For a given
charged particle track momentum, which is determined by the
preceding tracking system, the radius of the Cherenkov rings
directly correlates with the particle mass, and thus the identity
of the charged particle can be inferred from the sample of pho-
ton hits.

The baseline choice for the gaseous radiator is C4F10 at at-
mospheric pressure, due to its attractive optical properties, as
used for example in RICH1 of LHCb, aiming for a closed cir-
culation leak-free system. With the high photon detection ef-
ficiency possible with SiPMs this can give a sufficient number
of detected photons, about 15–20 for a high momentum parti-
cle, despite the limited radiator length of around 15 cm. Due to
environmental concerns the use of such fluorocarbons is, how-
ever, anticipated to be restricted on the timescale of FCC-ee, as
they are typically greenhouse gases with large global-warming
potential. It is therefore desirable to conduct R&D on alterna-
tive gases that have similar optical properties. An option being
considered is xenon, but with mild pressurization to ensure a
sufficient photon yield.

The aerogel radiator extends the particle identification per-
formance to low momenta, below 10 GeV/c, while also serving
a second purpose: it is an extremely efficient thermal insula-
tor. It is therefore used to separate the gas radiator from the
SiPM detector plane, which is likely to need cooling to limit the

Figure 1: Schematic cross-section through the ARC barrel detector showing the
various components that make up a single cell.

dark-count rate—although the possibility of suppressing noise
with timing cuts will also be investigated. This would allow
the SiPMs to be operated at around →40 ↑C, for instance with
mixed-phase CO2 circulation, while maintaining the radiator
gas at room temperature to prevent its condensation (if C4F10
is used).

The lightweight vessel surrounding the cells is proposed to be
of carbon-fibre composite construction. The individual cells are
open at their sides, so share the same gas volume. There exists
a possibility of pressurizing the radiator gas, at the expense of
requiring somewhat increased wall thickness.

3. Physics simulation software

The detector description is implemented using DD4hep, a com-
prehensive framework that manages the detector description in-
cluding geometry and other functionalities necessary for sim-
ulation and reconstruction. Physics simulations were done us-
ing DDSim, a user-friendly interface to the Geant4 toolbox [7],
for which detector geometry description is the primary input as
Geant4 provides built-in physics [8], and DD4hep the mech-
anisms to record and write simulation data. FTF BERT is
used for hadronic physics, EM0 for electromagnetic physics,
and default optical physics including Cherenkov process to
generate the optical photons (scintillation and transition ra-
diation were not included). The rest of the full simulation
chain relies on Gaudi [9], an event processing framework, and
EDM4hep [10, 11] as the event data model. The ARC physics
simulation output data is of type edm4hep::SimTrackerHit,
and the event reconstruction code is implemented as Gaudi
functional algorithms. In this section, details are given of the
geometry layout and the impact of the optical parameters.

3.1. Geometry description

The overall size of the ARC subdetector corresponds to a cylin-
der with an outer radius of 2 m, 4.4 m long, and radial thickness
of 20 cm. The vessel walls are 1 cm thick, and the geometry is
subdivided into a barrel and two endcaps, each equivalent to a

2

https://doi.org/10.17181/6entj-pm
m
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ARC: Array of RICH Cells
A

pp.P
hys.Lett. 124 (2024) 032601 

Magnetic Microcalorimeter

https://doi.org/10.17181/6entj-pmm10
https://doi.org/10.1063/5.0180903
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ECFA Detector R&D Roadmap 2021

2020 ESPP Update: ECFA Detector R&D Roadmap 
▪ Series of bottom-up workshops to identify requirements, 

technologies, time scales, expert training, … 

▪ Comprehensive roadmap document  

▪ New DRD (Detector R&D) collaborations → strategic R&D
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ECFA Detector R&D Roadmap 2021: DRD Collaborations

17

Instrumentation DRD Collaborations

DRD2: Liquid Detectors  
for Neutrinos · Dark Matter 
· 0vbb

DRD4: Photon detectors
vacuum, solid-state (SiPM), hybrid 
single-photon and SciFi detectors ·  
applications in PID, RICH, tracking

DRD5: Quantum Sensors
Quantum dots · superconduct. 
nanowires · bolometers · TES · 
MMC · nuclear clocks
Applications in LEPP, first 
projects in HEPP happening

DRD8: Mechanics
Ultra-thin beam pipes · CF foam and 
new materials · curved, retractable 
sensors · air & micro-channel cooling 
· eco-friendly cooling fluids · robots · 
augmented reality

DRD1: Gaseous Detectors
Large · Fast ·  eco-friendly 
gases · MPGD, e.g. GEMs

DRD3: Semiconductor Det.
Monolithic CMOS · LGADs · 
radiation hardness · interconns.

DRD6: Calorimetry
Energy resolution · High 
granularity · dual readout ·  
particle flow · sandwich · optical

DRD7: Electronics
ADC/TDC IP Blocks · Opto-
electronics · packaging · power · 
extreme environments · COTS ·  
intelligence on detector · foundry 
access

σ ~ 25
ps per
track

PICOSEC: NIMA903 
(2018) 317

© Nature

Si-Fiber couplers

26 June 2025 T. Bergauer -- ESPP Open Symposium -- DRD Collaborations 28

T. B
ergauer

+ close collaboration and efforts in the US, Japan, and China
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ECFA Detector R&D Roadmap 2021

2020 ESPP Update: ECFA Detector R&D Roadmap 
▪ Series of bottom-up workshops to identify requirements, 

technologies, time scales, expert training, … 

▪ Comprehensive roadmap document  

▪ New DRD (Detector R&D) collaborations → strategic R&D 

2026 ESPP Update:  
▪ New/updated requirements and recent developments  

▪ Not (yet fully) considered: detector magnets, quantum 
detectors for rare event searches, “intelligent” trigger and 
data acquisition – electronics and software tools 

▪ New R&D collaborations for AI? (“AI-RD collaborations”)
18
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Transversal Topics: Machine Learning & AI

Data challenges: rate bottlenecks, vendor lock-in 
(e.g. GPUs, FPGAs), long-term maintenance of 
large code base (10s of millions lines of code)  

Machine learning ubiquitous in particle physics: 
detector design, detector frontend (“edge AI”) and 
backend, trigger, simulation, data analysis 

Artificial intelligence: potential for disruption,  
but no reliance on, e.g., large language models, 
foundation models 

Need to bridge gaps to computer science and 
industry (over decades-long projects)
20
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R
eview

 in P
hysics 10 (2023) 100085 

AI Detector Optimization

a3d3.ai 
Rate/Latency Requirements

https://doi.org/10.1016/j.revip.2023.100085
https://a3d3.ai/about/
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Infrastructures and Relations

Key infrastructures for detector R&D: irradiation 
and beam test facilities, CERN Neutrino Platform 

Relations to the “world outside particle physics”: 
▪ Engineering and disruptive new technologies: 

software, quantum materials and sensing, 
manufacturing 

▪ Microelectronics challenge: much increased 
complexity and cost, particle physics lagging behind 

▪ Partnerships with industry for latest developments, 
joint research, commercial interest (e.g. knowledge 
transfer, licensing), careers in science and industry
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D
ario S

oatto (D
ata source: International B

usiness S
trategies)

Validation 
Prototype 
Software 
Physical 
Verification 
Architecture 
IP Qualification

Cost of Advanced ASIC Designs

RD53A (2017)

Beam Hodoscope at DESY Test Beam
https://particle-physics.desy.de

https://www.luxcapital.com/content/the-looming-labor-crisis-in-chip-design
https://particle-physics.desy.de/e252106/e252107/e252163/
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Transversal Topics: Workforce and Sustainability 

Maintaining expertise: 
▪ Attract and train early career researchers (ECRs)  
→ ambitious projects, recognition,  
 transparent career paths 

▪ Attract and retain highly specialized experts (AI, chip 
design, …), foster mobility in and out of particle physics 

Making computing and instrumentation sustainable: 
▪ Computing: energy efficiency of devices and facilities, 

efficient algorithms 

▪ Detectors: full life cycle assessment (LCA),  
new eco-friendly materials
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Raw Material 
Extraction

Manufacturing

Distribution

Use

Disposal/
Recycling

LCA

3

ECR session @ 3rd ECFA 
Workshop in Paris 

10 October 2024

18 December 2024
 -  27 January 2025

ECR survey

31 March 2024

Submission to ESPPU

ECR Workshop on EPPSU 
@ CERN

14 November 2024

Open ECR Symposium
@ CERN

20th February 2025

Open Seminar about 
White Paper @ CERN

27 May 2025

��

Timeline

Document drafting

ECR Open Symposium 2025



Summary & Conclusion
The future of particle physics is bright: vivid field, broad range of experiments 

Computing and instrumentation in particle physics: tools for discovery 
▪ Significant technological limitations and challenges  → continuing R&D required 
▪ New ideas, may turn out as potential game changers (AI, second quantum revolution) 
▪ Community willing and able to transform → to be further developed


