
Sensors
in remote or harsh 
environment

Throughput: x102 PFLOP/s
Temporary Buffer: few PBytes
Archives: x102 PBytes/year

Data Processing 
& Storage
High Performance 
Computing

Input: ~x102- 10 Tb/s / 102 links
Output: ~10 Tb/s
Throughput: ~50 PMAC/s

Real-Time 
Stream 
Processing
Converging data 
from sensors

Input: ~100 Gb/s
Throughput: x102 PFLOP/s
Storage: x102-103 PBytes/year
Services:  
- Access & transfer 
- Storage & Staging
- Compute

Data Reduction 
& Analysis
High Performance 
Data Analytics

Few km

Few 100 km

Data streams

Few environmental sensors

Thousands of science sensors

Control and Power 
Management
Centralized or 
Distributed

Real time control

Periodic
control

1 2 3 4a
Data 
exploitation 
and science 
production4b

Feedback loop

Data Lake

Resources 
Federation & 
Content Delivery
Database, GPU, CPU 
& AI

Data Lakes through 
regional federation of 
storage

Low Latency remote access/ 
stateless storage

Federated heterogeneous 
computing capacities

On-the-fly data 
processing
Using eco-responsbible 
artificial intelligence for 
efficient selection of 
relevant data and 
trustworthy preservation 
of actionable data products

Dedicated hardware 
and software 
solutions
Development of dedicated 
hardware and open, 
non-proprietary software 
solutions that are both 
energy-efficient and flexible, 
to facilitate their adaptability 
to unknown situations

Enhance the HPC 
ecosystem
Exploit and enhance the 
European High 
Performance Computing 
(HPC) ecosystem, 
anticipating the needs of 
next-generation Exascale 
supercomputers

SLICES RI is designed 
to address 
innovative digital 
infrastructure 
experiments
SLICES offers a unique 
experimental platform for 
component configuration, test 
calculations and user training

The ODISSEE Project

LHC

SKA

6-32 Tbis/s O (100) Gbis/s

Search for 
new physics

/dev/nullReal time
processing

Converged AI real-time data processing for SKAO and HL-LHC


