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ABSTRACT Traditional Methods _Advanced Methods GOAL: Properly handle signal-to-background separation

In complex particle physics analyses - Cut based Sg) lot Q -factor

where signal and background events

are intertwined across - Sideband Subtraction . . . . . .
multidimensional phase space, = allows for the unbinned, model-independent = provides local, per-event signal weights obtained

statistically consistent event-by-event separation of signal and background from a k-Nearest Neighbor (kNN) fit in phase-space
weighting is indispensable for y, € Us
unbiased extraction of signal SB B
observables. However, many widely W) = Jug J57) dy
used methods can often fail to [ " fedy + | Up fz(y) dy
correctly estimate this separation,

particularly in the presence of Signal Sidebands : , : .
statistically independent variables or . N S f S (xl) Taking the limit
o k— N Tot?

when key model assumptions fail. Us=min-ymax] U= Dmin-yax] Uk = Dmin: Yhax] ' QX,-
. Z e{S,B) N ;(]}(xi) reduces to in%lot

= based on control variables that are not used = generalizes side-band subtraction to high dimensions
y, € U, U Up in the fit via maximum likelihood estimation w/out an explicit spectator-PDF only kNN distances used

We assess the limitations of these
standard techniques with particular . inPlot 4

focus on (J-factors -- an adaptive local
fitting method based on k-nearest

neighbors. Although (J-factors offer PR - N. yf}/(y )
enhanced flexibility over global fits, it Wy () = Z N, £,
inherently assumes statistical ye{S.B} " XX Vi : XCO
dependence between discriminating \ XEAL

and weighted variables, leading to a PDF Normalized Euclidean
bias when this condition is violated. £ @) Total Likelihood Distance

To address this, we introduce a

corrected formalism, ()-factors . . . ] , . . .
(pronounced /skju:/, as in “skew”), Build on the foundation of O-factors by incorporating corrections from s&lot Generated similar dataset to original ()-factors paper, but

which integrates the local adaptivity included two spectator variables

of O-factors with the covariance-
based corrections from .Y lot. This Q N S f S (xi) Q VyS f S(xi) + V}/B f B(xi)
X | —
T N fs(x) + Npfp(x)
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hybrid approach restores statistical .
consistency across dimensions while l Z N f (.Xi)
still preserving local sensitivity, YE{S,B} A4
enabling unbiased signal extraction
in complex, multidimensional

N
analyses. Through Monte Carlo V—l B f fy(X])fa)(X]) B 62 (_ ln g)
yw

1000

uo13}29.1.10)

Events / 0.02

simulations, we demonstrate that
O-factors consistently outperform

traditional methods in both signal (N S f S (X ]) + N, Bf B (x]))Z oN, S ON, B

recovery and physics parameter Covariance Matrix Element
estimation. These studies highlight |
g g W’ r' t' NS/Nb 0.70 0.75 (.80 0.85 -1. 0.5 D ; 0.0 0.5 1.0 1.5 2.0 -1 ) 1

the robustness and accuracy of the M, (GeV/c2) t (arb) g (arb)

method in high-dimensional -
analyses. _ _ Conclusion & Next Steps
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References Publishing Weighting Method

No Weights
Sideband Subtraction

InPlot ; : 49.336
Q-Factor . 0. : 47.597
Q-Factor (with t) : : 40.134
Q-Factor (with g) : : 17.060

. . i i Q-Factor (with t and g) : : 21.111
O-factor recovers the true signal while honoring kNN locality Example fit Plog . . . . —

and embedding the yield-covariance correction sQ-Factor . . 0. : . 0.853 3. 0.837

quot | (-Factor Nz, sQ-Factor (with t) 77957 5. 0. 1442 [2.0.820

- O-factors either need S@Iot or Monte Carlo closure checks .. = sQ-Factor (with g) 4. 0.80¢ 1.121
: sQ-Factor (with t and g) - 3. 4. 0.792 . 1.356 5. 1.031

Absolute mean pull of each parameter over 1000 independent simulations (smaller numbers are better)
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— (J-factors carry that covariance term by design

When spectator-mass correlations - limitations to J-factor ( . %lot ) method — O-factor introduced to account for these

are strong or data are background-dominated, — == - maintains robustness across a variety of test conditions and scenarios
— (J)-Factors could be the preferred method s

- implementation on GlueX data provides accurate results compared to traditional methods
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