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LHCb − a forward detector @ LHC
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Key detector physics drivers  
(for upgraded detector) 

Vertex resolution 

𝛔IP ~ 19 𝝁m @ pT = 2 GeV  

Particle ID 

𝛆(K→K) ~95% @ 4% misID 

Momentum resolution 

𝛔p/p 0.45% − 1.1% @ p = 2 − 200 GeV

JINST 19 (2024) P05065 
See G. Cavallero @ T12 
See M. Ruiz Diaz @ T12 
See W. Krupa @ T11 
See F. Borgato @ T11

2

https://arxiv.org/abs/2305.10515
https://indico.in2p3.fr/event/33627/contributions/155244/
https://indico.in2p3.fr/event/33627/contributions/155238/
https://indico.in2p3.fr/event/33627/contributions/156100/%5D
https://indico.in2p3.fr/event/33627/contributions/155267/


 

 
 

 

LHCb − past, present, and future
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The forward flavour detector 
concept works! Many world-best 

measurements. Pioneering use of  
quantised and unbiasing ML 

algorithms in real time and offline.

LHCb − past, present, and future
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The forward flavour detector 
concept works! Many world-best 

measurements. Pioneering use of  
quantised and unbiasing ML 

algorithms in real time and offline.

Align and calibrate detector in 
quasi-real time, full detector 

reconstruction and pileup 
suppression in trigger

LHCb − past, present, and future
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The forward flavour detector 
concept works! Many world-best 

measurements. Pioneering use of  
quantised and unbiasing ML 

algorithms in real time and offline.

Align and calibrate detector in 
quasi-real time, full detector 

reconstruction and pileup 
suppression in trigger

Greatly improved tracker & PID 
granularity, 30 MHz detector 

readout & GPU trigger 
performing a near-full detector 

reconstruction

LHCb − past, present, and future
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Enhance PID with precise 
timing and improved granularity, 

explore enhanced readout 
boards with fast tracking

The forward flavour detector 
concept works! Many world-best 

measurements. Pioneering use of  
quantised and unbiasing ML 

algorithms in real time and offline.

Align and calibrate detector in 
quasi-real time, full detector 

reconstruction and pileup 
suppression in trigger

Greatly improved tracker & PID 
granularity, 30 MHz detector 

readout & GPU trigger 
performing a near-full detector 

reconstruction

LHCb − past, present, and future
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Enhance PID with precise 
timing and improved granularity, 

explore enhanced readout 
boards with fast tracking

The forward flavour detector 
concept works! Many world-best 

measurements. Pioneering use of  
quantised and unbiasing ML 

algorithms in real time and offline.

Align and calibrate detector in 
quasi-real time, full detector 

reconstruction and pileup 
suppression in trigger

Greatly improved tracker & PID 
granularity, 30 MHz detector 

readout & GPU trigger 
performing a near-full detector 

reconstruction

Deploy 4D tracking, PID, and 
calorimetry + a highly granular 

pixel tracker to be processed by 
a heterogenous trigger

LHCb − past, present, and future
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LHCb in Run 3: twice doubled data
LHCb-FIGURE-2024-030

Doubled the recorded integrated luminosity thanks to excellent detector&LHC performance 

More than doubled the efficiency for hadronic signals thanks to 30 MHz GPU tracking trigger 

After some tough years a fast start to 2025 datataking with excellent detector efficiency
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See D. vom Bruch @ T12

https://lbfence.cern.ch/alcm/public/figure/details/3837
https://indico.in2p3.fr/event/33627/contributions/155243/


 

 
 

 

LHCb in Run 3: twice doubled data
LHCb-FIGURE-2024-030

Doubled the recorded integrated luminosity thanks to excellent detector&LHC performance 

More than doubled the efficiency for hadronic signals thanks to 30 MHz GPU tracking trigger 

After some tough years a fast start to 2025 datataking with excellent detector efficiency
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See D. vom Bruch @ T12

+15 preliminary 
results @EPS

https://lbfence.cern.ch/alcm/public/figure/details/3837
https://indico.in2p3.fr/event/33627/contributions/155243/


 

 
 

 

LHCb in Run 3: collider and fixed target!

LHCb is both a collider-mode and a fixed target experiment! 

The success of  the SMOG2 cell and the operational flexibility of  the full software 
trigger enable LHCb to conduct a tremendously broad program of  fixed-target physics 
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Lead fixed-target signals in Run 3 data

Efficient reconstruction of  PbAr signals at √s=70.9 GeV  

Cross-section measurements with this and other configurations are on their way

NEW!
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LHCb-FIGURE-2025-014 
See J. Authier @ T04

https://indico.in2p3.fr/event/33627/contributions/155136/


 

 
 

 

Towards a full 30 MHz reconstruction
NEW! Kholoimov et al. CSBS Volume 9, 

article number 10, (2025)

We now reconstruct tracks originating anywhere in the detector and Kalman fit them at 30 MHz 

Together with CALO and Muon ID goes far beyond TDR design! Cost neutral because of  GPUs. 

 Achieved by delivering a production-grade heterogeneous framework from scratch in 4 years.

HLT1 
preliminary Efficiency gains for 2025 

for tracks from heavy 
particle decays outside 
the vertex detector!
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See D. vom Bruch @ T12 
See J. Zhuo @ T09 
See S. Libralon @ T09

https://link.springer.com/article/10.1007/s41781-025-00141-8
https://link.springer.com/article/10.1007/s41781-025-00141-8
https://indico.in2p3.fr/event/33627/contributions/155243/
https://indico.in2p3.fr/event/33627/contributions/158639/
https://indico.in2p3.fr/event/33627/contributions/155015/


 

 
 

 

Towards a full 30 MHz reconstruction
NEW! Kholoimov et al. CSBS Volume 9, 

article number 10, (2025)

The parametrised Kalman filter also makes HLT1 more robust against detector misalignments 

In continuity with a focus on robustness against changing detector conditions which has been a 
hallmark of  LHCb's reconstruction and real-time processing since Run 1

Efficiency gains for 2025 
for tracks from heavy 
particle decays outside 
the vertex detector!
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See D. vom Bruch @ T12 
See J. Zhuo @ T09 
See S. Libralon @ T09

HLT1 
preliminary

https://link.springer.com/article/10.1007/s41781-025-00141-8
https://link.springer.com/article/10.1007/s41781-025-00141-8
https://indico.in2p3.fr/event/33627/contributions/155243/
https://indico.in2p3.fr/event/33627/contributions/158639/
https://indico.in2p3.fr/event/33627/contributions/155015/


 

 
 

 

LHCb operations in 2025
NEW!

Efficiencies maintained above 
nominal luminosity in 2025!

LHCb-FIGURE-2025-015

Routine datataking above design pp luminosity and with fixed-target collisions in parallel
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See D. vom Bruch @ T12

https://lbfence.cern.ch/alcm/figure/details/5590
https://indico.in2p3.fr/event/33627/contributions/155243/


 

 
 

 

LHCb computing in Run 3

Highly automated analysis productions deliver physics-analysis-ready 
data across the full physics programme with very low latency

Paper submitted to CBSS

LHCb analysis productions 
on the WLCG in 2024
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https://arxiv.org/pdf/2506.20309


 

 
 

 

  

Machine Learning Based Global Particle Identification at LHCb
Denis Derkach1,2, Mikhail Hushchyn1,3, Tatiana Likhomanenko1,2,4, Alex 
Rogozhnikov1,2, Nikita Kazeev1,2, Victoria Chekalina1, Radoslav Neychev1,3, 
Stanislav Kirillov1 , Fedor Ratnikov1,2 on  behalf of the LHCb collaboration

18th International Workshop on Advanced Computing and Analysis 
Techniques in Physics Research, Seattle, August 21-25, 2017

Muon 
Chambers

ECAL & HCAL

RICH2

T-Stations

RICH1

TT

VELO

Best-Efficiency Models

The problem is to identify the charged particle type which a given track is associated. 
There are five particle types: electron, muon, pion, kaon, proton plus the "not 
classifiable” ghost for a total of 6 hypotheses. 
This problem can be considered as a multiclass classification problem. For PID 
infromation from  Ring-Imaging Cherenkov Detector (RICH), Electromagnetic 
Calorimeter, Hadronic Calorimeter and Muon Chambers sub-detectors and track 
reconstruction is used.

Current particle ID approaches:

● Δ log L: Estimate likelihood of a particle type based on a subdetector response. 
Likelihoodod the subdetectors are combined into global likelihood of the particle type. 

● ProbNN (baseline): The subdetector responses are combined using one hidden layer 
neural network (TMVA MLP) in one-particle-versus-rest mode.

The PID was improved using gradient boosting algorithms (XGBoost, CatBoost) and 
deep neural network (deep NN) in multiclassification mode.

Best-Flatness Models

The PID information strongly depends on the kinematic variables. This relationship leads 
to strong dependency between PID efficiency and kinematic variables as it is shown in 
the left figure .In practice it could be helpful to have flat PID efficiencies along chosen 
control variables to reduce systematics effects.
To provide uniformity along some observables models were trained using the modified 
loss funstion:

where the fisrt term is the classification loss function and the second term is the the 
uniformity loss written in differential form of Cramer-von Mises measure. The right figure 
demonstrates the flatness improvement. 

Non-flat deep NN model (blue) Flat 4d model (blue)
There is a trade off between the PID models efficiency and flatness. It is possible 
to archine any efficiency flaness of a model  along any variable. However, the 
efficiency decreases with increasing its flatness.

LHCb Simulation, preliminary LHCb Simulation, preliminary

1 Yandex School of Data Analysis, Moscow, Russia 
2 Higher School of Economics, Moscow, Russia
3 Moscow Institute of Physics and Technology, Moscow, Russia
4 National Research Centre Kurchatov Institute, Moscow, Russia
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Figure 10: Response from the BBDT for minimum bias LHCb 2010 data (shaded grey),
pp → cc̄X Monte Carlo (blue), pp → bb̄X Monte Carlo (red) and all minimum bias Monte
Carlo (black). The Monte Carlo is not normalized to the data (see text for details). N.b.,
no muon or electron requirements were used when making this plot.
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2010 MB Data 

cc MC10 

bb MC10 

MB MC10

Gligorov&Williams 
JINST 8 P02013

LHCb at the edge of  ML/AI since Run 1

Quantised machine learning used for the main heavy flavour triggers since 2011 

Over time a gradual expansion of  the use of  neural networks for fake rejection, 
particle identification, and clustering throughout the reconstruction chain

BBDT 
Response
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See A. Poluektov @ T16

http://arxiv.org/abs/1210.6861
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A global AI flavour classifier @ LHCb
NEW!
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See J. Wendel @ T16

https://indico.in2p3.fr/event/33627/contributions/155226/


 

 
 

 

A global AI flavour classifier @ LHCb
NEW!
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See J. Wendel @ T16

https://indico.in2p3.fr/event/33627/contributions/155226/
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A global AI flavour classifier @ LHCb
NEW!

The global classifier can be calibrated and ported between decay modes 

Gain of  20-35% of  tagging power compared to classical algorithms! 

Re-analysis of  core legacy LHCb measurements with this new tagger is on the way

Gains stable with pileup and pT 
Pathfinder for future upgrades!
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See J. Wendel @ T16
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First LHCb Run 3 results!
NEW!

EUROPEAN ORGANIZATION FOR NUCLEAR RESEARCH (CERN)

CERN-EP-2025-ZZZ
LHCb-PAPER-2025-036

July 3, 2025

Measurement of CP asymmetry in

D0 ! K0

S
K0

S
decays with the

upgraded LHCb detector

LHCb collaboration†

Abstract

A measurement of CP asymmetry in D0
! K0

SK
0
S decays is reported, based on a

data sample of proton-proton collisions collected by the upgraded LHCb experiment
in 2024 at a center-of-mass energy of 13.6TeV, corresponding to an integrated
luminosity of about 6.2 fb�1. The D0

! K0
S⇡

+⇡� decay is used as a calibration
channel. The time-integrated CP asymmetry for the D0

! K0
SK

0
S mode is measured

to be
A

CP (D0
! K0

SK
0
S) = (1.86± 1.04± 0.41)%,

where the first uncertainty is statistical, and the second is systematic. This is the
most precise determination of this quantity to date.

For submission to JHEP

© 2025 CERN for the benefit of the LHCb collaboration. CC BY 4.0 licence.

†Authors are listed at the end of this paper.
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Charm production asymmetries
Measured through fits to (anti)-particle 
yields, separating the prompt and 
secondary charm production. 

Detector asymmetries cancelled in a 
data-driven manner using kinematic 
matching and appropriate choices of  
control channels. 

The chosen cancellation methodology 
holds to O(10-4) corrections, one order 
of  magnitude below the current 
measurement sensitivity.
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Figure 7: Background-subtracted distributions of ln(�2(IP)) for the (top) D+
s , (middle) D+ and

(bottom) D0 mesons in (left) 2022 and (right) 2023 data. All plots refer to the kinematic region
2.0 < ⌘ < 3.0 and 6.5 < pT < 8.5 GeV/c of the charmed-meson candidates. The dashed line
marks the maximal ln(�2(IP)) allowed by the o✏ine selection.

resolution, is left free to vary in the fits to data, while the remaining parameters are
fixed to values obtained from simulated prompt and secondary decays. Examples of these
fits are shown in Fig. 7. The yields of prompt and secondary charmed mesons, split per
charge, are included as free parameters in the fit, from which the asymmetry di↵erence,
Aprod(Xc)� Asec(Xc), and fsec are inferred.

The IP resolution for data recorded in 2023 is particularly impacted by the open VELO
configuration, leading to a higher contamination from b-hadron decays with respect to 2022
data. The largest contributions are found for D+

s mesons, in line with the expectations
from b-hadron-decay branching fractions and b-hadron production cross-sections [39,47–49].
On average, the fractions of secondary decays are 5.4%, 1.6% and 4.1% for D+

s , D
+ and

D0 mesons, respectively. It is verified that the secondary fraction is stable as a function

13
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Charm production asymmetries
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Figure 8: Comparison between the production asymmetries measured separately from the 2023,
2022 magnet down and 2022 magnet up data samples. The comparison is shown for the (left) D0

meson, (middle) D+ meson and (right) D+
s meson. The average value and its uncertainty are

indicated by the red line and the red band, respectively.

of the time within a fill in 2022, and thus not a↵ected by the movement of the VELO
detector.

The values for Aprod(Xc)� Asec(Xc) are independent of the detector configuration and
are determined primarily using data recorded in 2022, after verifying that there is no
di↵erence between the datasets. The resulting values of Aprod(Xc)� Asec(Xc) from the
di↵erent datasets are combined for the D+

s mesons to increase their statistical precision.
As the observed secondary contribution of D+ mesons is too small to make a reliable
estimate of the related b-hadron production asymmetry, Aprod(D+)� Asec(D+) is instead
conservatively estimated as (0± 5)%. This bound on the systematic uncertainty covers
the measured relevant production asymmetries at

p
s = 7 and 8TeV [12, 50], and the

expectation at 13.6TeV.
The corrections �Asec are mostly found to be compatible with zero within three

standard deviations when considering statistical uncertainties only. Their values remain
below one-third of the corresponding statistical uncertainty of Aprod.

8 Cross-checks and systematic uncertainties

8.1 Cross-checks

Cross-checks are carried out for further scrutiny of the results and deeper understanding
of the upgraded LHCb detector. None of these cross-checks signalled any shortcomings in
the methodology, showing compatibility with p-values of at least 5%.

The consistency of the production asymmetries across kinematic regions in the 2022
magnet down, 2022 magnet up and 2023 datasets is considered, as these represent di↵erent
detector conditions. The global p-values are found to be 88.4%, 27.9%, 57.9% for the D0,
D+

s and D+ production asymmetries, respectively. The integrated production asymmetries
are shown in Fig. 8 for the three samples and the three decay modes. In addition, the
analysis is repeated in even finer intervals of these data-taking periods to evaluate the
consistency per dataset. The consistency of the D+

s production asymmetry in the 2022
magnet down dataset has the weakest compatibility, corresponding to a p-value of 5.9%.

14

Table 1: Absolute systematic uncertainties on the charm production asymmetries, in units of
10�2. The values indicate the span across the di↵erent kinematic bins. In case of an empty cell
(–), the systematic uncertainty is not applicable. The statistical uncertainties are presented in
Table 2.

Systematic uncertainty [10�2]

Source D0 D+ D+
s

Secondary contribution 0.02� 0.35 0.16� 0.41 0.03� 0.43

Fit models Araw 0.01� 0.05 0.08� 0.73 0.05� 0.39

Residual Adet 0.04� 0.40  0.11  0.19

Fit model Arec(⇡+) �  0.08  0.15

Asymmetries in the K�K+ pair �  0.12  0.09

Curvature bias  0.39  0.25  0.25

Flavour misidentification 0.01 � �
ACP 0.06 0.05 �

Total systematic uncertainty 0.08� 0.56 0.25� 0.85 0.11� 0.53

Statistical uncertainty 0.68� 4.59 0.79� 1.81 0.72� 2.59

the two charged charmed mesons and kinematic bins, the total uncertainty is found to be
dominated by that of the (uncorrelated) raw asymmetries. Consequently, there is only a
negligible correlation between the various presented results, at the subpercent level.

Most of the values are compatible with symmetric production of mesons and antimesons
with no dependence on their kinematics within one standard deviation. The corresponding
global p-values for their compatibility with the absence of any production asymmetry are
45.3% for the D0 meson, 77.6% for the D+ meson, and 21.7% for the D+

s meson.
To illustrate typical production asymmetries relevant for charmed-meson decays at

the LHCb experiment, the asymmetries observed across the kinematic intervals are
averaged, accounting for the observed pT and ⌘ distributions (Fig. 10), not corrected for
the instrumental e�ciency. The results are:

Aprod(D
0) = ( 0.07± 0.26 (stat)± 0.10 (syst))%,

Aprod(D
+) = (�0.33± 0.29 (stat)± 0.14 (syst))%,

Aprod(D
+
s ) = ( 0.18± 0.26 (stat)± 0.08 (syst))%.

Previous measurements of the D+ [12] and D+
s [13] production asymmetries at the

LHC showed no significant dependence on either pT or ⌘. This allows a comparison of
the averaged production asymmetries. The averaged results obtained at 13.6TeV are
compatible with those at lower centre-of-mass energies, with a combined p-value of 8.5%.

Figure 10 shows the fine-grained kinematic distributions of the charmed mesons
that can be used to interpret the presented measurements. The projections of the
measurements onto the pT or ⌘ axes, shown in Fig. 11, are compared to the predictions
from the event generator Pythia 8 [51], based on a colour-string model, and the event
generator Herwig 7 [3], based on a cluster model. For Pythia 8, version 8.310 is used with

18

Statistically limited measurement 

Main systematics from modelling of  secondary charm and fits to extract the raw asymmetries. 
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Charm production asymmetries
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Figure 11: Comparisons between the production asymmetries predicted with di↵erent event
generators and the data.
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Measurement in agreement with theory expectations within uncertainties
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Figure 11: Comparisons between the production asymmetries predicted with di↵erent event
generators and the data.
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Figure 3: Results of the charge-separated 3D fit for the sample satisfying the high purity selection..
The left (right) column reports histograms for the D0 (D0) candidates. �m distributions are
reported in the top row. The masses of the two K0

S candidates are reported in the middle and
bottom rows.

9

CP violation in D0→K0SK0S decays
NEW!

Figure 1: Distribution of �m for D0
!K0

S⇡
+⇡� candidates, after application of all o✏ine

selections. The requirement |�m� 145.45MeV/c2| < 1.5MeV/c2 to select calibration candidates
is shown in red.

Figure 2: Example (data block 1) of distributions of weights applied to signal candidates in the
global fit to correct for detector and production asymmetries of the calibration channel. The
di↵erences between the two distributions are a consequence of di↵erent D0 and D0 acceptances
and detector asymmetries. These distributions are similar, but not identical, in every data block,
and they are separately corrected before fitting for the asymmetry.

5 Asymmetry measurement248

A binned maximum-likelihood fit to the joint distribution of �m and the two m(K0
S)249

observables is conducted separately in each data block to measure A
CP . The three-250

dimensional fit is performed simultaneously for candidates of both flavors and across the251

7

Measured using D*0→D0𝛑 decays 

Raw CPV from fits to (anti)-particle 
yields is corrected for detector 
asymmetries in a data-driven 
manner using kinematic matching 
with the D0→K0S𝛑𝛑 control channel
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Figure 4: Results of the charge-separated 3D fit for the sample satisfying the low purity selection..
The left (right) column reports histograms for the D0 (D0) candidates. �m distributions are
reported in the top row. The masses of the two K0

S candidates are reported in the middle and
bottom rows.

10

See G. Punzi @ T07
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Preliminary Preliminary
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https://indico.in2p3.fr/event/33627/contributions/154536/


 

 
 

 

CP violation in D0→K0SK0S decays
NEW!Table 3: Measurements of yields and A

CP (D0
! K0

SK
0
S) in individual data blocks. The quoted

uncertainty is statistical only.

Data block Yield A
CP [%]

1 2915± 85 0.3± 2.4
2 1385± 55 �0.3± 3.4
3 1639± 56 0.8± 3.2
4 1534± 75 5.5± 3.4
5 3149± 94 0.0± 2.4
6 2544± 77 4.6± 2.6
7 1599± 67 1.7± 3.3
8 911± 54 5.6± 4.3

7 Results312

The measured A
CP (D0

! K0
SK

0
S) asymmetries for the di↵erent data blocks are shown

in Table 3. It is observed that all measurements are compatible with each other. The
weighted average is

A
CP (K0

SK
0
S) = (1.86± 1.04± 0.38)%,

where the first uncertainty is statistical, and the second is systematic, obtained by313

combining the individual sources of systematic uncertainty from Tab. 2 as uncorrelated.314

This result is the most precise determination of this quantity to date, and it is315

compatible with CP symmetry and with the average of previous determinations [29–34].316

This result is marginally consistent with the previously published LHCb measurement317

based on the 2015–2018 dataset. Despite the smaller integrated luminosity and the318

exclusion of certain candidate categories included in the earlier analysis [31], it achieves319

better precision, as a result of the significantly improved e�ciency of the upgraded trigger.320
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Appendices343

7.1 Supplementary material344

Figure 5: Measurements of ACP (D0
! K0

SK
0
S) in individual data blocks. The quoted uncertainty

is statistical only.

Figure 6: Measurements of A
raw(D0

! K0
SK

0
S) (D0/D0 asymmetry before cancellation of

nuisance e↵ects) in individual data blocks. The quoted uncertainty is statistical only.

13

Statistically limited measurement 

Results show excellent stability throughout 2024 
datataking despite changing detector efficiencies 
and pileup conditions. Many kinematic and geometric 
stability checks performed with no issues found.
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°40 °20 0 20 40 60
ACP(D0 ! K0

SK0
S) [%]

CLEO
–23 ± 19
LHCb 2015
–2.9 ± 5.2 ± 2.2
LHCb 2021
–3.1 ± 1.2 ± 0.4 ± 0.1
CMS
+6.3 ± 3.0 ± 0.2
Belle + Belle II 2025
–0.60 ± 1.10 ± 0.10
LHCb 2025
+1.9 ± 1.0 ± 0.4
LHCb average 2025
–0.37 ± 0.78 ± 0.29
World average 2025
–0.17 ± 0.62 ± 0.18

See G. Punzi @ T07
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https://indico.in2p3.fr/event/33627/contributions/154536/
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CP violation in D0→K0SK0S decays

World average and LHCb internal average 
compatible with zero and statistically limited. 

The LHCb average is fully coherent with the 
Belle/Belle II and CMS results. 

The LHCb 2024 and Run 1+2 results are in 
~3𝛔 tension with each other 

We have performed an extensive set of  
additional checks to the Run 2 LHCb result 
inspired by optimisations developed during 
the Run 3 analysis, but found no issues. 

A lot of  room for improvement with 2025 and 
2026 data, including K0S particles decaying 
outside the vertex detector. Stay tuned for 
the Run 3 legacy analysis!

28

°40 °20 0 20 40 60
ACP(D0 ! K0

SK0
S) [%]

CLEO
–23 ± 19
LHCb 2015
–2.9 ± 5.2 ± 2.2
LHCb 2021
–3.1 ± 1.2 ± 0.4 ± 0.1
CMS
+6.3 ± 3.0 ± 0.2
Belle + Belle II 2025
–0.60 ± 1.10 ± 0.10
LHCb 2025
+1.9 ± 1.0 ± 0.4
LHCb average 2025
–0.37 ± 0.78 ± 0.29
World average 2025
–0.17 ± 0.62 ± 0.18

See G. Punzi @ T07
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Continuing the Run 1+2 harvest
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Abstract

In this paper, two machine learning techniques for jet physics at LHCb are presented:
a regression-based method for jet energy calibration and a deep neural network
algorithm for jet flavour tagging, distinguishing between b-quark, c-quark, and
light parton jets. These techniques are applied in a search for inclusive H ! bb̄

and H ! cc̄ decays using LHCb data corresponding to an integrated luminosity of
1.6 fb�1. The analysis sets 95% confidence level limits on these decays, demonstrating
LHCb’s unique sensitivity in the forward region.
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Abstract

A
measurement of the branching fraction for the decay ⇤

!
pµ �

⌫
µ is reported

using pp collision data collected by the LHCb experiment at a centre-of-mass energy

of 13TeV. The analysis is based on data recorded during 2016–2018, correspond-

ing to an integrated luminosity of 5.4 fb �1
. The measured branching fraction is

B(⇤
!

pµ �
⌫̄µ ) = (1.462

± 0.016
± 0.100

± 0.011)⇥ 10 �4
, where the uncertainties

are statistical, systematic and due to the knowledge of the normalisation mode

branching fractions, respectively.
This result improves by a factor of two the

precision of the branching fraction measurement compared to the previous best

measurement and sets a tighter bound on lepton flavour universality in s
!

u quark

transitions. The result is extracted via a two-dimensional template fit, based on

simulated distributions, and using ⇤
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decays as a normalisation channel. The

result is in good agreement with previous measurements and the extracted lepton

flavour universality test observable R µe
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with the Standard Model prediction at the level of 1.5 standard deviations.
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Figure 7: mCorr(p⇡) distribution of the selected data. The data points are overlaid with the
total fitted PDF (blue). The �2/ndof is 1.65.

pions. Furthermore, these requirements have been minimized to the extent possible, with300

the selection completely based on kinematic requirements. As a result, this approach301

should lead to the cancellation of most systematic uncertainties.302

Since ⇤ ! p⇡� is used as the normalisation channel, its branching ratio uncertainty303

is included as an independent systematic uncertainty. For the particle identification304

and tracking e�ciency corrections, the corresponding software tools rely on binning in305

kinematic and detector occupancy variables. To account for the associated systematic306

uncertainty, the variation in the corrected e�ciencies under di↵erent binning schemes307

was evaluated. A tracking e�ciency uncertainty of 0.8% per track is assigned, and an308

additional 1.4% intrinsic uncertainty is applied to the pion track, both following the LHCb309

prescription [29].310

The systematic uncertainty associated with the signal yield fit, which is the dominant311

source, is evaluated by considering four alternative binning schemes and background312

model configurations. Some binning schemes feature more uniform bin widths, while one313

includes a narrower diagonal region to better capture the signal concentration around the314

mCorr(p⇡) = m(p⇡) line. Regarding background modelling, the combinatorial background315

template is dominated by mismatched ⇤ ! p⇡� decays, due to the very low selection316

e�ciency for true combinatorial events. This can reduce the precision of the fit, as part of317

the ⇤ ! p⇡� contribution may be absorbed into the combinatorial component, which is318

modeled using a simulated sample of significantly smaller size than the ⇤ ! p⇡� template.319

To explore the impact of these modeling choices, the fit is repeated under three di↵erent320

configurations: one in which the ⇤ ! p⇡� to ⇤ ! p(⇡�
! µ�⌫µ) ratio is fixed to the321

value observed in simulation after selection; one in which the ratio is allowed to float;322

and a third, which also includes a dedicated combinatorial background component, from323

which the baseline result is taken. The systematic uncertainty from the signal yield fit is324

then assigned based on the spread of the results across these di↵erent binning schemes325

and model configurations, and is determined to be 3.9%.326

Finally, it was assumed that the e�ciency of requiring the trigger decision to be327

independent of the candidate is the same for ⇤ ! p⇡� candidates passing the normalization328

preselection and for signal candidates passing the signal preselection. From first principles,329

11

Measurement of  𝞚→p𝝁𝜈
NEW!

Figure 2: Distribution of the mCorr(p⇡) variable observed in data passing the preselection (blue),
with the expected signal contribution from simulated ⇤ ! pµ�⌫µ decays overlaid (orange),
before (left) and after (right) applying the pL(⌫µ) > 0 requirement.

Figure 3: Graphical representation of the selection requirements in the pT(⌫µ) vs m(pµ) plane
(left), accepting only candidates within the red box, and in the Armenteros-Podolanski plane
(right), accepting only candidates within the yellow ellipse or below the green curve.

distribution. After applying the selection, a double-sided Crystal Ball [24] and a Johnson SU210

distribution [25] are fitted, using an extended unbinned maximum likelihood method,211

to the invariant mass distribution of the ⇤ ! p⇡� decays in simulation (Fig. 4). The212

resulting PDF parameters are then used in subsequent fits to both selected simulation213

and data samples, separately for each magnet polarity. The tail parameters of the Crystal214

Ball and Johnson SU functions are constrained with Gaussian terms using the central215

values and uncertainties obtained from the simulation fits, while the peak position and216

core width are left unconstrained in the fits to data, to absorb small data–simulation217

di↵erences.218

The normalisation e�ciency ✏⇤!p⇡� is computed by fitting the ⇤ ! p⇡� component219

in a minimum bias simulation sample that passes the normalisation selection criteria220

(Fig. 5). In this fit, the shape parameters are constrained as previously described. The221
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7

When interpreted as a lepton universality 
test agrees with SM predictions at 1.5𝛔 

Feasible due to the exquisite precision of  
LHCb's vertex detector and tracker

13111333311311313113133131331131113111311113131113313131111131133133311313113133311111311333311113313131331133111133111313111333131111133133331

33
11

11
33

11
13

13
31

31
13

13
31

33
11

11
33

11
13

11
31

31
11

11
11

31
31

11
31

31
33

33
33

11
31

33
31

11
1

31331331113111313111331113333333131313113131111131113111311311311111111311333131113131331131131131113111113311131111131111133313333333133111111

31
33

13
11

31
33

11
11

11
11

13
11

11
31

13
11

33
33

31
31

31
13

33
33

31
33

33
31

33
11

33
31

13
31

13
33

11
3

30

See A. Brea @ T07

Preliminary

Preliminary

Preliminary

https://indico.in2p3.fr/event/33627/contributions/154533/


 

 
 

 

7.3 Determination of the W boson mass345

Figure 13 shows the d�/dpT data compared to the results of a fit with the ↵s value fixed346

to that determined from the Z data, and the g and mW values varying freely. This gives347

a �2 of 26.3/21, and best-fit values of mW = 80368 ± 130MeV and g = 1.1 ± 0.6GeV2.348

This fit includes all sources of uncertainty on the d�/dpT measurement, via the 24⇥ 24349

covariance matrix. The following theoretical uncertainties are assessed.350

• Strong coupling value: The statistical uncertainty from the fit to the Z data is351

propagated by repeating the mW fit with this value shifted up and down by one352

standard deviation. The resulting uncertainty is 15MeV.353

• Perturbative accuracy in the strong coupling: The error due to missing354

higher-orders in ↵s is assessed by varying the renormalisation and factorisation355

scales. The two scales are independently varied up and down by a factor of two.356

Of the 3⇥ 3 possible combinations, those in which the two scales vary in opposite357

directions are excluded, leaving seven combinations (including the central choice);358

this is the usual “7-point prescription” [32]. The resulting uncertainty is 14MeV.359

• QED accuracy: As in Ref. [10], three additional mW fits are performed, with each360

of the three models with di↵erent PDF sets already described, rather than their361

average. The envelope of variations is 13MeV and is assigned as the uncertainty.362

• Parton distribution functions The RMS of mW values arising from repeating363

the fit with 100 replicas with the NNPDF3.1 PDF set is 21MeV.364

Figure 11: Integrated cross-sections compared to O(↵2
s) predictions.

8This should not be considered as a robust determination of ↵s. A full assessment of the theoretical
uncertainties is beyond the scope of the present analysis.
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W→𝝁𝜈 cross-sections @ 5.02 TeV
NEW!

Model-independent differential measurement of  the W→𝝁𝜈 cross-section 

This measurement can then be recast into a measurement of  the W mass 

Projected full Run 1+2 sensitivity to the W mass with this technique is 12 MeV

�56MeV. If, instead, ↵s is allowed to vary independently for the mW fit, the shift404

in mW is of �1MeV.405

• QCD scales: The baseline DYTurbo predictions are with the renormalisation406

and factorisation scales parametrised as the quadrature sum of the dilepton mass407

and rapidity. An alternative scheme, with the scales set to the dilepton mass, results408

in a shift in mW of �2MeV.409

• QCD cut-o↵ treatment: DYTurbo uses an inverse Bessel transform, which410

requires a cut-o↵ to avoid the Landau pole, with a default value of blim = 3GeV.411

Variations of blim by ±1GeV result in a maximal mW variation of only 4MeV.412

• Partial inclusion of higher orders: A DYTurbo prediction at N3LL and N3LO,413

with default values of ↵s and g, is used to transform the baseline (N2LL and N2LO)414

predictions. This results in a shift in mW of �8MeV.415

• PDF set: The three PDF sets used in the mW determination are consistent with416

those used in previous LHCb analyses [10,33]. The result with the NNPDF4.0 PDF417

set, which was not included, is �4MeV.418

In summary, the variations observed in all cross-checks are minor in relation to experi-419

mental and theoretical uncertainties and align with the baseline result. This agreement420

provides additional confidence in the robustness and reliability of the measurement.421

9 Conclusion422

This analysis demonstrates, for the first time, the feasibility of measuring the pp ! W !423

µ⌫ boson di↵erential cross-section in bins of pT, independent of any specific theoretical424

model. The resulting measurement enables the determination of the W boson mass,425

accounting for detector bias.426

The cross-sections are measured at a pp centre-of-mass energy of
p
s = 5.02TeV using a427

limited dataset corresponding to an integrated luminosity of 100 pb�1, recorded during 2017428

by the LHCb experiment. Integrated over the muon pseudorapidity range 2.2 < ⌘ < 4.4,429

the cross-sections are measured di↵erentially in twelve intervals of muon transverse430

momentum in the range 28 < pT < 52GeV. The measured cross-sections integrated over431

pT are432

�W+!µ+⌫µ = 300.9± 2.4± 3.8± 6.0 pb,

�W�!µ�⌫µ = 236.9± 2.1± 2.8± 4.7 pb,

where the first, second and third uncertainties correspond to statistics, systematics, and433

the integrated luminosity, respectively. These results are consistent with theoretical434

predictions at fixed-order in the strong coupling. The di↵erential results are used to435

determine the W boson mass436

mW = 80371± 130± 32MeV,

where the first uncertainty is experimental and the second is theoretical. This result is in437

agreement with other measurements and the standard model prediction. The analysis438

21
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Figure 2: Dijet invariant-mass fit to data results for the H ! bb̄ search (left) and H ! cc̄ search
(right).
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Figure 3: Left: observed and expected upper limits on H ! bb̄ cross section. Right: observed
and expected upper limits on H ! cc̄ cross section.

While the current analysis does not provide evidence for Higgs boson decays into546

either bb̄ or cc̄ final states, several developments are expected to significantly enhance the547

sensitivity of future searches. The extrapolated limits on the H ! bb̄ and H ! cc̄ cross548

sections, along with projections on the charm Yukawa coupling, are reported in Table 7549

and Table 8, respectively.550

The extrapolation is based on assumptions driven by detector upgrades and analysis551

improvements. A statistical scaling reflects increased datasets: from 1.6 fb�1 in 2016 to552

5.4 fb�1 in Run 2, with future runs (Run 4 and Upgrade 2) expected to deliver 50 fb�1
553

and 300 fb�1 at 14TeV, respectively [44, 45].554

Trigger strategies are expected to improve significantly. The current reliance on555

two SVs at the trigger level limits signal e�ciency. Future implementations of DNN-556

based tagging—e↵ective even without SVs — are expected to enhance sensitivity, as557

demonstrated on prescaled datasets. Additionally, Run 3’s move to a software-based558

trigger removes GEC constraints, allowing a more inclusive event selection.559

Detector upgrades, particularly the Vertex Locator in Upgrade 2, will improve impact560
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parameter resolution. Simulations project a c-jet SV-tagging e�ciency increase from 25%561

to 35%, benefiting both SV-based and DNN-based tagging.562

Systematic uncertainties are also expected to decrease. The current dominant563

uncertainty—SV-tag e�ciency calibration—may be mitigated with SV-independent DNN564

tagging and data-driven calibration using control samples.565

Table 7: Extrapolation of the expected upper limits on the Higgs cross section times branching
ratio with the full Run 2 dataset, Run 4 and the Upgrade 2.

�UP/�SM �UP/�SM �UP/�SM �UP/�SM

2016 Run 2 Run 4 U2
H ! bb̄ 11.1 6.0 1.1 0.38
H ! cc̄ 1834 990 141 45

Table 8: Extrapolation of charm Yukawa coupling upper limits with the full Run 2 dataset,
Run 4 and the Upgrade 2.

yc/y
SM
c

yc/y
SM
c

yc/y
SM
c

yc/y
SM
c

2016 Run 2 Run 4 U2
43 31 12 6.7

The observation of the H ! bb̄ decay at LHCb is expected to be feasible with the566

dataset collected during Run 4. This would constitute the first observation of H ! bb̄ in567

the forward region. Furthermore, the measurement will be model-independent, enabling568

broad sensitivity to a variety of BSM scenarios. The Upgrade 2 phase will further improve569

the precision of such measurements.570

Within this model-independent framework, by the end of the Upgrade 2 phase, LHCb571

is expected to set a limit on the charm Yukawa coupling at approximately seven times the572

SM expectation. This level of sensitivity is comparable to the extrapolated limits from the573

V H production channel reported in Ref. [46], which estimate a constraint of 2–3 times the574

SM charm Yukawa coupling. However, the V H analyses rely on assumptions about the575

production mechanism, while the inclusive approach described here (dominated by gluon576

fusion) imposes no such constraints. In the SM context, the V H and inclusive channels577

can be combined to improve overall sensitivity. On the other hand, the V H result has578

been obtained with the previous jet energy correction and jet tagging algorithms, and in579

principle, it can be improved by using the new jet techniques presented in the present580

paper. ATLAS and CMS projections anticipate a limit at the level of 1.5 times the SM581

charm Yukawa coupling [47], albeit using model-dependent strategies such as vector boson582

fusion and Higgs-strahlung, which require additional final-state objects beyond the two583

charm jets.584

9 Summary585

In this analysis, two machine learning-based jet techniques have been developed and586

applied at LHCb for the first time: a jet flavour identification algorithm based on deep587

neural networks, and a regression technique designed to improve the dijet invariant mass588
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Figure 1: Single-jet heavy-flavour tagging e�ciency "tag for DNN and SV-tagging, in the bb̄

sample (left) and cc̄ sample (right) jets, as a function of jet pT. For each bin, the improvement
of the DNN over the SVT algorithm is shown.

of the DNN algorithm are three probabilities, namely Pb, Pc, and Pq, which represent the209

probability for a jet to be originated from a b, c, or light quark.210

For the training of the DNN, reconstructed jets are selected from bb̄, cc̄, and light211

dijet simulation samples. The reconstructed jets are also matched with truth-level jets.212

The following requirements are applied: the jet pseudorapidity must be in the range213

2.2 < ⌘ < 4.2, the jet transverse momentum must be greater than 10GeV/c. The reduced214

⌘ range with respect to the full LHCb acceptance is chosen to ensure a well-understood215

jet reconstruction and identification e�ciency. Since the presence of a SV is not strictly216

required in the jets used for DNN training, the algorithm can also be applied to jets that217

do not feature a reconstructed SV.218

To evaluate the DNN performance, the algorithm is applied on bb̄, cc̄, and light di-jets219

samples after the selection requirements described above. The comparison between the220

DNN and the SV-tagging algorithm is performed in terms of tagging e�ciency. The221

tagging e�ciency "tag is defined as222

"tag =
Ntag

Nrec
, (3)

where Nrec (Ntag) is the number of reconstructed (tagged as b or c) jets. To have a fair223

comparison between DNN and SV-tagging, the requirements on the DNN probabilities are224

optimised in order to have the same light-jet misidentification rate. Figure 1 shows the225

comparison between DNN and SV-tagging e�ciencies for identifying a b or a c jet, as a226

function of the jet pT. For each bin of jet pT, the relative e�ciency improvement coming227

from the DNN with respect to SV-tagging is also shown. For b-jets, the improvement is228

greater than 9%, while for the c-jets, this improvement is always above 20%.229

6

LHCb Simulation Preliminary

pT (jet) [GeV]
0            25           50           75         100

23.56%

LHCb Simulation Preliminary

pT (jet) [GeV]
0            25           50           75         100

Figure 1: Single-jet heavy-flavour tagging e�ciency "tag for DNN and SV-tagging, in the bb̄

sample (left) and cc̄ sample (right) jets, as a function of jet pT. For each bin, the improvement
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of the DNN algorithm are three probabilities, namely Pb, Pc, and Pq, which represent the209

probability for a jet to be originated from a b, c, or light quark.210

For the training of the DNN, reconstructed jets are selected from bb̄, cc̄, and light211

dijet simulation samples. The reconstructed jets are also matched with truth-level jets.212

The following requirements are applied: the jet pseudorapidity must be in the range213

2.2 < ⌘ < 4.2, the jet transverse momentum must be greater than 10GeV/c. The reduced214

⌘ range with respect to the full LHCb acceptance is chosen to ensure a well-understood215

jet reconstruction and identification e�ciency. Since the presence of a SV is not strictly216

required in the jets used for DNN training, the algorithm can also be applied to jets that217

do not feature a reconstructed SV.218

To evaluate the DNN performance, the algorithm is applied on bb̄, cc̄, and light di-jets219

samples after the selection requirements described above. The comparison between the220

DNN and the SV-tagging algorithm is performed in terms of tagging e�ciency. The221

tagging e�ciency "tag is defined as222

"tag =
Ntag

Nrec
, (3)

where Nrec (Ntag) is the number of reconstructed (tagged as b or c) jets. To have a fair223

comparison between DNN and SV-tagging, the requirements on the DNN probabilities are224

optimised in order to have the same light-jet misidentification rate. Figure 1 shows the225

comparison between DNN and SV-tagging e�ciencies for identifying a b or a c jet, as a226

function of the jet pT. For each bin of jet pT, the relative e�ciency improvement coming227

from the DNN with respect to SV-tagging is also shown. For b-jets, the improvement is228

greater than 9%, while for the c-jets, this improvement is always above 20%.229
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bb sample

cc sample
Showcases power of  new deep NN jet identification and regression-

based jet energy calibration algorithms 

An observation of  H→bb with LHCb might be possible in Run 4!

bb search cc search
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An exotic hadron factory
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Figure 1: One-dimensional profile-likelihood scans of the 1 � CL distribution for the CKM
angle �. In each plot, the total combination, which includes all beauty and charm modes, is
shown in dark blue with a solid line. Top left: inputs split by contributions from B0

s (light blue,
dotted), B0 (dark orange, dot-dashed), and B+ mesons (red, dashed). Top right: inputs split by
contributions from time-dependent modes (light blue, dotted), 2-body D decays (light orange,
single-dot-dashed), D! K0

Sh+h� decays (red, dashed), and other multibody D decays (dark
orange, triple-dot-dashed). Bottom left: inputs split by contributions from B0

s ! D⌥
s K±⇡+⇡�

(purple, fine-dotted), B0
s ! D⌥

s K± (green, double-dot-dashed), B± ! DK⇤± (dark orange,
triple-dot-dashed), B± ! D⇤h± (light orange, single-dot-dashed), B0 ! DK⇤0 (red, dashed),
and B± ! Dh± (light blue, dotted) decays. Bottom right: inputs split by contributions from
time-dependent (light blue, dotted) and time-integrated (dark orange, dot-dashed) measurements.

The phase �K⇡
D is determined to be (191.6+2.5

�2.4)
�, increasing the significance of the deviation

of its value from the limit of U -spin symmetry (�K⇡
D = 180�) [76] compared with the

previous combination [14]. While the breaking of U -spin symmetry is well established
by the measured branching fractions of D0 ! K+⇡� and D0 ! K�⇡+ decays [76], more
precise determinations of the phase �K⇡

D can help clarify the size and nature of the contri-
bution to U -spin breaking from rescattering [77–82] and provide additional information
on nonperturbative strong interactions at the charm-mass scale, which limit the precision
of the predictions of CP violation in charm decays [83–90].

The relative impact of systematic uncertainties on the input observables is studied,
and found to contribute approximately 1.4� to the result for the angle �, demonstrating
that the uncertainties for the combination are still in the regime of statistical dominance.
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D Additional plots

A summary of LHCb results for the � combination as a function of time is given in Fig. 13.
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Figure 13: Evolution of published LHCb combination results for � [14, 18, 28–34], with the
best-fit values and uncertainties in black. The result presented in this note is the rightmost data
point; its value and uncertainty are highlighted by the dashed blue line and band, respectively.
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events. In order to study fully the combinatoric and specific backgrounds on real data,
it will be necessary to examine the mass sidebands of the D

+
s as well as those of the

B
0
s . Given that the B

0
s ! D

�
s ⇡

+ events are topologically identical to the signal, PID
requirements will be used to discriminate between them. Studies of the selection of B

0
s !

D
�
s ⇡

+ have been made [63]; these studies estimate a yield of (1.7⇥0.5)⇥105 events passing
the Level-0 trigger in a data sample corresponding to 2 fb�1 of integrated luminosity. This
is an important channel for calibrating the tagging, proper time resolution and proper
time acceptance to make a time-dependent CP -asymmetry measurement (see Sec. 8.5).
In fact a simultaneous fit to the B

0
s ! D

⌥
s K

± and B
0
s ! D

�
s ⇡

+ sample allows the mistag
rates and proper-time resolutions to be extracted from data [27].

No DC06 studies of specific background channels have been performed for the mode
B

0
! D

±
⇡
⌥, but from DC04 studies [70] the only significant non-combinatoric back-

ground is expected to be B
0
! D

�
K

+ decays where the bachelor kaon is misidentified
as a pion. However, given the branching fraction for B

0
! D

�
K

+ is more than an order
of magnitude smaller than that for the signal and the ⇡ to K misidentification rate is
approximately 5% there will be < 1% contamination from this decay. Therefore, with
B

0
! D

±
⇡
⌥ having the largest branching ratio of all the B

0
(s) ! D

±
(s)h

⌥ family of modes
by an order of magnitude, it can be used in calibrating the trigger and o✏ine selections
for all of its sister channels.

7 � extraction from data

The � sensitivity studies, as performed for the DC04 selection and reported in Ref. [9],
have not been fully updated here due to final HLT e�ciency estimates being unavailable.
The global sensitivity expected from data samples corresponding to 0.5 fb�1 and 2 fb�1

of data presented in Ref. [9] are shown in Table 11. The expected sensitivity is shown for
various values of �B0 , which is currently unconstrained experimentally and greatly e↵ects
the sensitivity to � from B

0
! DK

⇤0 decays.
A provisional estimate of the sensitivity expected from the signal yields and back-

ground estimates reported in Sec. 5 is found by assuming an HLT e�ciency of 65% for all
hadronic modes considered. This HLT e�ciency is in line with current findings but will
evolve as more studies are done for individual modes. There are also four other significant

Table 11: Expected combined sensitivity to � from B ! DK and time-dependent mea-
surements for data sets corresponding to integrated luminosities of 0.5 and 2 fb�1. The
table is taken from Ref. [9]. In these studies the Level-0 and Level-1, a precursor to HLT1,
triggers were included. The HLT2 trigger was not included.

�B0 (�) 0 45 90 135 180
�� for 0.5 fb�1 (�) 8.1 10.1 9.3 9.5 7.8
�� for 2 fb�1 (�) 4.1 5.1 4.8 5.1 3.9

42

LHCb 2009 measurements roadmap, statistical uncertainty only! 
Achieved precision in remarkable agreement with predictions.
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3 4
C9

0

1

2

3

4

�
N

LL B0 � K�0e+e�, LHCb 9 fb�1

B0 � K�0µ+µ�, LHCb 4.7 fb�1

Figure 8: Negative log-likelihood scan of (left) Ce
9 and Cµ

9 and (right) �C9 = C(µ)
9 � C(e)

9 . The
dotted vertical line corresponds to the SM prediction [78,79].
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b→sll state of  the art with LHCb in 2025
Phys. Rev. Lett. 125 (2020) 011802 LHCb Paper 2024-022
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b→sll state of  the art with LHCb in 2025
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  6

LHCb Upgrade 2 ● will give the 
best precision to the broadest 
range of key observables

Belle II ● unique capability for 
modes with multiple neutrals or 
missing particles

ATLAS ● & CMS ● competitive 
for modes with multiple muons 

Reminder: LHCb Upgrade II physics 
programme also includes spectroscopy, 
heavy ion physics, EW precision 
measurements, dark sector searches ...

Projections for Key Measurements in 
Heavy Flavour Physics (#223, arXiv:2503.24346)

Key precision observables remain statistically limited + unique reach for ions, baryons & exotic hadrons 
After showing that systematics scale with luminosity in Run 3 − aim to build the best quality U2 detector!

So why another LHCb upgrade?
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So why another LHCb upgrade?
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Figure 2: Constraints from the dominant CKM observables to the apex of the unitarity triangle
(⇢̄, ⌘̄) with (left) global inputs as of 2023 [21] and (right) LHCb Upgrade II measurements with
300 fb�1 and improved lattice QCD calculations [6].

momentum particles that can arise in important phase-space regions of these decays.263

A comparison of the current LHCb CKM constraints with the predicted Upgrade II264

sensitivity can be seen in Fig. 2, showing the unprecedented precision that can be reached.265

In this plot it is assumed that only SM amplitudes contribute, so that all constraints overlap266

at a common point, namely the apex of the unitarity triangle. Once the measurements267

are made, whether the constraints overlap or not will allow either strong constraints on,268

or the discovery of, NP contributions.269

New Physics in CP violation. Generic NP models often provide new sources of270

CP violation which could explain the large discrepancy between the observed matter–271

antimatter asymmetry of the Universe and the total amount of CP violation in the SM. The272

CP -violating weak phase associated to B
0
s–B

0
s oscillations, �s, is a particularly sensitive273

probe of NP models as it is both extremely small and very precisely predicted in the SM,274

so that subtle NP contributions can be detected. The SM prediction, �s = 37 ± 1 mrad,275

comes from the SM benchmarks mentioned in the previous section. The latest LHCb276

�s measurement [22] is approaching the sensitivity needed to observe a non-zero value,277

and this milestone may be achieved with data available before the end of Run 4. The278

improvement in uncertainty to the O(1mrad) level made possible by Upgrade II will279

provide the ultimate test of compatibility of this phase with its SM prediction. Importantly,280

this includes studies of a number of di↵erent b ! ccs decay modes, including polarisation-281

dependent measurements in B
0
s ! J/ � decays, as well as processes related by flavour282

symmetries. This will allow the origin of a deviation from the prediction to be disentangled283

as being due to either NP or a subleading SM amplitude.284

The phase �s can also be extracted from decays to final states that proceed only285

through loop processes such as B
0
s ! �� and B

0
s ! K

⇤0
K

⇤0. These decays are highly286

NP sensitive, since virtual particles contribute to both the mixing and decay amplitudes.287

Furthermore, flavour symmetry relations between B
0
s ! K

⇤0
K

⇤0 and B
0

! K
⇤0

K
⇤0 can288

be used to constrain precisely contributions from subleading SM amplitudes, greatly289

reducing the theoretical uncertainty in interpretation of the results.290

CP violation in both B
0–B0 and B

0
s–B

0
s mixing is also expected to be extremely291

small in the SM, and therefore provides an excellent null test through which NP can292

be searched for. The measurements are typically made using semileptonic decays, with293

observables denoted a
d(s)
sl for the B

0
(s)–B

0
(s) systems. The existing LHCb results [23, 24]294

8
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A long journey nears a key checkpoint

 4 

Documents
Scoping document

Submitted to LHCC 
(Sept 2024)

Under review

  11

Scoping Document review timeline
● 2 September 2024: submitted to LHCC
● 17 March 2025: final version public on CDS

https://cds.cern.ch/record/2903094 
● 19 March 2025: Research Board

(final minutes not yet public)

● endorses the setting up of the two expert reviews, 
on the installation schedules and ASIC production 
for the ALICE and LHCb upgrades

● detailed discussion to take place with the funding 
agencies at the Resources Review Board (RRB) in 
April, and then approval of the chosen scope for 
each experiment to be made later this year 
following the October RRB

● recommends that LHCb concentrates on the 
Middle scoping scenario

progressing towards

Collaboration is focused 
on middle scoping 
scenario as advised by 
the research board. 
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LHCb Upgrade 2 detector layout today

 30 

Upgrade 2 detector

VELO

RICH1

UP
Magnet

MT

TORCH RICH2 PicoCAL

Muon

Magnet 
stations
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A truly four-dimensional detector

 30 

Upgrade 2 detector

VELO

RICH1

UP
Magnet

MT

TORCH RICH2 PicoCAL

Muon

Magnet 
stations

Precision timing information

Rough timing information
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LHCb U2: tracking

Figure 18: (Left) Number of radiation lengths (x/X0) of the Baseline scenario VELO material in
the ⌘–� plane. (Right) Comparison of the number of radiation lengths in the VELO material, as
a function of ⌘ (averaged over �) for Upgrade I and the Upgrade II scenarios. These are obtained
from the geometry descriptions on which the simulation of the di↵erent VELO configurations is
based.
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Figure 19: (Left) VELO tracking e�ciency as a function of ⌘ comparing the Baseline and Low
scenarios. For the Low scenario, the denominator of the e�ciency (i.e. reconstructible tracks) is
the same as the baseline geometry, hence both fiducial and reconstruction e↵ects are included.
(Right) IP resolution in the Baseline and Low scenarios.

VELO timing. The capability of the VELO to provide hit time information with 50 ps1155

resolution is crucial to reach the desired performance at Upgrade II pile-up. For this1156

reason, the same time resolution is targeted in all scenarios, with performance results1157

shown in this paragraph and in Sec. A.1.1158

In Fig. 20 the PV reconstruction e�ciency is shown for the Upgrade II VELO in1159

the Baseline scenario and compared with that of the current (Upgrade I) detector at1160

39
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Tracking performance (long tracks)

● High efficiencies with ghost 
rates under control

● Similar performance in PbPb 
collisions compared to pp

● will allow reconstruction of 
most central collisions

● Reduction of acceptance in 
Low scenario will impact on 
physics 

Figure 24: Reconstruction e�ciency as a function of pseudorapidity for (left) upstream, (cen-
tre) long and (right) downstream tracks produced in pp and in PbPb collisions, in the acceptance
of the detector. The Baseline scenario is considered for pp collisions, with the same detector
configuration used for PbPb collisions. The distributions of reconstructible tracks in the two
collision environments, with p > 5 GeV/c, are also shown.

are also very relevant. E�cient reconstruction of downstream tracks makes it possible to1211

study final states with long-lived particles, such as K
0
S mesons, when their decays occur1212

outside the VELO, while reconstruction of upstream tracks is crucial for low momentum1213

particles. In addition, all track types are necessary for the study of heavy ion collisions,1214

which is an increasingly important part of the LHCb physics programme.1215

The reconstruction e�ciency for the three track categories discussed above, and for1216

both pp collisions at instantaneous luminosity of 1.5 ⇥ 1034 cm�2 s�1 and PbPb central1217

collisions is shown in Fig. 24. The Baseline scenario has been simulated for pp collisions,1218

and the same detector configuration is also used for PbPb collisions. The e�ciency1219

quoted is for tracks in the acceptance of the detector. These results demonstrate robust1220

performance of the spectrometer for all three track categories, supporting the results1221

seen above for long tracks. In addition, the Upgrade II detector will allow reconstruction1222

of central PbPb collisions with similar e�ciency as for pp, for the first time at LHCb,1223

thus considerably improving the heavy ion physics sensitivity of the experiment. This is1224

possible due to the increased granularity of the tracking detectors, specifically the use of1225

silicon pixels in both the UP and the central part of the MT detector.1226

The track e�ciency results shown in Fig. 24 do not consider the acceptance reduction1227

of the detectors in the di↵erent scenarios. The impact of the reduction of VELO and MT1228

acceptance on long tracks was discussed in the previous paragraph for pp collisions, and is1229

expected to be similar in PbPb collisions. In addition, the reduction of the UP acceptance1230

must be considered. Simulation studies show that the removal of the peripheral area1231

around the detector planes for the new Baseline scenario as compared to the FTDR design1232

results in a decrease of ⇠ 5% of tracks passing through the UP acceptance. The additional1233

removal of the corners when passing to the Low scenario gives a further decrease of ⇠ 4%.1234

This has modest impact on long tracks, which can still be reconstructed from VELO and1235

MT hits. The ghost rate reduction will be less e↵ective, but since the removed regions1236

are the ones with the lowest occupancy, the overall e↵ect will be small. For downstream1237

and upstream tracks traversing these regions, however, the loss of UP hits will translate1238

directly to an e�ciency reduction, since the UP segments for these tracks will be absent.1239

43

The design ensures high efficiencies with 
acceptable fake rates!  

Similar tracking efficiencies for pp and 
PbPb will allow reconstruction of  the 
most central collisions.

 12 

Tracking performance (long tracks)

● High efficiencies with ghost 
rates under control

● Similar performance in PbPb 
collisions compared to pp

● will allow reconstruction of 
most central collisions

● Reduction of acceptance in 
Low scenario will impact on 
physics 

LHCb Upgrade 2 Scoping Document
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LHCb U2: tracking (2)
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Figure 25: Momentum resolution, expressed as �p/p, as a function of momentum for di↵erent
track categories studied with di↵erent approaches. (Top) Long tracks reconstructed with
a Kalman fit approach in the Middle scenario. (Bottom left) Long tracks studied using a
parametric approach with the detector material taken from full simulation for both (red) the
Middle Upgrade II scenario and (blue) the current LHCb detector. (Bottom right) Same, but for
Downstream tracks. In each of the images the underlying track distribution used in the studies
is also shown: in the top plot this is for all long tracks; in the bottom left and right plots only
tracks from B decays are considered.

based on long tracks only, with similar signal-to-background ratio (see Sec. A.3 for more1286

details). From this, ⇠ 10% improvement in precision is obtained on the parameters of CP1287

violation in charm mesons.1288

From the above, the potential for significant gains at low pT is clear. A larger gain is1289

expected for channels where the distributions are more peaked at softer pT values. As an1290

example, the prompt production rate of �c1(3872) mesons at low pT in PbPb collisions1291

can provide unique insight into the nature of this mysterious state. Initial studies show1292

that the presence of the Magnet Stations leads to an overall increase in the yield of a1293

factor of 2.2, with the largest gain in the most sensitive region. Many other channels1294

across the LHCb physics programme are expected to benefit similarly.1295

Timing for downstream tracks. Similarly as for long tracks, timing information will1296

be critical to assign correctly reconstructed downstream K
0
S and ⇤ candidates to primary1297

vertices, allowing an order of magnitude reduction in backgrounds. This is important1298

45

UP + MT (pixels) 
significantly improves 
momentum resolution 
compared to U1 LHCb!

LHCb Upgrade 2 Scoping Document
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LHCb U2: tracking (3)
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Figure 25: Momentum resolution, expressed as �p/p, as a function of momentum for di↵erent
track categories studied with di↵erent approaches. (Top) Long tracks reconstructed with
a Kalman fit approach in the Middle scenario. (Bottom left) Long tracks studied using a
parametric approach with the detector material taken from full simulation for both (red) the
Middle Upgrade II scenario and (blue) the current LHCb detector. (Bottom right) Same, but for
Downstream tracks. In each of the images the underlying track distribution used in the studies
is also shown: in the top plot this is for all long tracks; in the bottom left and right plots only
tracks from B decays are considered.

based on long tracks only, with similar signal-to-background ratio (see Sec. A.3 for more1286

details). From this, ⇠ 10% improvement in precision is obtained on the parameters of CP1287

violation in charm mesons.1288

From the above, the potential for significant gains at low pT is clear. A larger gain is1289

expected for channels where the distributions are more peaked at softer pT values. As an1290

example, the prompt production rate of �c1(3872) mesons at low pT in PbPb collisions1291

can provide unique insight into the nature of this mysterious state. Initial studies show1292

that the presence of the Magnet Stations leads to an overall increase in the yield of a1293

factor of 2.2, with the largest gain in the most sensitive region. Many other channels1294

across the LHCb physics programme are expected to benefit similarly.1295

Timing for downstream tracks. Similarly as for long tracks, timing information will1296

be critical to assign correctly reconstructed downstream K
0
S and ⇤ candidates to primary1297

vertices, allowing an order of magnitude reduction in backgrounds. This is important1298

45

5200 5400 5600 5800 6000
)2c) (MeV/Λ ψm(J/

0

100

200

300

400

500

600

)2 c
Ev

en
ts/

( 1
6.

0 
M

eV
/ Data

Total PDF
Sig
Background

5200 5400 5600 5800 6000
)2c) (MeV/Λ ψm(J/

0

100

200

300

400

500

600

)2 c
Ev

en
ts/

( 1
6.

0 
M

eV
/ Data

Total PDF
Sig
Background

5200 5400 5600 5800 6000
)2c) (MeV/Λ ψm(J/

0

100

200

300

400

500

600

)2 c
Ev

en
ts/

( 1
6.

0 
M

eV
/ Data

Total PDF
Sig
Background

Figure 27: Impact of downstream track timing to suppress backgrounds to ⇤0
b ! J/ ⇤ decays.

(Left) Only timing information from RICH2 is used. (Centre) Timing information from the full
TORCH detector (Baseline configuration) is also included. (Right) Similar, but with the reduced
TORCH acceptance (Middle configuration).

by about a factor of 3. If instead a reduced coverage of TORCH is considered, then the1328

improvement factor becomes ⇠ 2.5. It should be noted that the background in this study1329

is predominantly combinations of the true J/ from signal ⇤0
b ! J/ ⇤ decays together1330

with additional random ⇤ baryons produced from di↵erent pp collisions in the same bunch1331

crossing. For this reason, the background level in data analysis is expected to be much1332

larger. In conclusion, having both RICH2 and TORCH detectors gives the possibility to1333

improve the robustness and precision of timing measurements.1334

3.2 PID performance1335

As discussed above, preserving the performance of the current detector in both charged1336

and neutral particle identification is a key design requirement of the Upgrade II PID1337

system. Results from the simulation studies are summarised below, and show that this1338

goal is largely attainable in the Upgrade II environment. This validates the overall design1339

concept and the proposed modifications specific to each subsystem.1340

Charged hadron identification. Studies of charged hadron separation have been1341

performed using parametrized simulations of the RICH and TORCH detectors, as discussed1342

in detail in Appendices A.5 and A.6.1343

For the RICH system, Fig. 28 shows the kaon and proton identification e�ciencies1344

requiring a pion misidentification probability below 1%. The results are shown as a1345

function of momentum for the three Upgrade II scenarios (Baseline, Middle and Low)1346

along with the expected performance of the current RICH detector in Run 3. The study1347

has been repeated for two di↵erent time windows applied: 300 ps, corresponding to a1348

nominal single photoelectron time resolution of 75 ps, which is conservative, and 150 ps,1349

corresponding to a time resolution slightly below 40 ps, which is optimistic.1350

For momenta above 20GeV/c, the PID performance in all scenarios with a 300 ps1351

time window is similar to that expected for Run 3, with noticeable improvement at very1352

high momenta for the Baseline and the Middle scenarios. This validates the choices1353

of granularity improvements, as appropriate for each target peak luminosity, as well as1354

the required modifications to the RICH2 optics that are critical for performance at high1355

momenta. The improved performance at very high momenta is an e↵ect of the significantly1356

improved Cherenkov angle resolution in the Upgrade II system. A simulation study of1357

the potential physics gain from the improved charged hadron PID at high momenta has1358

47

Add 
TORCH

UP + MT (pixels) 
significantly improves 
momentum resolution 
compared to U1 LHCb!

TORCH timing can help 
suppress backgrounds 
in tracks without a 
VELO segment.
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LHCb U2: particle identification

Figure 28: Kaon e�ciency for 1% pion misidentification versus momentum, for the Run 3 and
the three RICH Upgrade II options at di↵erent luminosities, for (left) 300 ps and (right) 150 ps
time windows, assuming the same average photoelectron yields.

been performed using the decay B
+

! DK
+, a benchmark channel for measurements of1359

the CKM angle �, showing a 10% relative increase in the signal e�ciency in the Middle1360

scenario compared to a similar analysis with the Run 3 data.1361

In the momentum interval below the RICH1 threshold for kaons to produce Cherenkov1362

light (⇠ 10 GeV/c), however, the kaon identification e�ciency in all scenarios falls short of1363

the Run 3 performance, largely as an e↵ect of the reduced photoelectron yield, resulting1364

from the modifications to the detector optics presently included in the design. Noticeably,1365

the e↵ect of increased occupancy in the Baseline scenario is evident in the reduced1366

performance relative to the Middle scenario in this kinematic region. This e↵ect can be1367

mitigated to a good extent with improved timing resolution, as seen in Fig. 28 (right) for1368

a 150 ps time window.1369

Results of simulation studies of ⇡/K and K/p separation using TORCH information1370

are shown in Fig. 29 for the Baseline and Middle scenarios. The TORCH information is1371

particularly important in the region below 10GeV/c, in view of the lack of K/p separation1372

from the RICH and the aforementioned degraded RICH performance in this momentum1373

interval. The performance in Fig. 29 is improved in the Middle scenario due to the reduced1374

peak luminosity and hence lower occupancy in the detector, but a 25% reduction in the1375

acceptance with respect to the Baseline scenario should also be accounted for. On the1376

whole, the additional information improves the performance and robustness of charged1377

hadron separation in LHCb. Additionally, the TORCH uniquely provides K/p separation1378

below 10GeV/c, which is important for flavour tagging and the reconstruction of high1379

multiplicity decays as well as baryonic states.1380

Photon and neutral pion identification. Simulations of single photons and neutral1381

pions (⇡0
! �� decays) are used to study the performance of the PicoCal electromagnetic1382

calorimeter. A couple of examples are given below, covering the large transverse energy1383

range relevant for flavour physics.1384

The K
+
⇡
�
� invariant mass distribution for selected B

0
! K

⇤0
� candidates recon-1385

structed in the Middle scenario is shown in Fig. 30 (left). A cut on the arrival time of1386

48

Figure 29: TORCH performance showing (left) kaon identification e�ciency for a 5% pion
misidentification rate and (right) proton identification e�ciency for a 5% kaon misidentification
rate in the Baseline and the Middle scenarios, at Lpeak = 1.5 and 1.0⇥1034 cm�2 s�1, respectively.
The e�ciencies shown here are for tracks in the TORCH acceptance in both cases; the impact of
the reduced acceptance in the Middle scenario is not included. The performance for tracks inside
the TORCH acceptance improves in the Middle scenario thanks to the lower detector occupancy.

the photon is very e↵ective to reduce the background 2. In Fig. 30 (right), the signal1387

significance per fb�1 is compared for the three di↵erent PicoCal scenarios, and with the1388

present ECAL in Run 3 and Run 2 conditions. As a result, for high pT photons, such as1389

the ones from B
0

! K
⇤0

� decays, the Baseline scenario is expected to fully restore (and1390

slightly improve) the Run 2 performance, while doing better than in Run 3. This improves1391

slightly in Middle scenario, as the same design is implied, at a lower peak luminosity. For1392

Low scenario, instead, the degraded time resolution in a large fraction of the detector1393

leads to a reduced performance compared to the Baseline configuration.1394

The critical role of timing information in background reduction is confirmed in studies1395

of the D
0

! ⇡
+
⇡
�
⇡
0 decay. The invariant-mass distribution of “resolved” ⇡

0
! ��1396

candidates (where both photons are observed as separate clusters in the PicoCal) is1397

shown in Fig. 31, for Middle scenario. The distribution contains enormous combinatorial1398

background, which is significantly suppressed after requirements on the photon candidate1399

timing information. The e↵ect of degraded time resolution in a large part of the detector1400

in the Low scenario is visible in Fig. 31 (right), as an increase of combinatorial background.1401

Electron identification. The PicoCal performance is also crucial to the LHCb physics1402

programme involving electrons, where the impact of double-sided readout in the electron-1403

hadron separation capability of the detector is particularly pronounced. Figure 32 compares1404

the rate of misidentifying B
0

! K
⇤0

⇡
+
⇡
� decays as B

0
! K

⇤0
e
+
e
�, as a function of1405

the signal e�ciency, between the Middle and Low scenarios. As a result, a significant1406

reduction of the pion to electron misidentification is observed when double-sided readout of1407

the modules in all regions of the PicoCal provides longitudinal shower profile information,1408

as in the Baseline and Middle scenarios. This also demonstrates that for the Low scenario,1409

2The signal samples also provide background combinations of the signal K⇤0 with a random pile-up
photon, additional backgrounds involving a non-signal K⇤0 or random K+⇡� combinations are extracted
from minimum bias.

49

Potential to improve pion-kaon separation at high momenta  

TORCH provides additional capabilities at low momenta
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LHCb U2: DAQ & real-time analysis

Trigger saturated by signal − must perform real-time analysis!

Adapted from LHCb-PUB-2014-027

LHCb @ 1e34: partially reconstructed signal rate
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LHCb U2: DAQ & real-time analysis

Figure 7: Instantaneous data rates (bandwidth) of HEP experiments over the past four decades.
Data compiled by A. Cerri (University of Sussex) and used with permission.

price envelope, also in light of ongoing R&D activities. As a result, the baseline design of717

the FTDR is largely confirmed, with a few notable exceptions:718

• a ⇠ 30% reduction of the area covered by the MT pixels, made possible by tech-719

nological improvement of the fibre tracker making it capable of withstanding the720

higher doses expected in the regions of the detector closer to the beam;721

• a ⇠ 25% reduction of the outer UP acceptance, since this area is much less illuminated722

and therefore does not bring substantial benefit to the global tracking performance;723

• the full reuse, after proper refurbishment, of all of the Shashlik modules of the724

present calorimeter for the outer regions of the future PicoCal.725

The above optimisations are not expected to produce significant performance degradation726

at the nominal peak luminosity of 1.5 ⇥ 1034 cm�2 s�1, and lead to a large cost reduction727

of about 20% for the Mighty-Pixel, UP and PicoCal subdetectors. This, however, is728

compensated by an overall increase of the other detectors due to a combination of729

inflation-related e↵ects and design updates. The cost of all of the subdetectors as recently730

re-estimated is listed in Table 5, together with the relative change with respect to the731

FTDR [5]. Besides the physical subdetectors, the table includes separately also the cost732

of the trigger farm (RTA project), of the DAQ system (online project) and of the general733

detector infrastructure. The total cost envelope sums to ⇠ 182 MCHF, which exceeds by734

only ⇠ 4% the value estimated in the FTDR, ⇠ 175 MCHF.735

2.2 Scenarios at reduced cost736

Since the approval of the FTDR [5], the whole project has undergone an intense review,737

to define descoping options capable of reducing the core cost of the detector. As cost738

22

A. Cerri, University of  Sussex LHCb @ 1e34: partially reconstructed signal rate

Adapted from LHCb-PUB-2014-027

LHCb Upgrade 2 will be the biggest data processing challenge attempted in HEP 
The full real-time reconstruction, calibration, and alignment of  LHCb U2 is a key technology pathfinder 

for HEP. If  successful will lead to a permanent paradigm shift for high-throughput experiments. 52
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LHCb: far from a conclusion
The LHCb collaboration is only at the start of  its journey to 

understand microscopic reality as precisely as possible

Tipaza 53



 

 
 

 

LHCb: far from a conclusion
We would all of  course like the next decades to reveal a world 

of  wonders beyond the Standard Model. But what if  they don't?
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LHCb: far from a conclusion
Knowledge advances through bursts and plateaus: the rapid 

gains of  the 20th century are no guarantee for the 21st
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LHCb: far from a conclusion
If  we are on a plateau, then we must record the fundamental 

constituents of  nature as precisely as our skill allows. 
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LHCb: far from a conclusion
When technology allows the next generations to go further, our 

measurements will be their companions on that journey. 
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LHCb: far from a conclusion

This is justification & mandate enough to press onwards.
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All scenarios meet the core physics goals of  Upgrade 2, but low has least versatility and robustness
 

LHCb U2: detector scenarios
 

 

 

Table 6: Cost estimates for the LHCb Upgrade II detector Baseline, Middle and Low scenarios.
The peak luminosity is also reported for each scenario.

Baseline Middle Low

Lpeak (1034 cm�2 s�1) 1.5 1.0 1.0

(kCHF) (kCHF) (kCHF)

VELO 16672 15906 13753

UP 8077 7719 6887

Magnet Stations 2592 2234 0

Mighty-SciFi 21767 21273 17388

Mighty-Pixel 15994 11641 11061

RICH 21450 18415 14794

TORCH 12508 8756 0

PicoCal 27607 27607 21584

Muon 9785 8266 8266

RTA 18800 11700 9500

Online 11800 9467 8993

Infrastructure 14463 13284 12430

Total 181515 156268 124656

the trigger farm. As for the PID system, both the Muon and RICH detectors will have a764

significant reduction in granularity in line with the peak luminosity, while for TORCH a765

⇠ 25% acceptance reduction is introduced by decreasing the active area of the detector.766

Combining these modifications, which will be discussed in detail in the next subsections,767

results in savings of about 25MCHF, as shown in Table 6. As the performance studies768

presented in Sec. 3 show, although this scenario has less redundancy than the Baseline,769

it is still expected to provide robust performance of the tracking and PID system, since770

the reduction of granularity is well-balanced by the reduction of peak luminosity. It is771

worth noting that the VELO specifications are essentially unchanged in this scenario with772

respect to the baseline, preserving the key detector qualities for the reconstruction of773

heavy flavour decay topologies. The same is true for the PicoCal, whose performance will774

in addition benefit from the peak luminosity reduction.775

For the Low scenario, the proposed new detector elements, the TORCH and the776

Magnet Stations, are eliminated reducing the overall complexity of the project. This777

will cause a significant loss in physics capability. For the tracking system the outer778

acceptance of the Mighty-SciFi will be reduced, and a more conservative choice of module779

substrate with increased material will be used in the VELO. Some VELO stations will780

also be removed, compromising the e�ciency of track reconstruction at high ⌘ values.781

In the PID detectors, single rather than double readout will be used in the outer region782

of the PicoCal, and the current optical system will be maintained in RICH2. These783

modifications generate substantial additional savings of ⇠ 30 MCHF with respect to the784

Middle scenario, as shown in Table 6. A good physics programme will still be possible,785

in particular for CKM phases and charm CP violation. However, the programme will786

have narrower breadth compared to the Baseline and Middle scenarios, and the reduction787

in sensitivity due to reduced acceptance and detector performance will result is lower788

24

Three detector scenarios considered 

Baseline: ultimate acceptance, 
granularity, and material budget leading 
to maximal instantaneous luminosity 
headroom. 

Middle: keeps all subsystems but in some 
cases reduces their acceptance. Lower 
instanteous luminosity leads to significant 
savings in data processing cost. 

Low: worse acceptance, granularity, and 
material budget depending on the 
detector. Two detectors fully removed. 
Highest risk and least robust option.
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LHCb U2: particle identification (2)
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Figure 32: Simulated rate of background from misidentified B0
! K⇤0⇡+⇡� decays as a function

of the e�ciency to select B0
! K⇤0e+e� events for the Middle and Low scenarios, the latter

providing longitudinal information only for the innermost SpaCal modules.

Figure 33: Muon identification e�ciency versus pion misidentification probability for tracks with
momentum (top) greater than 10 GeV/c or (bottom) in the range 6–10 GeV/c and (left/right) pT
above/below 1GeV/c, for Run 2 and the Upgrade II Baseline and Middle scenarios.

The physics impact of the reduced muon identification performance relative to Run 21422

is assessed using simulation studies of a few decay channels involving dimuons in the final1423

state. The preliminary results are summarised in Table 10 for B
0
s ! µ

+
µ
�, where the1424

e�ciency to select the muon pairs is shown for the Baseline and Middle/Low scenarios1425

relative to Run 2, for two di↵erent selection criteria: a loose selection, corresponding to1426

the basic steps of muon identification, and a tighter one, similar to the criteria used in1427

rare decay analyses in Run 2 (see Sec. A.8 for more details). Both scenarios have a similar1428
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Figure 32: Simulated rate of background from misidentified B0
! K⇤0⇡+⇡� decays as a function

of the e�ciency to select B0
! K⇤0e+e� events for the Middle and Low scenarios, the latter

providing longitudinal information only for the innermost SpaCal modules.

Figure 33: Muon identification e�ciency versus pion misidentification probability for tracks with
momentum (top) greater than 10 GeV/c or (bottom) in the range 6–10 GeV/c and (left/right) pT
above/below 1GeV/c, for Run 2 and the Upgrade II Baseline and Middle scenarios.

The physics impact of the reduced muon identification performance relative to Run 21422

is assessed using simulation studies of a few decay channels involving dimuons in the final1423

state. The preliminary results are summarised in Table 10 for B
0
s ! µ

+
µ
�, where the1424

e�ciency to select the muon pairs is shown for the Baseline and Middle/Low scenarios1425

relative to Run 2, for two di↵erent selection criteria: a loose selection, corresponding to1426

the basic steps of muon identification, and a tighter one, similar to the criteria used in1427

rare decay analyses in Run 2 (see Sec. A.8 for more details). Both scenarios have a similar1428
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Electron-pion separation is significantly degraded in the low scenario  

The muon ID performance good, but not yet at the excellent levels we 
are used to. Studies to improve it are ongoing.
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U2 schedule, risks, mitigation
 

 

 

We are making sure lessons from Upgrade 1 are being learned 

• ASIC developments will minimise the number of  different chips 

• RICH + TORCH | UP + MT(pixel) | MS + MT (SciFi) 

• Ensure continuous communication with designers in system test stage 

• DAQ and firmware will establish the design early & benefit from LS3 
enhancements 

• Key so that we can start commissioning early with final DAQ system
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Impact of  U2 scenarios on sensitivity
 

 

 

Table 11: Summary of detector performance expected with the di↵erent Upgrade II configurations,
compared to that with the current and previous LHCb detector, in a selected set of important
physics channels. The di↵erence in the amount of integrated luminosity between the Baseline
scenario relative to Middle and Low is not considered here.

Baseline Middle Low

B0
(s)! µ+µ�

Improved background rejection from VELO with timing Worse background rejection

Improved mass resolution to separate B
0 and B

0
s peaks

Loss of muon identification Loss of muon identification Loss of muon identification

Acceptance comparable to current detector Reduced acceptance

� from B+! DK+, D! K0
S⇡

+⇡�

Improved high momentum kaon/pion separation Less or no improvement

Background rejection for

Reduced TORCH acceptance RICH2 timing onlydownstream tracks with
RICH2 & TORCH timing

Acceptance comparable to current detector
Reduced acceptance

also for downstream tracks

D⇤+! D⇡+, D! K+K�

Acceptance for long tracks comparable to current detector Reduced acceptance

Improved slow pion acceptance from Magnet Stations No improvement

Trigger throughput comparable to current detector Reduced online farm capacity

�s from B0
s ! J/ �

Loss of muon identification Loss of muon identification Loss of muon identification

Improved high momentum kaon/pion separation Less or no improvement

Improved decay time resolution Worse performance

Improved flavour tagging No improvement

The discussions of this section are summarised in Table 11. All results are preliminary,1560

with further studies ongoing with increasingly sophisticated simulation to improve the1561

understanding of the expected performance over a range of physics channels.1562

55

~5% per track

Precise impact under study

~10% PID efficiency loss

3x higher background

~10-15% per track

Up to 40% total tracking efficiency loss

Impact on trigger to be evaluated

~10% sensitivity dilution
~5% relative flavour 
tagging loss
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LHCb Upgrade 2 luminosity scenarios
 

 

 

Table 3: Main HL-LHC parameters at LHCb collision point, for round and flat optics, and for
three di↵erent levelled peak luminosities. From Ref. [61].

Round optics Flat optics

Levelled Lpeak (1034 cm�2 s�1) 1.0 1.3 1.5 1.0 1.3 1.5

�
⇤
x/�

⇤
y (m) 1.5/1.5 0.5/1.5

Nbunch total/colliding in LHCb 2760/2574 2760/2574

Levelled pile-up 28 36 42 28 36 42

Delivered Lint per year (fb�1) 42.16 47.25 49.34 48.73 57.89 63.36

Levelling time tlev (h) 3.42 2.00 1.08 5.42 4.25 3.42

Optimal fill length topt (h) 7.67 7.58 7.58 7.58 7.50 7.42

tlev/topt 0.45 0.26 0.14 0.72 0.57 0.46

RMS luminous region (z) at t = 0 (mm) 43.30 43.31 43.31 38.41 38.44 38.45

Peak pile-up density at t = 0 (mm�1) 0.29 0.35 0.40 0.41 0.49 0.54

More recently, additional studies [61] have identified an alternative scheme, the so-508

called “flat optics”, which provides a virtual peak luminosity of ⇠ 2.7⇥ 1034 cm�2 s�1, and509

therefore longer levelling times and higher integrated luminosity for the same levelled peak510

luminosity, as shown in the rightmost columns of Table 3. This is illustrated in Fig. 4,511

where the instantaneous luminosity decay throughout a fill for the two configurations512

is shown. In addition to providing higher integrated luminosity, the longer levelling513

time also ensures more stable data-taking conditions for the experiment. The flat optics514

scheme also provides an additional compensatory solution in case the HL-LHC beam515

parameters are not those expected, in particular for LHCb. This can happen in case of516

lower proton per bunch population, limited by cryogenics margins, or alternative bunch517

filling schemes leading to a lower number of colliding bunches in LHCb. Nevertheless, to518

be fully validated, the flat optics needs dynamic aperture studies and dedicated machine519

R&D, and therefore cannot be considered the baseline at present.520

The total LHCb recorded luminosity expected during the entire experiment lifetime521

is calculated by assuming 53 fb�1 will be recorded by the end of Upgrade I (Run 4),522

consistent with past performance and experience in Run 3 to date. For Upgrade II (Run 5523

and Run 6), an operational e�ciency of the LHCb detector of 90% is assumed, while for524

the first year of Run 5, when detector commissioning is foreseen, 50% of a normal year of525

delivered luminosity for physics is expected. The expected amount of recorded luminosity,526

obtained for levelled peak luminosity of 1.5 ⇥ 1034 cm�2 s�1, is shown in Fig. 1 for round527

and flat optics, while the total recorded luminosity numbers are given in Table 4 for all528

scenarios. As a result, the final target for the experiment of reaching ⇠ 300 fb�1 of total529

recorded luminosity is only achieved with round optics and nominal parameters by running530

at 1.5⇥1034 cm�2 s�1, while with flat optics and nominal parameters it can be achieved by531

running at 1.0⇥ 1034 cm�2 s�1. Any reduction of the beam parameters at LHCb will result532

in lower total delivered and recorded luminosity. For a given peak luminosity, flat optics533

results in about 20% more integrated luminosity than round optics, providing more benefit534

from the extra investment in the detector needed to operate at higher rates. Discussions535

of the detector requirements for the di↵erent luminosity scenarios, and of the resulting536

expected physics performance, are given in later sections of this document.537
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Figure 4: Instantaneous luminosity evolution throughout a fill in LHCb for virtual peak lumi-
nosities of 1.77 (round optics, continuous line) and 2.72⇥ 1034 cm�2 s�1 (flat optics, dashed line),
and for di↵erent values of levelled peak luminosities, 1.5, 1.3 and 1.0 ⇥ 1034 cm�2 s�1.

Table 4: Total LHCb recorded luminosity during Run 1–Run 6, computed for round and flat
machine optics, and for three di↵erent scenarios for the levelled peak luminosity. To compute
these numbers, the assumption for LHCb recorded luminosity at the end of Run 4 is 53 fb�1.

Round optics Flat optics

Levelled Lpeak (1034 cm�2 s�1) 1.0 1.3 1.5 1.0 1.3 1.5

Run 1–6 recorded Lint (fb�1) 262 287 297 294 340 367

1.3 Environmental impact538

LHCb Upgrade II was the first CERN project to include, in the FTDR [5], a dedicated539

discussion of environmental protection and safety. Considerations of energy consumption540

and sustainability remain central to the project.541

Direct emissions, referred to as “Scope 1” emissions, are the largest contribution to542

CERN’s environmental impact [62] and are dominated by the use of fluorinated gases for543

particle detection and detector cooling purposes in the LHC experiments. These emissions544

have already been significantly reduced in LHCb Upgrade I, so that LHCb makes only a545

few percent contribution to the overall CERN Scope 1 emissions. Nonetheless, further546

reductions are aimed for, with R&D ongoing on the use of low global warming potential547

(GWP) radiators in the RICH detectors and on alternative gas mixtures for use in the548

µ-RWELL and MWPC muon detection systems. Similarly, only coolants with low GWP549

are being considered for LHCb Upgrade II.550

The power consumption of the experiment (“Scope 2” emissions) has relatively modest551

environmental impact due to the fact that the electricity procurement is mainly from552

France. Nonetheless, there is significant e↵ort ongoing at CERN to improve energy553

e�ciency. The largest contribution to LHCb’s power budget is from the operation of554

the warm dipole magnet, which will not be changed for Upgrade II. However, power555
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Why enhance LHCb during LS3?
 

 

 

1. Calorimeter radiation damage must be 
addressed − use this opportunity to 
improve instead of  standing still 

2. We know precision timing is mandatory 
for U2 physics performance: exercise as 
much of  this as possible in LS3 so we 
can learn any lessons long before Run 5 

3. We must nurture and develop a team 
with the right mixture of  skills to master 
heterogeneous computing architectures 
of  the 2030s. This is best done through 
concrete incremental work.

And of  course seize any opportunity to improve the physics sensitivity of  Run 4!



 

 
 

 

 

LS3 enhancements: data acquisition
 

 

 

The aim is to exercise the following 
features ahead of  Run 5 

1. Clock distribution with jitter and 
deterministic phase of  O(10) ps 

2. The usage of  lpGBT links 

3. The usage of  very high speed 
links running at 100Gbit/s using 
data-centre protocols like 
Ethernet 400 or PCIe Gen5 

4. Creation and use of  
reconstruction primitives 
embedded within the readout, 
with potential gains for 
triggering already in Run 4.

Figure 1: PCIe400 synoptic.

Figure 2: PCIe400 3D layout view.

• by USB/JTAG4 through an embedded USB blaster II;608

• or in CvP (Configuration via Protocol) mode. In this case, a minimum PCIe609

gateware is downloaded at power-up from the QSPI flash memory, and then610

the core image is downloaded in the FPGA through the PCIe interface.611

Interface with front-ends612

Up to 48 bidirectional links can be connected to the front-ends at up to 26Gbit/s613

through MPO (Multiple-Fibre Push-On) connectors. The number of links for data614

4Joint Test Action Group

6

0

2

4

6

8

10 A
.U

.

0.5− 0 0.5
0x~

0.8−

0.6−

0.4−

0.2−

0
0.2
0.4
0.6
0.8

11x~
Generated track

Reconstructed track

750 800 850 900 950
 [cm]z

200−

100−

0

100

200 [c
m

]
x

Figure 20: Left panel: Excitation level of the axial retina filled with SciFi subde-
tector hits from a single fully simulated event. True tracks are indicated with red
circles while reconstructed track candidates with black stars. Right panel: repre-
sentation of reconstructed axial tracks in the physical SciFi space.

combinations of 5 out of 6 layers, thus allowing the loss of one (axial) layer per1219

track. A threshold is set on the �2
A of the fit for accepting the track [10]. Imposing1220

�2
A < 60 leads to a ghost rate of 35%, keeping 90% e�ciency on long tracks with1221

p > 5GeV/c (Table 13). An example event is displayed in Fig. 20.1222

3.3.2 Stage 2: Stereo u/v-hits association1223

The association of the stereo u/v-hit coordinates aims at a further reduction1224

of ghost rate at the pre-build level, and at further acceleration of the HLT11225

(and HLT2) tracking sequences. First studies on the subject were reported in1226

Refs. [30,75] showing that promising performance can be achieved with a second-1227

stage Retina processor, implemented in a limited amount of additional hardware.1228

Since the e↵ect of the fringe field in the y-z plane is negligible, the vertical1229

projection of track trajectories (stereo tracks) can be approximated as straight1230

lines originating from the nominal interaction point (0, 0, 0) with a very good1231

precision. The stereo track is, therefore, described with just a single parameter,1232

which is the y-coordinate of its intersection with a virtual plane located in the1233

middle of T2 station of the SciFi, z = (zT2U+zT2V)/2. The one-dimensional space1234

of the y coordinate is then partitioned with a limited number of bins, yi, and, as1235

for the axial reconstruction, the physical space is transformed into a new space1236

(y ! ỹ) to ensure a nearly uniform distribution of hits in each transformed ỹi bin.1237

For each axial track candidate, the DWT finds u/v-hit coordinates which are1238

compatible with a given ỹi bin. For this purpose, the u/v-hit coordinates are1239

transformed to y coordinates according to the following expression1240

y =
xpred,u/v � xmeas,u/v

tan↵
,

33

General architecture of  online + DAQ system remains unchanged for Run 4



 

 
 

 

Enhanced calorimeter granularity & SpaCal modules: maintain performance despite radiation damage 
Fast timing information in the RICH: improved hadron identification and gain experience for Run 5

 

LS3 enhancements: particle ID
 

 

 

Figure 2.3: Constant term of the energy resolution, expressed in percentage. Value per module
(left) at the end of Run 3 and (right) at the end of Run 4 if only 32 modules are replaced in LS3.
The most heavily degraded regions will no longer contribute to the physics programme.

  

12 x 12 cm2
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2 x 2

cm2
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Figure 2.4: ECAL regions and cell sizes for the proposed configuration to be installed during
LS3. The red, orange, light green, green and blue areas correspond to cell sizes of 2⇥ 2, 3⇥ 3,
4⇥ 4, 6⇥ 6 and 12⇥ 12 cm2, respectively.

2.2 Performance requirements and global layout

The ambitious physics programme of LHCb and the di�cult experimental environment set strin-
gent and challenging requirements on the detector specifications. The main ECAL requirements
are as follows:

• Pseudorapidity coverage of about 2  ⌘  5. The largest possible acceptance
matching the acceptance of the charged particle spectrometer is needed, to detect and
study rare physics processes.

• Energy resolution of �(E)/E = 10%/
p
E�1% in the energy range of a few GeV

to a few 100 GeV. This is crucial for reliable reconstruction of ⇡0 and ⌘ mesons in
the presence of high combinatorial background, and for electron identification. The small
constant term is particularly important for the studies of radiative B decays with a
high-energy photon in the final state.
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Figure 2.1: Layout of the LHCb ECAL in Run 1–3. The large array of about 50m2 consists of
3312 modules with di↵erent cell sizes. The regions corresponding to modules with 4 ⇥ 4 cm2

(orange area), 6⇥ 6 cm2 (green area) and 12⇥ 12 cm2 (blue area) cell size are shown.

Figure 2.2: Degradation of light output due to radiation damage (1 = no degradation) (left) at
the end of Run 3 and (right) at the end of Run 4 if only 32 modules are replaced in LS3. The
most heavily degraded regions will no longer contribute to the physics programme.

will be replaced with spares as anyway foreseen. In addition, the existing modules with minor
radiation damage will be rearranged in rhombic areas for modules of the same cell size. The
simulated light output and the constant term of the energy resolution of the enhanced ECAL
at the end of Run 4 are shown in Fig. 2.5. With the enhancement during LS3, no significant
impact on the ECAL performance is expected by the end of Run 4.

The present chapter on the ECAL enhancement during LS3 is organised as follows. In
Sect. 2.2 the ECAL performance requirements and global layout are described, followed in
Sect. 2.3 by the expected physics performance. Although the ECAL will be used in a variety of
measurements, the physics performance is demonstrated using a few key benchmark channels
involving photons, ⇡0 mesons or electrons, in both the low energy and the high energy regions.
The technical design for the baseline proposal for LS3 is presented in Sect. 2.4. The additional
option of introducing timing capabilities, which is being studied for Upgrade II, is presented
in Sect. 2.5. The prototype performance and comparisons with Monte Carlo (MC) simulation
are discussed in Sect. 2.6. The project organisation, including the schedule, the distribution of
responsibilities, the cost estimate as well as a risk assessment, is given in Sect. 2.7.

4

Figure 2.12: Comparison of the simulated K
+
⇡
�
� invariant mass distributions with pile-up

background included between di↵erent configurations for the (top) Shashlik and (bottom) SpaCal
geometrical regions of Run 4. The ratio between signal and background yield in the signal-mass
region (±3�) is given.

Due to the rearrangement of the modules in the Shashlik regions, the signal significance is better
in Run 4 compared to Run 3. The improvement is even larger in the SpaCal regions, due to the
smaller cell sizes. In the SpaCal regions, the combinatorial background expected for the Run 3
detector increases strongly with the radiation damage. The reason for this e↵ect is illustrated in
Fig. 2.13. The background from pile-up photons falls steeply with the transverse energy. The
strong degradation of the energy resolution (see also Sect. 2.2) from the radiation damage leads
then to lower-energy photons being mis-reconstructed with energy high enough to pass the event
selection.

In Fig. 2.14 the signal significance per fb�1 is compared for the di↵erent ECAL configurations.
Radiation damage leads to a significant degradation of the Run 3 detector performance. The
Run 4 ECAL is better than the Run 3 ECAL before radiation damage and even achieves the
same physics performance as in Run 2, but at a much larger luminosity.

2.3.3 Final states with neutral pions

The performance to reconstruct neutral pion to two photon decays is studied using the channel
D

⇤+
! D

0
⇡
+;D0

! ⇡
+
⇡
�
⇡
0. This singly Cabibbo suppressed decay channel is used to probe

CP violation in multi-body charm decays, with world-leading LHCb results [12]. However, it

12

FE ASIC
CLARO

FPGA
Kintex 7

FastRICH

Optical link
GBT Versatile Link

Sensor
MAPMTLHC Run 3

Optical link
lpGBT / VL+

Sensor
MAPMTLHC Run 4

FastRICH Optical link
lpGBT / VL+

Sensor
SiPM / MAPMT / MCPHL-LHC Run 5

Back-end
PCIe40

Back-end
PCIe40(0)

Back-end
PCIe400

NDC NDC

DC DC

DC DC

Figure 3.1: Schematic of the electronic readout chain evolving from Run 3 to Run 5. The future
FastRICH ASIC introduced during LS3 will change the data format from non-data-compressed
(NDC) to data-compressed (DC) including fast-timing information.

be the first system of its kind featuring fast timing capabilities at sub-nanosecond level, thus
demonstrating once again that the challenging condition of a flavour experiment at the LHC
can foster the introduction of technological breakthroughs in the field of experimental particle
physics.

3.2 Global layout and specifications

The Run 3 photon detector chain for the RICH system, represented in Fig. 3.1, consists of
multi-anode photomultiplier tubes (MAPMTs) read out by the CLARO ASICs on front-end
boards (FEBs) [32]. The Run 3 PDMDB (Photon Detector Module Digital Board) shown in
Fig. 3.2 provides the interface between the CLAROs and the Versatile Links (VLs) to the LHCb
readout. The FPGAs capture the digital signals, format the data and transmit them using GBTx
(Gigabit transceiver) ASICs on the optical link plugins (labeled DTM for data transmission
module and TCM for trigger and control module in Fig. 3.2). The programmable FPGA logic
samples the CLARO signals at 320Mb/s using the deserialiser embedded in every input-output
logic block. In view of Upgrade II, this Run 3 approach is limited by the clocking resources
and radiation hardness of the design. Increasing the sampling rate beyond ⇠ 1Gbit/s would
require a redesign of the Run 3 PDMDB and higher performance FPGAs. A limited number of
logic failures is expected during Run 3 [16]. The poor radiation hardness of FPGAs requires
minimal use of logic resources already during Run 3 in order to lower the probability of radiation
upsets [33]. For this reason, the addition of multi-channel time-to-digital (TDC) converter logic
in the FPGA is not feasible, and the increase in luminosity and radiation fluence in Run 5 will
require an ASIC solution.

These enhancements implemented during LS3 will anticipate this shift towards a highly
integrated TDC ASIC. The proposed FastRICH chip will perform multi-channel discrimination,
apply data-compression techniques and timestamp each hit with⇠ 25 ps time bins. As represented
in Fig. 3.1, the ASIC becomes the single active component between the photon sensor and the
next-generation optical links, thus resulting in a simplified readout scheme. Data compression
(labelled ‘DC’ in Fig. 3.1) at the front-end is one of the techniques that will be used to reduce
the bandwidth, which is a key challenge arising from the higher luminosity in Run 5 and from
the added timing information.

The highlighted region in Fig. 3.2 includes the FEB and Run 3 PDMDB, which would both
be replaced during LS3, together with the thermo-mechanical structure of the Elementary Cell
(EC), without changing the photon sensors, the rest of the column and the related infrastructure.
As a result, the complexity and cost of this consolidation would be relatively minor as compared
to Upgrade II, when all the elements of the detector will be replaced. The duration of LS3 of
around 3 years, starting in 2026 would seem to be an ideal opportunity to improve the detector
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Figure 3.7: PID curves at L = 3.0 ⇥ 1033 cm�2 s�1 and �MAPMT ⇠ 150 ps, comparing 6.25 ns
(Run 3) and 600 ps (Run 4) time gates.

performance as the event pile-up increases. This is illustrated in Fig. 3.8 where the PID curves
are plotted separately for events produced in three di↵erent ranges of the number of primary
vertices. Using the samples produced for Fig. 3.7, physics studies to evaluate the e↵ect of the
proposed LS3 enhancements on the signal to background ratio were performed using two di↵erent
decay channels, B0

(s) ! h
+
h
0� and B

0
! pph

+
h
0� where h

(0) is a pion or kaon [41]. These two
channels, which are fundamental part of the physics program of LHCb, have been considered
in order to cover di↵erent final state particles (pions/kaons/protons) and di↵erent momentum
spectra. Typical results obtained from these studies are shown in Fig. 3.9. They indicate that the
use of a time gate of 600 ps allows an improvement in the rejection of misidentified background
in the range 15–45% (15–50%) for the B

0

(s) ! h
+
h
0� (B0

! pph
+
h
0�) decay modes depending

on the chosen working point. An improvement, when considering also combinatorial background,
of up to 60 (70)% on the signal-to-background ratio is also found, assuming the same HLT
retention rates between Run 2 and Run 3.

3.3.3 Primary vertex time

The PID curves in this document were produced with the PV t-zero from truth-matched
simulated events. Preliminary simulation studies have shown that during Run 4 the RICH
reconstruction algorithm can be used to estimate this t-zero. The method uses 3D spatial
reconstruction to associate Cherenkov photons to each track. The t-zero for the tracks and
PVs can then be deduced and used to apply the software time gate. While the best results
are expected from running the likelihood maximisation twice (once to obtain the most likely
photon-to-track associations to calculate t-zero and again after the subsequent software time
gate), this would also significantly increase the computation time in the high-level trigger.
Therefore studies are focussing on quick indicators of correct photon-to-track association; for
example, the amplitude of the probability density function (PDF) calculated at the stage prior
to the likelihood maximisation is a promising indicator of a true photon object. By applying a
cut on the PDF amplitude, a subset of photon objects can be selected for t-zero determination.
Since multiple photons can be matched to each track, and many tracks to each PV, the error on
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https://cds.cern.ch/record/2866493?ln=en


 

 
 

 

LHCb operations in 2025
NEW!

Efficiencies maintained above 
nominal luminosity in 2025!
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