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Plays a role in the amplitude of charged weak 
interaction transitions involving the  and  quarks.u b
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✦This measurement can allow : 

➡ Constraining the Unitarity Triangle of the CKM matrix 

➡ Improving precision on the least well known CKM element 

➡ Probing New Physics 

➡ Helping to resolve tension between exclusive and inclusive 
measurement
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Analysis strategy for the  decayB0
s → K−μ+νμ

b

s

B0
s

μ+

νμ

u

s

K−

W+

V*ub

Described by form factors (FFs) as function of  
calculated with LCSR (small ) or LQCD (high )

q2 = (pμ + pν)2

q2 q2

Vub
2

∝
Br(B0

s → K−μ+νμ)

∫ |FF |dq2
×

1
τBs

Fit on the  mass to access to  
and then 

B0
s Br(B0

s → K−μ+νμ)
Vub

Mcorr = M2
Kμ + p2

⊥ + p⊥

et al.
The full set of results from the form factor calculations including decay widths in

di↵erent regions of phase space and predicted branching fractions are given in Tables 1 and 2
for B0

s
! K�µ+⌫µ and B0

s
! D�

s
µ+⌫µ respectively.

The Form Factor ratio (19 over 20) in low q2 region has a relative 10% uncertainty,
while it is 14% at high q2 region, the theoretical uncertainty on |Vub|/|Vcb| will be 5% and
7%

3 Method and kinematics

Due to the missing neutrino, a partial reconstruction of the B0

s
! K�µ+⌫µ decay chain is

performed. The B0

s
vertex is defined by the K+ and µ� tracks. With the knowledge of

the B0

s
flight direction one can use the symmetry of the decay to measure the transverse

momentum of the invisible neutrino and built a reconstituted mass of the B0

s
meson:

the corrected mass. Furthermore, one can use the knowledge of the true mass of the
B0

s
meson to reconstruct the full kinematics of the invisible neutrino with a two fold

ambiguity. Similar techniques are used for the normalization channel B0

s
! D�

s
µ+⌫µ

which selection criteria are aligned maximally with the signal selection to minimize the
systematic uncertainties. The decay B+

! J/ (µµ)K+ is used as a control and calibration
channel.

3.1 Corrected Mass

Bs X=K/Ds
ν1

μ

ν2

p⟂

p⟂

Xμ

Figure 4: Visualisation of conservation of momentum with respect to the B0
s flight direction.

Two neutrino solutions are compatible with the reconstructed decay.

As visualised in Figure 4, the event is rotated such that the B0

s
meson flies in the z

direction, and from the symmetry of the decay the transverse momentum of the neutrino
must be equal and opposite to the transverse momentum of the visible system. The
corrected mass is defined as

Mcorr =
q
M2

Xµ
+ p2? + p?, (21)

with uncertainty

�Mcorr =

0

@ p?q
M2

Xµ
+ p2?

+ 1

1

A�p? (22)

where MXµ is the visible invariant mass and p? is the visible momentum transverse
to the B0

s
flight direction. If the only missing particle is a neutrino the corrected mass

distribution will peak at the B0

s
mass.

7

Kμ

KNo  reconstruction at LHC   mass obtained 
with a reconstruction technique using the visible 

decay products  and kinematic constraints

ν ⇒ B0
s

Kμ
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2012 /  collisions :  

Normalization decay :  

Analysis in two bins  

 extract

pp 2fb−1 @ 7 TeV

B0
s ⟶ D−

s μ+ νμ

q2 ≶ 7 GeV2/c4

|Vub | / |Vcb |

Last LHCb  measurementVub

Run 1
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Figure 1: Distribution of mcorr for (top) the signal B0
s ! K�µ+⌫µ, with (left) q2 < 7GeV2/c4

and (right) q2 > 7GeV2/c4, and (bottom) the normalization B0
s ! D�

s µ
+⌫µ channel. The points

represent data, while the resulting fit components are shown as histograms.

of the D
�
s meson, with the dominant D⇤�

s ! D
�
s � decay represented by a specific shape,

and higher excitations D
⇤⇤�
s = [D⇤�

s0 (2317), D
�
s1(2460), D

�
s1(2536)] ! D

�
s X modelled

by a combined shape. Other sources of background are the decays of the form B !
D

�
s DX and the semitauonic decay B

0
s ! D

�
s ⌧

+(! µ
+
⌫µ⌫̄⌧ )⌫⌧ . Due to similarity of their

shapes, the B
0
s ! D

⇤⇤�
s µ

+
⌫µ channels are grouped with Bs ! D

�
s DX decays, while

B
0
s ! D

�
s ⌧

+(! µ
+
⌫µ⌫̄⌧ )⌫⌧ is combined with Bu,d ! D

�
s DX decays.

The corrected mass distributions of the signal and normalization candidates are shown
in Fig. 1, with the binned maximum-likelihood fit projections overlaid. The B0

s ! K
�
µ
+
⌫µ

yields for q2 < 7GeV2
/c

4 and q
2
> 7GeV2

/c
4 regions are found to be NK = 6922 ± 285

and 6399 ± 370, respectively, while the B
0
s ! D

�
s µ

+
⌫µ yield is NDs = 201450 ± 5200.

The uncertainties include both the e↵ect of the limited data set and the finite size of the
samples used to derive the fit templates. Unfolding the two e↵ects in quadrature shows
that they have similar sizes.

This is the first observation of the decay B
0
s ! K

�
µ
+
⌫µ. The ratio of branching

fractions is inferred as

RBF ⌘ B(B0
s ! K

�
µ
+
⌫µ)

B(B0
s ! D�

s µ
+⌫µ)

=
NK

NDs

✏Ds

✏K
⇥ B(D�

s ! K
+
K

�
⇡
�), (2)
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Figure 1: Distribution of mcorr for (top) the signal B0
s ! K�µ+⌫µ, with (left) q2 < 7GeV2/c4

and (right) q2 > 7GeV2/c4, and (bottom) the normalization B0
s ! D�

s µ
+⌫µ channel. The points

represent data, while the resulting fit components are shown as histograms.
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Figure 2: Measurements of |Vub|/|Vcb| in this Letter and in Ref. [7], and ratio inferred from the
PDG [25] averages of exclusive |Vub| and |Vcb| measurements, where the ⇤0

b ! pµ�⌫̄µ result is
not included. The form factor calculation used in each case is mentioned [30–32].

where the uncertainties are statistical, systematic, from the external inputs (D�
s

branching fraction, B
0
s lifetime and |Vcb|) and the B

0
s ! D

�
s form factor inte-

gral, respectively. Combining the systematic uncertainties, the branching fraction is
B(B0

s ! K
�
µ
+
⌫µ) = (1.06± 0.05 (stat)± 0.08 (syst))⇥ 10�4.

The ratio of CKM elements |Vub|/|Vcb| is obtained through the relation
RBF = |Vub|2/|Vcb|2 ⇥ FFK/FFDs . For the FFK value, a recent LQCD prediction is used
for the high q

2 range, FFK(q2 > 7GeV2
/c

4) = 3.32± 0.46 ps�1 [30], while a LCSR calcu-
lation [31] is used for the low q

2 range, FFK(q2 < 7GeV2
/c

4) = 4.14± 0.38 ps�1, due to
the lower accuracy of LQCD calculations in this region. The obtained values are

|Vub|/|Vcb|(low) = 0.0607± 0.0015 (stat)± 0.0013 (syst)± 0.0008 (Ds)± 0.0030 (FF),

|Vub|/|Vcb|(high) = 0.0946± 0.0030 (stat)+ 0.0024
� 0.0025 (syst)± 0.0013 (Ds)± 0.0068 (FF),

where the latter two uncertainties are from the D
�
s branching fraction and the form

factor integrals. The discrepancy between the values of |Vub|/|Vcb| for the low and high
q
2 ranges is related to the di↵erence in the theoretical calculations of the form factors.

To illustrate this, the LQCD calculation in Ref. [30] gives FFK = 0.94± 0.48 ps�1 at low
q
2, which can be compared to the chosen LCSR value, 4.14 ± 0.38 ps�1 [31]. Figure 2
depicts the |Vub|/|Vcb| measurements of this Letter, |Vub|/|Vcb|(low) = 0.061± 0.004 and
|Vub|/|Vcb|(high) = 0.095± 0.008, with the uncertainties combined. The |Vub|/|Vcb| mea-
surement obtained with the ⇤0

b baryon decays [7], for which a form factor model based on
a LQCD calculation [32] was used, is also shown.

In conclusion, the decay B
0
s ! K

�
µ
+
⌫µ is observed for the first time. The branching

fraction ratios in the two q
2 regions reported in this Letter represent the first experimental

ingredient to the form factor calculations of the B
0
s ! K

�
µ
+
⌫µ decay. Moreover, the

|Vub|/|Vcb| results will improve both the averages of the exclusive measurements in the
(|Vcb|, |Vub|) plane and the precision on the least known side of the CKM unitarity triangle.
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Changes from last LHCb  measurementVub

2016-2017-2018 /  collisions :  

Normalization decay :  

Increase  bin number to  bins 

 extract

pp ∼ 5.67fb−1 @ 13 TeV

B+ ⟶ J/ψ( → μμ) K+

q2 8 − 10

|Vub |

Run 2

Marta Calvi , Davide Fazzini , Adlene Hicheur , 
Bassem Khanji , Veronica Kirsebom , Maurizio Martinelli , 

Alessandro Minotti , Francesco Polci , Pascal Vincent

1 1 2

3 1 1

1 4 4

Università a degli Studi di Milano Bicocca & INFN 
UFRJ+freelance 

University of Syracuse 
Laboratoire de physique nucléaire et de hautes énergies

1

2

3

4

2012 /  collisions :  

Normalization decay :  

Analysis in two bins  

 extract

pp 2fb−1 @ 7 TeV

B0
s ⟶ D−

s μ+ νμ

q2 ≶ 7 GeV2/c4

|Vub | / |Vcb |

Run 1

Team
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Challenges for the analysis
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Figure 2: Measurements of |Vub|/|Vcb| in this Letter and in Ref. [7], and ratio inferred from the
PDG [25] averages of exclusive |Vub| and |Vcb| measurements, where the ⇤0

b ! pµ�⌫̄µ result is
not included. The form factor calculation used in each case is mentioned [30–32].

where the uncertainties are statistical, systematic, from the external inputs (D�
s

branching fraction, B
0
s lifetime and |Vcb|) and the B

0
s ! D

�
s form factor inte-

gral, respectively. Combining the systematic uncertainties, the branching fraction is
B(B0

s ! K
�
µ
+
⌫µ) = (1.06± 0.05 (stat)± 0.08 (syst))⇥ 10�4.

The ratio of CKM elements |Vub|/|Vcb| is obtained through the relation
RBF = |Vub|2/|Vcb|2 ⇥ FFK/FFDs . For the FFK value, a recent LQCD prediction is used
for the high q

2 range, FFK(q2 > 7GeV2
/c

4) = 3.32± 0.46 ps�1 [30], while a LCSR calcu-
lation [31] is used for the low q

2 range, FFK(q2 < 7GeV2
/c

4) = 4.14± 0.38 ps�1, due to
the lower accuracy of LQCD calculations in this region. The obtained values are

|Vub|/|Vcb|(low) = 0.0607± 0.0015 (stat)± 0.0013 (syst)± 0.0008 (Ds)± 0.0030 (FF),

|Vub|/|Vcb|(high) = 0.0946± 0.0030 (stat)+ 0.0024
� 0.0025 (syst)± 0.0013 (Ds)± 0.0068 (FF),

where the latter two uncertainties are from the D
�
s branching fraction and the form

factor integrals. The discrepancy between the values of |Vub|/|Vcb| for the low and high
q
2 ranges is related to the di↵erence in the theoretical calculations of the form factors.

To illustrate this, the LQCD calculation in Ref. [30] gives FFK = 0.94± 0.48 ps�1 at low
q
2, which can be compared to the chosen LCSR value, 4.14 ± 0.38 ps�1 [31]. Figure 2
depicts the |Vub|/|Vcb| measurements of this Letter, |Vub|/|Vcb|(low) = 0.061± 0.004 and
|Vub|/|Vcb|(high) = 0.095± 0.008, with the uncertainties combined. The |Vub|/|Vcb| mea-
surement obtained with the ⇤0

b baryon decays [7], for which a form factor model based on
a LQCD calculation [32] was used, is also shown.

In conclusion, the decay B
0
s ! K

�
µ
+
⌫µ is observed for the first time. The branching

fraction ratios in the two q
2 regions reported in this Letter represent the first experimental

ingredient to the form factor calculations of the B
0
s ! K

�
µ
+
⌫µ decay. Moreover, the

|Vub|/|Vcb| results will improve both the averages of the exclusive measurements in the
(|Vcb|, |Vub|) plane and the precision on the least known side of the CKM unitarity triangle.

6

Experimental Theoretical

Run 1

❖Theoretical and experimental contributions are 
nearly equal in the precision of the measurement
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Challenges for the analysisThe training
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Training Algorithm : MLP
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+
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r
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Challenges for the analysis

❖Theoretical and experimental contributions are 
nearly equal in the precision of the measurement 

❖Different QCD models at low and high  for 
FFs  Discrepancy between the 2 regions 

❖Big amount of physical background with  in 
the decay product  Delicate bkg discrimination 

❖Two  solutions are compatible with the 
reconstruction technique

q2

⇒

Kμ
⇒

ν

et al.
The full set of results from the form factor calculations including decay widths in

di↵erent regions of phase space and predicted branching fractions are given in Tables 1 and 2
for B0

s
! K�µ+⌫µ and B0

s
! D�

s
µ+⌫µ respectively.

The Form Factor ratio (19 over 20) in low q2 region has a relative 10% uncertainty,
while it is 14% at high q2 region, the theoretical uncertainty on |Vub|/|Vcb| will be 5% and
7%

3 Method and kinematics

Due to the missing neutrino, a partial reconstruction of the B0

s
! K�µ+⌫µ decay chain is

performed. The B0

s
vertex is defined by the K+ and µ� tracks. With the knowledge of

the B0

s
flight direction one can use the symmetry of the decay to measure the transverse

momentum of the invisible neutrino and built a reconstituted mass of the B0

s
meson:

the corrected mass. Furthermore, one can use the knowledge of the true mass of the
B0

s
meson to reconstruct the full kinematics of the invisible neutrino with a two fold

ambiguity. Similar techniques are used for the normalization channel B0

s
! D�

s
µ+⌫µ

which selection criteria are aligned maximally with the signal selection to minimize the
systematic uncertainties. The decay B+

! J/ (µµ)K+ is used as a control and calibration
channel.

3.1 Corrected Mass

Bs X=K/Ds
ν1

μ

ν2

p⟂

p⟂

Xμ

Figure 4: Visualisation of conservation of momentum with respect to the B0
s flight direction.

Two neutrino solutions are compatible with the reconstructed decay.

As visualised in Figure 4, the event is rotated such that the B0

s
meson flies in the z

direction, and from the symmetry of the decay the transverse momentum of the neutrino
must be equal and opposite to the transverse momentum of the visible system. The
corrected mass is defined as

Mcorr =
q
M2

Xµ
+ p2? + p?, (21)

with uncertainty

�Mcorr =

0

@ p?q
M2

Xµ
+ p2?

+ 1

1

A�p? (22)

where MXµ is the visible invariant mass and p? is the visible momentum transverse
to the B0

s
flight direction. If the only missing particle is a neutrino the corrected mass

distribution will peak at the B0

s
mass.
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 decay reconstruction at LHCbB0
s → K−μ+νμ

❖ Taking PV to SV direction as  flight direction   

❖ 4-momentum conservation equations lead to a 2-fold ambiguity for the  kinematic 

➡ Use a regression algorithm to pick-up the best solution and evaluate  JHEP02(2017)021 

❖ Use corrected mass as discriminating variable : 

B0
s ⇒ p⊥(νμ) = − p⊥(Kμ)

νμ

q2

Mcorr = M2
Kμ + p2

⊥ + p⊥

et al.
The full set of results from the form factor calculations including decay widths in

di↵erent regions of phase space and predicted branching fractions are given in Tables 1 and 2
for B0

s
! K�µ+⌫µ and B0

s
! D�

s
µ+⌫µ respectively.

The Form Factor ratio (19 over 20) in low q2 region has a relative 10% uncertainty,
while it is 14% at high q2 region, the theoretical uncertainty on |Vub|/|Vcb| will be 5% and
7%

3 Method and kinematics

Due to the missing neutrino, a partial reconstruction of the B0

s
! K�µ+⌫µ decay chain is

performed. The B0

s
vertex is defined by the K+ and µ� tracks. With the knowledge of

the B0

s
flight direction one can use the symmetry of the decay to measure the transverse

momentum of the invisible neutrino and built a reconstituted mass of the B0

s
meson:

the corrected mass. Furthermore, one can use the knowledge of the true mass of the
B0

s
meson to reconstruct the full kinematics of the invisible neutrino with a two fold

ambiguity. Similar techniques are used for the normalization channel B0

s
! D�

s
µ+⌫µ

which selection criteria are aligned maximally with the signal selection to minimize the
systematic uncertainties. The decay B+

! J/ (µµ)K+ is used as a control and calibration
channel.

3.1 Corrected Mass

Bs X=K/Ds
ν1

μ

ν2

p⟂

p⟂

Xμ

Figure 4: Visualisation of conservation of momentum with respect to the B0
s flight direction.

Two neutrino solutions are compatible with the reconstructed decay.

As visualised in Figure 4, the event is rotated such that the B0

s
meson flies in the z

direction, and from the symmetry of the decay the transverse momentum of the neutrino
must be equal and opposite to the transverse momentum of the visible system. The
corrected mass is defined as

Mcorr =
q
M2

Xµ
+ p2? + p?, (21)

with uncertainty

�Mcorr =

0

@ p?q
M2

Xµ
+ p2?

+ 1

1

A�p? (22)

where MXµ is the visible invariant mass and p? is the visible momentum transverse
to the B0

s
flight direction. If the only missing particle is a neutrino the corrected mass

distribution will peak at the B0

s
mass.
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 NormalizationB0
s → K−μ+νμ

Eur. Phys. J. C (2019) 79 :706 Page 7 of 26 706
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Fig. 4 Distribution of the invariant mass of selected a B0 →
J/ψ K+π− and b B+ → J/ψ K+ decays used for the calibration and
validation of the decay-time efficiency. The signal component is shown

by the long-dashed red line, the background component by the dashed
green line and the total fit function by the solid blue line

ters describing the tails are fixed to the values obtained from
simulation, and an exponential function for the combinato-
rial background. In total, 75,000 and 480,000 B0 mesons are
found in 2015 and 2016, respectively. The result of this fit
is used to statistically subtract the background when deter-
mining the decay-time efficiency in data, by using weights
computed with the sPlot technique.

The PDF used to describe the decay-time distribution of
the B0 data, and of the B0

s and B0 simulated samples is com-
posed of the product of the efficiency function and a single
exponential function, convolved with a single Gaussian res-
olution function centred at zero. For the B0 candidates, the
width of the resolution function is set to 39 fs and 42 fs for
the simulated and data samples, respectively. The first value
is obtained from simulation, and the second value is obtained
by scaling the B0

s resolution obtained in data, as described in
Sect. 4, by the ratio seen between the B0 and B0

s resolutions
in simulated samples. A B0

s simulated sample is generated
with #$s = 0 ps−1 and thus a single exponential function

is used to determine ε
B0
s

sim. As a cross-check, the decay-time
efficiency is also derived from the nominal B0

s → J/ψ φ

simulated sample, weighted to have #$s = 0 ps−1 such that
the same fitting strategy can be used as defined above. The
difference between these two strategies is considered as a
source of systematic uncertainty.

The efficiency functions are parametrised using cubic
splines with nodes at 0.3, 0.58, 0.91, 1.35, 1.96, 3.01, 7.00 ps
and the first coefficient fixed to unity. The node positions
are defined as to create six uniformly populated bins in the
interval 0.3–15 ps, assuming an exponential distribution with
$ = 0.66 ps−1. The position of the last node is chosen due to
the lack of candidates at large decay times in the 2015 data

control sample. The final decay-time efficiencies, εB
0
s

data(t), are
shown in Fig. 5. The structure around 1 ps visible in Fig. 5a,
c is due to the different definition of the origin vertex used in
the trigger and in the offline selection.

The full procedure is validated in data using two approa-
ches where the B0

s samples are replaced with alternative B
meson samples of known lifetime. First, a sample of approxi-
mately 1.6 million B+ → J/ψ (→ µ+µ−)K+ candidates is
reconstructed in the same data set as the B0

s → J/ψ K+K−

candidates and selected using similar selection requirements.
The mass distribution of these candidates is shown in Fig. 4b.
This sample is used to measure the difference of the B+ and
B0 decay widths, $u − $d , with the same methods used
for the measurement of $s − $d . A simulated sample of
B+ decays is used in the calculation of the numerator of
Eq. (4) and this sample is corrected such that the particle-
identification, event-multiplicity and other kinematic and
selection variables match those in data. The measured differ-
ence of decay widths is $u −$d = −0.0478± 0.0013 ps−1,
where the uncertainty is statistical only. This is in agreement
with the world average value, −0.0474 ± 0.0023 ps−1 [46],
and validates the measurement of $s − $d with a precision
of 0.003 ps−1.

A similar test is done using the B0 → J/ψ K+π− decays
both as the signal and the reference to measure a null decay-
width difference. The sample is split into two independent
sets according to different selection criteria, where one is
used to evaluate the decay-time efficiency with the procedure
defined above, and the other is used as the signal sample. In
all cases, the measured decay-width difference is found to be
consistent with zero with a precision around 0.003 ps−1.

6 Angular efficiency

The LHCb detector geometry and the selection requirements
give rise to efficiencies that vary as a function of the helic-
ity angles θK , θµ and φh . The three-dimensional angular-
efficiency correction is determined from simulated signal
events to which the same trigger and selection criteria as
in the data are applied. The efficiency is evaluated separately

123

E
ur. P

hys. J. C
 79, 706 (2019)

❖ Normalisation mode   

❖ Clean and large sample : 

➡ Small additional statistical uncertainty 

❖ Same number of tracks and similar topology to signal when one  is neglected 

➡ Reduced systematic uncertainty on efficiencies ratio 

❖ Ratio of  to  production fractions precisely measured by LHCb Phys.Rev.D104,032005 

➡  

❖ External systematic uncertainty from normalization will be slightly smaller than in Run 1 measurement 

➡  from  and  from      which is four less than Run 1

⇒ B± ⟶ J/ψ(μμ)K±

μ

B0
s B±

fs/ fd(13 TeV) = 0.2539 ± 0.0079

1.9 % ℬ(B± ⟶ J/ψ(μμ)K±) 3.1 % fs/ fd ⟹ 5 %

https://doi.org/10.1140/epjc/s10052-019-7159-8
https://doi.org/10.1103/PhysRevD.104.032005
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Physical background discrimination
❖ Main physical background sources :    &   

❖ Contributions from :   with   with unreconstructed  

➡ Creation of a multivariate classifier based on neural network with kinematical and topological variables, trained on simulation

Hb ⟶ Hc( → K−X) μ+ X′ B+ ⟶ cc( → μμ) K+ X

B0
s → K*−(K−π0)μ+νμ K* = K*(892) , K*0 (1430) or K*2 (1430) π0
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Physical background discrimination

0 0.2 0.4 0.6 0.8 1
MVA Response

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18A
.U

.

LHCb MC µν 

±

µ ± K→ s
0B

 X'

±

µ X) ± K→(c H→ bH

 X± Kc c→ ±B

µν 

±

µ ±* K→ s
0B

µν 

±

µ 2
±* K→ s

0B

µν 

±

µ(1430) ±* K→ s
0B

0 0.2 0.4 0.6 0.8 1
MVA Response

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18A
.U

.

LHCb MC µν 

±

µ ± K→ s
0B

 X'

±

µ X) ± K→(c H→ bH

 X± Kc c→ ±B

µν 

±

µ ±* K→ s
0B

µν 

±

µ 2
±* K→ s

0B

µν 

±

µ(1430) ±* K→ s
0B

Run 2

 Significance increased by  wrt Run1 MVA selection⇒ ∼ 27 %
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Physical background discrimination
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Odd Fold Training applied on the 
even one
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• Expected number of events : → − μbb − Br − f − ν

  increase in sensitivity wrt Run1 selection⇒ × 27 %

Run 2

Training on 1 fold only  ½ of the whole statistic⇒
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 signal fitB0
s → K−μ+νμ

❖ Maximum-likelihood fit in HistFactory framework 

❖ Simultaneous in  bins and three data-taking years. Bins optimization not final.q2

Toy MonteCarlo with signal and background contributions (Last bin splitted in two sub-bins with equal statistics)

Toys projections with B_MCORR < 100 & FDS > 40

Fit projections in 10 q2
bins

Last bins splitted in two sub-bins with equal statistics
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Conclusion & Outlook

❖  measurement in  decays is being updated using Run 2 data 

    Expected improvements from higher data sample and enhanced analysis 

❖Taking into account other contributions (Mis-ID, Combinatronic, …) 

❖Baseline Form Factor scheme to be determined (FLAG24 average?) 

❖  measurement in  also expected with Run 2 data

Vub B0
s → K−μ+νμ

⇒

Vub B+ → ρ0(π+π−)μ+νμ



Back-Up
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Analysis and results

|Vub| and |Vcb| plane

→ |Vub|/|Vcb|incl= 0.100 ± 0.006 ± 0.003 (GGOU)
[preliminary Belle ’23 (tagged)] [See L. Cao @ EPS-HEP; M. Prim on Tue @ 13h00]

→ |Vcb|incl . and |Vub|excl . are preferred by their indirect extractions
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excluded area has CL > 0.95Summer 23

CKM
f i t t e r

Luiz Vale Silva (University of Valencia) CKM status 18 Sept. 2023 23 / 32

More recent state on V(u/c)b

Rend. Fis. Acc. Lincei 34, 37–57 (2023)

https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.126.081804
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Form Factors used for the Run 1 analysis

PHYS. REV. LETT. 126 (2021) 081804
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https://lhcbproject.web.cern.ch/Publications/LHCbProjectPublic/LHCb-PAPER-2020-038.html
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Relative systematic uncertainties on ℬ(B0
s → K−μ+νμ)/ ℬ(B0

s → D−
s μ+νμ)Table 1: Relative systematic uncertainties on the ratio B(B0

s ! K�µ+⌫µ)/B(B0
s ! D�

s µ
+⌫µ),

in percent.

Uncertainty All q2 low q
2 high q

2

Tracking 2.0 2.0 2.0
Trigger 1.4 1.2 1.6
Particle identification 1.0 1.0 1.0
`(mcorr) 0.5 0.5 0.5
Isolation 0.2 0.2 0.2
Charged BDT 0.6 0.6 0.6
Neutral BDT 1.1 1.1 1.1
q
2 migration – 2.0 2.0
E↵ciency 1.2 1.6 1.6
Fit template +2.3

�2.9
+1.8
�2.4

+3.0
�3.4

Total +4.0
�4.3

+4.3
�4.5

+5.0
�5.3

with B(D�
s ! K

+
K

�
⌫
�) = (5.39± 0.15)% [25] and gives

RBF(low) = (1.66± 0.08 (stat)± 0.07 (syst)± 0.05 (Ds))⇥ 10�3
,

RBF(high) = (3.25± 0.21 (stat)+0.16
� 0.17 (syst)± 0.09 (Ds))⇥ 10�3

,

RBF(all) = (4.89± 0.21 (stat)+0.20
� 0.21 (syst)± 0.14 (Ds))⇥ 10�3

,

where the uncertainties are statistical, systematic and due to the D�
s ! K

+
K

�
⌫
� branch-

ing fraction. Table 1 summarizes the systematic uncertainties. It includes uncertainties on
the calibration and correction of the track reconstruction, trigger, particle identification,
selection variables, migration of events between q

2 regions, e↵ciencies and the fit template
distributions. The largest systematic uncertainty originates from the fit templates and is
evaluated by varying the shape of the fit components according to alternative models and
also by modifying within its uncertainty the mixture of exclusive decays representing some
of the background contributions. In particular, the signal shape is varied using various
form factor models [28–31]. A similar procedure is applied to the normalization channel.
The tracking uncertainty comprises the limited precision on tracking e↵ciency corrections
obtained from control samples in data, and the uncertainty on modelling the hadronic
interactions with the detector material. The uncertainty on the q

2 migration is related to
the limited accuracy of the evaluation of the cross-feed between low and high q

2 regions
in simulation.

To determine the branching fraction B(B0
s ! K

�
µ
+
⇡µ) and the ratio

|Vub|/|Vcb|, the predicted integrals of the form factors FFY = |Vxb|�2
q d�(B0

s⇤Y µ+`µ)
dq2 dq

2

(Y = K
�
, D

�
s ; x = u, c) are required. The absolute branching fraction is calculated as

B(B0
s ! K

�
µ
+
⇡µ) = ⇤Bs ⇥ |Vcb|2 ⇥ FFDs ⇥RBF. The inputs are the exclusive value of

|Vcb| = (39.5± 0.9)⇥ 10�3 [25], the B
0
s meson lifetime ⇤Bs = 1.515± 0.004 ps [25] and the

form factor integral FFDs = 9.15± 0.37 ps�1 based on a recent LQCD computation [27].
This leads to

B(B0
s ! K

�
µ
+
⇡µ) = (1.06± 0.05 (stat)± 0.04 (syst)± 0.06 (ext)± 0.04 (FF))⇥ 10�4

,

5
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https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.126.081804

