Multimodal Pretraining for Scientific Data
Towards Large Data Models for Astrophysics
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‘ The Deep Learning Boom in Astrophysics

. B Deep Learning || CNN || Neural Network Huertas Compa ny & Lanusse 2023

The vast majority of these results has relied on
supervised learning and networks trained from scratch.
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https://arxiv.org/abs/2210.01813
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e Limited Supervised Training Data
= Rare or novel objects have by definition
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= |n Simulation Based Inference (SBI),
training a neural compression model

requires many simulations
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ResNet + GRU
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e Limited Reusability
= Existing models are trained supervised
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on a specific task, and specific data.
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=> Limits in practice the ease of using deep
learning for analysis and discovery
Zhang, Bloom, Gaudi, Lanusse, Lam, Lu (2021)


https://arxiv.org/abs/1906.00970
https://arxiv.org/abs/2102.05673

Meanwhile, in

Computer Science...



The Rise of The Foundation Model Paradigm

e Foundation Model approach

Tasks
= Pretrain models on pretext tasks, without
s g oo @
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https://arxiv.org/abs/2108.07258
https://arxiv.org/abs/2111.06377

‘ The Advantage of Scale of Data and Compute
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https://arxiv.org/abs/2201.03545

‘ Linearly Accessible Information

e Backbone of modern architectures embed

input images as vectors in R¢ where dcan 85 -
typically be between 512 to 2048. _
g 80 1
e Linear probing refers to training a single .
matrix to adapt this vector representation 8
to the desired downstream task. %ﬂ 01
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Figure 1. Few-shot transfer results. Our ViT-G model reaches
84.86% top-1 accuracy on ImageNet with 10-shot linear evaluation.

B CLIP's image encoder

Zhai et al. 2022
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https://arxiv.org/abs/2106.04560

‘ What This New Paradigm Could Mean for Us Astrophysicists

e Never have to retrain my own neural networks from scratch

® Existing pre-trained models would already be near optimal, no matter the task at hand

e Practical large scale Deep Learning even in very few example regime

m Searching for very rare objects in large surveys like Euclid or LSST becomes possible

e |[fthe information is embedded in a space where it becomes linearly accessible,
very simple analysis tools are enough for downstream analysis

® |nthe future, survey pipelines may add vector embedding of detected objects into
catalogs, these would be enough for most tasks, without the need to go back to pixels



Can we translate these innovations into a similar
paradigm shift in deep learning for scientific
applications?
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‘ The Data Diversity Challenge
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e Success of recent foundation models is driven by large corpora of uniform data (e.g LAION 5B).
e Scientific data comes with many additional challenges:

= Metadata matters
= \Wide variety of measurements/observations



https://laion.ai/blog/laion-5b/
https://www.nature.com/articles/s42254-021-00353-y

‘ Towards Large Multi-Modal Observational Models

Most Specific

Independent models for every
type of observation

Reconstructi
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IM Liang et al. 2023

Lanusse et al. 2020

Most General

Single model capable of processing
all types of observations


https://arxiv.org/abs/2008.03833
https://arxiv.org/abs/2302.02496

‘ Towards Large Multi-Modal Observational Models

Most Specific Most General

Independent models for every Single model capable of processing
type of observation all types of observations
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‘ Towards Large Multi-Modal Observational Models

Most Specific
AstroCLIP

Independent models for every
type of observation

A
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File Bytes

Most General

Single model capable of processing
all types of observations
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AstroCLIP

Cross-Modal Pre-Training for Astronomical

Foundation Models

astro-ph.IM arXiv:2310.03024
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Project led by Francois Lanusse, Liam Parker, Leopoldo Sarra, Siava
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| What is CLIP?

1. Contrastive pre-training 2. Create dataset classifier from label text
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https://arxiv.org/abs/2103.00020

‘ One model, many downstream applications!

Output: text

. Pretrained and frozen

([Pi"’ a very serious cat. ‘
freined Trom serateh B
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T 1st GATED XATTN-DENSE playing a
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Figure 3: Flamingo architecture overview. Flamingo is a family of visual language models (VLMs) prior
that take as input visual data interleaved with text and produce free-form text as output.

decoder

Flamingo: a Visual Language Model for Few-Shot Hierarchical Text-Conditional Image Generation
Learning (Alayrac et al. 2022) with CLIP Latents (Ramesh et al. 2022)


https://arxiv.org/abs/2204.14198
https://arxiv.org/abs/2204.06125

‘ The AstroCLIP approach

e We use spectra and multi-band images as
our two different views for the same

r‘LN | underlying object.

o DESI Legacy Surveys (g,r,z)images, and DESI
EDR galaxy spectra.
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‘ The AstroCLIP Model (v2, Parker et al. in prep.)

e Forimages, we use a ViT-L Transformer (300M).

e For spectra, we use a decoder only Transformer working at the level of spectral patches.

Vision Transformer (ViT)

MLP
Head

Transformer Encoder

e -6 0 DD 08 O D) )

Extra learnable

[class] embeddin Linear Projection of Flattened Patches
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Transformer Encoder

Multi-Head
Attention

LS N

Norm

Embedded
Patches

(Dosovitskiy et al 2021)


https://arxiv.org/abs/2010.11929

‘ DiINOv2 (Oquab et al. 2023) Image Pretraining

e Common practice for SOTA CLIP models is to
initially pretrain the image encoder before
CLIP alignment

e We adopt the DiNOvV2 state of the art Self-
Supervised Learning model for the initial
large scale training of the model.

loss:
INet-1k k-NN  INet-1k linear sg
iBOT 72.9

82.3
+(our reproduction) 745116 83.2 0.9 softmax softmax
+LayerScale, Stochastic Depth  75.4 1 0.9 82.011.2 |
+128k prototypes 76.6 11.2 81.9 0.1 .
+KoLeo 789 t23 82.5 +0.6 centenng
+SwiGLU FFN 78.7 102 83.1106 I
+Patch size 14 78.9 t0.2 83.5 1+ 0.4 ema
+Teacher momentum 0.994 794 105 83.6 1 0.1 student gas — teacher gBt
+Tweak warmup schedules 80.5 t1.1 83.8 102
+Batch size 3k 81.711.2 84.7 1 0.9

+Sinkhorn-Knopp 81.7 = 84.7 =
+Untying heads = DINOv2 820103 84.5 0.2 o e

e We pretrain the DiINOv2 model on ~70
million postage stamps from DECaLS

Dense Semantic Dense Depth Estimation
Segmentation


https://arxiv.org/abs/2304.07193
https://s3.amazonaws.com/media-p.slid.es/videos/866922/iqAam4K0/262746519-f168823e-7922-415a-b429-578badf5c356.mp4

‘ Spectrum Transformer Pretraining by Masked Modeling

e To pretrain the spectrum
embedder, we use a simple
Masked Image Modeling strategy
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‘ Evaluation of the model: Similarity Search

e Cross-Modal similarity search

flux

flux

query
retrieyved

() Sc (2, 2™)

i vt

query

retrieved

(h) S¢ (2}, 2™)

flux

flux

query
retrieved

(2) Sc(z).zP)

—

query
retrieved

(i) S¢ (z". 2°P)

Sc(z3P,zi™) = (2P -z7™)/ || 257 |||| 22™ ||

A 203G






Detecting Galaxy Tidal Features Using Self-Supervised

Representation Learning

astro-ph.GA arXiv:2308.07962

Project led by Alice Desmons, Francois Lanusse, Sarah Brough
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‘ The Information Point of View

H(X) H(Y) e ThelInfoNCE lossis alower bound on the
Mutual Information between modalities
=>We are building summary statistics for the
physical parameters describing an objectin a
‘ completely data driven way
H(X,Y)
Shared physical information
about galaxies between images
and spectra
I  loe exp(q, k;/7)
LM =~ 195 exp(q/ki/7T) + >, exp(alk;/T) Daunhawer et al. (2023)

van den Oord et al. (2018)


https://arxiv.org/abs/1807.03748
https://arxiv.org/abs/2303.09166

ResNetl8 Photometry

| Evaluation of the model: Parameter Inference .- | s

e Redshift Estimation From Images
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e Galaxy Physical Property Estimation from Images and Spectra

We use estimates of galaxy properties from the
PROVABGS catalog (Hahn et al. 2023) (Bayesian
spectral energy distribution (SED) modeling of DESI
spectroscopy and photometry method)

Source Method NLL

Images AstroCLIP* 0.77 £ 0.00
SSL Transformer”® 0.82 +£0.00
Stein et al. (2021b) 1.02 +£0.04

ResNetl18 0.84 £ 0.00
Spectra AstroCLIP* 0.17 £0.04
SSL Transformer™ 0.00 +0.04
Conv+Att 0.29 + 0.000
Photometry = MLP 1.06 +£0.05

Negative Log Likelihood of
Neural Posterior Inference

Source Method M. Zmyw  tage SSFR
Images AstroCLIP
Zero-Shot* 0.73 0.43 0.25 0.42
Few-Shot* 0.71 0.42 0.25 0.42
SSL Transformer
Zero-Shot* 0.62 0.37 0.14 0.22
Few-Shot* 0.72 0.42 0.23 0.40
Stein et al. (2021b)
Zero-Shot 0.30 0.22 0.10 0.23
Few-Shot 0.36 0.24 0.11 0.21
ResNetl8 0.72 0.39 0.19 0.38
Spectra AstroCLIP
Zero-Shot™* 0.87 0.57 043 0.63
Few-Shot™ 0.88 0.58 043 0.64
SSL Transformer
Zero-Shot* 0.84 0.57 0.38 0.62
Few-Shot* 0.88 0.64 0.47 0.69
Conv+Att 0.85 0.62 043 0.67
Photometry ~ MLP 0.67 0.40 0.26 0.34

2 .
R*of regression


https://arxiv.org/abs/2306.06318

Galaxy Morphology Classification

We test a galaxy morphology classification
 ratrecu task using as labels the GZ-5 dataset
(Walmsley et al. 2021)

-=- Unaligned Transformer
Smooth — Stein et al,

10 — Reported ZooBot

Spiral-army-count

Spiral-wipding

How-rounded

Classification Accuracy


https://academic.oup.com/mnras/article/509/3/3966/6378289

‘ Towards Large Multi-Modal Observational Models

Most Specific
AstroCLIP

Independent models for every
type of observation

A

Lanusse et al. 2020

File Bytes

Most General

Single model capable of processing
all types of observations

File Decoding Patch Embedding
— /\
0xFF  0x01 .. | Ox8A I I I DeiT
File Bytes RGB Tensor Tokenized Representation
Liang et al. 2023 B SO
m /_\;
0xFF 0x01 .. Ox8A I I I BF

Tokenized Representation

Bytes Are All You Need (Horton et al. 2023)


https://arxiv.org/abs/2008.03833
https://arxiv.org/abs/2302.02496
https://arxiv.org/abs/2306.00238

‘ Towards Large Multi-Modal Observational Models

Most Specific "Massively Multi-Modal Large Data Most General
AstroCLIP Model for Astrophysics"

Independent models for every Single model capable of processing
type of observation all types of observations

| Spectru m ‘ me Mod | Reconstruction

ﬂ A File Decoding Patch Embedding

- : /_\‘ /\
H Encode . Decoder ! /_-‘\

ox @ } ©) (hx'.2) x' ‘

| %) % m U ;J:‘M ‘ 0xFF | 0x01 = .. |0x8A I I I DeiT
: : esampl :

Xp) X s Xp X5 " . ) . .

: : 51)1' | f—— X1 X2 i File Bytes RGB Tensor Tokenized Representation

: | . imilarity loss: H

If x{ X}, then s; & s, M"

= : 1 ‘ . Liangetal. 2023

o R ‘ & B Token Embedding

z~ qp(z|x, y) X"~ po(x | 2) 0xFF 0x01 .. Ox8A I I I BF

. File Bytes Tokenized Representation
H Bytes Are All You Need (Horton et al. 2023)

7 Inference network Generator network La nusse et a I . 2020



https://arxiv.org/abs/2008.03833
https://arxiv.org/abs/2302.02496
https://arxiv.org/abs/2306.00238

Towards Massively Multimodal Large
Data Models for Astrophysics
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‘ New Generation of Token-Based Multimodal Models

Output: text Start End

. Pretrained and frozen @ : image Image

\[Pj" a very serious cat. l
Tratned from seraten — N t t 1

|

= N - ot GATED YATTN-DENSE Mixed-Modal Auto-Regressive LM}

Perceiver Perceiver

Resampler Resempler © emblok

’ 1st GATED XATTN-DENSE T T T T T T
Start
Processed text [ ] [ J [ ] [ImagEJ[ ] [ ]
‘ <image> This is a very cute dog.<image> This is T T T . T

Interleaved visual/text data

This is a very cute dog.m This is
1

“What can | bake
Figure 3: Flamingo architecture overview. Flamingo is a family of visual language models (VLLMs) with this?"
that take as input visual data interleaved with text and produce free-form text as output.

Image Tokenizer

TEXT PROMPT . —
\_ IMAGE PROMPT /

Flamingo: a Visual Language Model for Few-Shot =~ Chameleon: Mixed-Modal Early-Fusion
Learning (Alayrac et al. 2022) Foundation Models (Chameleon team, 2024)


https://arxiv.org/abs/2204.14198
https://arxiv.org/pdf/2405.09818

‘ All-to-All Foundation Models

Generate high quality image of “a room that has a sink and a mirror in it" with bottle at location (199, 130) -> (204, 150)
and with a sink at location (149, 133) -> (190, 154) and with bed at location (0, 169) -> (67, 255)

-

INPUT EXTRACTED SEGMENTATION GEMERATION 1 GEMERATION 2

(UNIFORMER) Yu et al. (2023)


https://arxiv.org/abs/2309.02591

‘ Why Is It Interesting to Us?

. observation model model rendered residual
0 () g

Y
\
L

L d

= -

w2

w

SCARLETI1

Input Volunteers sparcfire This Work
Masters+'21 Davis+'14

I

Galaxy Image Segmentation
Walsmley & Spindler (2023) Bosch et al. (2017), Sampson et al. (2024)

=> Foundation Models that build a deep understanding of the data at the pixel level.


https://arxiv.org/abs/2312.02908
https://arxiv.org/abs/1705.06766
https://arxiv.org/abs/2401.07313

‘ Going Further: Data Collection and Curation

Dataset # English Img-Txt Pairs
Public Datasets

e Development of large models requires access to MS-COCO 330K
"web scale" datasets .

e Astrophysics generates large amounts of publicly
available data,

= BUT, datais usually not stored or structured in
an ML friendly way.

DECalS HsCssPl” . “ @ w &  CANDELS

P 1 1 1 1 1 _ datasets. Vve extend the analysis from Desai et al.
A:CC?SSII’]g and USI.ng scientific data requires Credit: elghigifakéPapare the sizes of public and private
signhificant expertise, for each dataset. image-text datasets.

Schuhmann et al. (2022)


https://arxiv.org/abs/2210.08402
https://www.nature.com/articles/s42254-021-00353-y

The MultiModal Universe Project

e Goal: Assemble the first large-scale multi-modal dataset
for machine learning in astrophysics.
e Mainpillars:

= Engage with a broad community of Al+Astro experts.

= Adopt standardized conventions for storing and
accessing data and metadata through mainstream
tools (e.g. Hugging Face Datasets).

= Target large astronomical surveys, varied types of
instruments, many different astrophysics sub-fields.

Multiband images from Legacy Survey

Hyperspectral Imaqes fmm MaNGH

HE

HE

JWST Images

frre

Time series of supernovae
and stellar variability



Collection of surveys Download scripts

Data curation

process %{dset/

w  Cross-matching




Images Time-Series Spectra
# examples 140M 3.6M 225M
images in a variety of multivariate time-series of flux +

Description wavelength ranges, including uncertainty in different wavelength flux as a function of wa'n.relength

optical and infrared

galaxy classification, physical

g property estimation

.

Examples

Accepted at NeurlPS 2024 £
=> Official release October 2024

https://github.com/MultimodalUniverse/
MultimodalUniverse

ranges

time-series classification,

redshift estimation physical property estimation

VRN

A0 EIN N oo

Multimodal Universe: Enabling Large-Scale Machine
Learning with 70TBs of Astronomical Scientific Data

Dataset on /= CC Open in Colab [ () Testing datasets [passing

Overview

The Multimodal Universe dataset is a large scale collection of multimodal astronomical data, including images,
spectra, and light curves, which aims to enable research into foundation models for astrophysics and beyond.


https://github.com/MultimodalUniverse/MultimodalUniverse

‘ Scientific Data Tokenization

» Noised image

Diffusion

ViT
vQ| 4 decoder

encoder

~J
«— 00 O N

VQ-VAE quantization loss

> Diffusion loss < Input Reconstructed
Mizrahi et al. (2023) ' — ' ' ' -

_ Reconst

15

Our strategy:

e Develop modality specific but universal tokenizers,
i.e. a single model to embed all type of astronomical
images

MNormalized Flux

Residuals [$\sigmas]

e This requires specific innovations to take into

1 ] I I ] I |
4k 5k 6k 7k Bk Ik 10k

account the metadata of observations. Observed Wavetength ]


https://arxiv.org/abs/2312.06647

‘ Example of strategy to embed different bands

hsc-r hsc-i hsc-z

hsc-g

hsc-y

hsc-g hsc-r hsc-i hsc-z hsc-y

hsc-g hsc-r hsc-i hsc-z hsc-y

Field Embedding Strategy Developed for Multiple
Physics Pretraining (McCabe et al. 2023)

Field
Embedding

—>

.

v (fixed
U time)

e(x,t) = p(x,t)e, + p(x,t)e,

+v(x,t)e, +u(x,t)e,

surppaquid

| I

field
1x1 conv filters

f
{physics metadata}

Ajquuasse 12)]1J

I)[1J OB AJOAUOD


https://arxiv.org/abs/2310.02994

‘ Next Step: Any-to-Any Modeling on Scientific Data
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Flatiron for a hackathon


https://arxiv.org/abs/2312.06647

e Next year we are focusing on scaling up
(more domains, more data, larger models) i Miles Cranmer
and developing the next generation of our
models.

Some exciting news... We're expanding!!

Mew Research Software Engineer positions opening in Cambridge UK,
NYC, and remote. Come build generalist foundation models for science

e We are hiring! with us!

" Postdoctoral pOSitiOnS Please indicate your interest on the form here:
= Research engineer positions


https://s3.amazonaws.com/media-p.slid.es/videos/866922/wTTwxY5y/ssstwitter.mp4
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Follow us online!

Thank you for listening!
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