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Test cluster set up at Orsay (see P. Le Jeannic talk) :

22 computers

10 to 25 Gb/s network
Different CPUs

2 GPUs (NVIDIA RTX A5000)
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Test cluster set up at Orsay (see P. Le Jeannic talk) :

22 computers

10 to 25 Gb/s network
Different CPUs

2 GPUs (NVIDIA RTX A5000)

Goals :

1)Test UDP data transferts : 2 setups

One ADF frame
UDP
Few cards

(The real stuff)

L 11/09/2024




New test cluster — description and goals

- ) -

21

LES 2 INFINIS 552, ;
LYON T

Test cluster set up at Orsay (see P. Le Jeannic talk) :

e 22 computers

10 to 25 Gb/s network

* Different CPUs

2 GPUs (NVIDIA RTX A5000)

Goals :

1)Test UDP data transferts : 2 setups

One ADF frame
UDP
Few cards

(The real stuff)

ADF data from acquisition

UDP | R-UDP .
Many sources (Emulation,

but cheaper and
more flexible)
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2)Hardware tests
* Performances of different CPUs

 Performances of Ethernet links
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2)Hardware tests
* Performances of different CPUs
* Performances of Ethernet links
3)Testing new softwares version

» Updated environment (OS, compiler, DCOD, Agapro, ...)
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2)Hardware tests
* Performances of different CPUs
* Performances of Ethernet links
3)Testing new softwares version
» Updated environment (OS, compiler, DCOD, Agapro, ...)

« Upgraded monitoring: = - e o

- Time series data in Grafana (implemented — under test) il
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Future

2)Hardware tests
* Performances of different CPUs
* Performances of Ethernet links
3)Testing new softwares version
» Updated environment (OS, compiler, DCOD, Agapro, ...)

« Upgraded monitoring: = - e o

- Time series data in Grafana (implemented — under test) il

e Histogram management (under development, to be supported by Agaspy)

ccccccccccccccccccc

* Avoiding duplication of actors

 Stop relying on GRU (hard to maintain) - ‘

* Activation/Deactivation at runtime B
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4)Testing new topologies
* New actors for electronic V2 :
» Stare Queue Manager (SOM) : reception of UDP paquets
» SOMZ2ADF : ADF formatting and consistency checks
* New functionalities :

* Parallel PSA
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First Tests on cluster
* Running offline PSA on different CPUs
 From ~8 to ~10 kHz using 6 threads
 From ~10 to ~14 kHz using 10 threads

» Efficiency depends more on cache size than frequency

PSA performance

25
—8— Gold 5317@3GHz
20 == Silver 4310 @2.1GHz
= 15 : £ EPYC 9124
: —i— Silver 4410Y @2GHz
a =P Gold 5416S @2GHz
5 Silver 4314 @2.4GHZ
0 —= Gold 5220R @2.2GHz
6 8 10 12 16

Nb threads per PSA
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* UDP transfers between servers (using iperf)
» Default OS configuration :

* 10 Gb/s : 42% of lost packets

5 11/09/2024




New test cluster — description and goals
First tests

AP
= 5, -

Future ?If.%..?mﬁr”;’--'?.._..‘ J_I-. '

* UDP transfers between servers (using iperf)
» Default OS configuration :
* 10 Gb/s : 42% of lost packets
 Increasing the sockets buffer size to 25M :
10 Gb/s : no packet loss
2 x5 Gb/s on same interface : 0.8% of lost packets

e 2 x 4.8 Gb/s on same interface : no packet loss
(... was 2 x 3.5 Gb/s before server reboot...)

5 11/09/2024




= ) -

21

LES 2 INFINIS ., :
LYON T

» UDP transfers between Stare Emulator and SQM+SQOMZ2ADF emulator
(DCOD not yet available on Debian 12)

e 1 x50 kHz data stream :

e UDP : ~7x10* %
* R-UDP : packets re-sent - no packet loss at SQM2ADF level
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» UDP transfers between Stare Emulator and SQM+SQOMZ2ADF emulator
(DCOD not yet available on Debian 12)

e 1 x50 kHz data stream :

e UDP : ~7x10* %
* R-UDP : packets re-sent - no packet loss at SQM2ADF level

e 2 x50 kHz data streams :

* UDP : not stable for more than few minutes then lot of packets loss
 R-UDP : few packets re-sent — no packet loss at SQM2ADF level

6 11/09/2024




» UDP transfers between Stare Emulator and SQM+SQOMZ2ADF emulator
(DCOD not yet available on Debian 12)

e 1 x50 kHz data stream :

e UDP : ~7x10* %
* R-UDP : packets re-sent - no packet loss at SQM2ADF level

e 2 x50 kHz data streams :

* UDP : not stable for more than few minutes then lot of packets loss
 R-UDP : few packets re-sent — no packet loss at SQM2ADF level

* Very preliminary results, need to explore other parameters and hardware
configurations
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» Explore OS configuration for UDP optimization
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» Explore OS configuration for UDP optimization

» Support for DCOD on Debian 12 : will be able to test with the real software
configuration
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* Explore OS configuration for UDP optimization

» Support for DCOD on Debian 12 : will be able to test with the real software
configuration

* Network tests
* One link per interface
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* Explore OS configuration for UDP optimization

» Support for DCOD on Debian 12 : will be able to test with the real software
configuration

* Network tests
* One link per interface

* Transport of data between switches

ethl
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Future

Conclusions

* Test cluster ready : will allow lot of real conditions network and software tests.
 DCOD on Debian 12 coming soon to have a real DAQ Box.
* New hardware should boost PSA performances.

e Currently R-UDP support seems to be needed to avoid data loss but further tests
are needed.
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