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• Flavor-changing neutral-current transitions are 
excluded in the SM at tree-level due to the GIM 
mechanism.


• Excellent place to search for New Physics that 
could interfere with radiative and electroweak 
penguin loops. 


• In addition to , , and , 
decays, we will report on the first Belle + Belle II 
search for :


•
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γ‣ No direct interaction 
between the  and  quarks; 

‣ An effective FCNC is 
induced by a 1-loop or 
penguin diagram.
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SuperKEKB and Belle II: 2nd generation “Super B Factory”

cc̄, uū, dd̄, `+`�  e+e� ! ⌥(nS) ! B(⇤)B̄(⇤)
3

7 GeV e–
4 GeV e+

~1 km

Animation © KEK

New positron 
damping ring

New final focus

electron (7 GeV)

positron (4 GeV)

KL and muon detector:

Resistive Plate Counter (barrel outer layers)  
Scintillator + WLSF + MPPC (end-caps, inner 2 barrel)

EM Calorimeter:

CsI(Tl), waveform sampling

Particle Identification:

Time-of-Propagation counter 
Prox. Focusing Aerogel RICH 

Beryllium beam pipe:

2 cm diameter 

Vertex detector:

2 layers DEPFET + 4 DSSD

Central Drift Chamber:

He(50%):C2H6(50%), Small cells, 
long lever arm,  fast electronics

Readout (TRG, DAQ):

Max. 30kHz L1 trigger  
~100% efficient for hadronic evts

1MB (PXD) + 100kB per evt

- over 30GB/sec to record

Offline computing: 

Distributed over the world via 
the GRID

Belle II Detector [735 collaborators, 101 institutes, 
23 nations]electrons  (7 GeV)

positrons (4 GeV)

Vertex Detector
2 layers Si Pixels (DEPFET) +  
4 layers Si double sided strip DSSD

Belle II TDR, arXiv:1011.0352

EM Calorimeter
CsI(Tl), waveform sampling electronics

Central Drift Chamber
Smaller cell size, long lever arm

Particle Identification 
Time-of-Propagation counter (barrel)
Prox. focusing Aerogel RICH (forward)

KL and muon detector
Resistive Plate Counter (barrel outer layers)
Scintillator + WLSF + MPPC  
(end-caps , inner 2 barrel layers)

SuperKEKB and Belle II
Upgrade of KEKB and Belle to achieve 30x peak 𝓛

Belle II capabilities

• Advantages for quarkonium physics program

- World record instantaneous luminosity  

(aiming for 50x Belle integrated luminosity)

- High resolution, hermetic detector, good PID capability

- Efficient reconstruction of neutrals ( , , …)

- Reconstruct single resonance to explore recoiling system  

(e.g. )

- Using tagged events (i.e. with a fully reconstructed partner B)  

to measure absolute branching fractions

- Variety of production mechanisms accessible

π0 η

e+e− → J/ψ X

24

arXiv:1011.0352 (2011)

• High resolution hermetic detector. 

• Efficient reconstruction of neutrals ( ). 

• World record  
(with ).

γ, π0, η

ℒinst = 4.7 × 1034cm−2s−1

β*y = 1mm
3

2ϕ = 11mrad
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The first Belle non-⌥ (4S) data was taken at the energy
of ⌥ (5S) resonance for 3 days in 2005. During the following
year in the last week of February, ⌥ (3S) resonance data
was taken to enable the search for invisible particles from
decays of the ⌥ (1S) resonance. The last ⌥ (4S) resonance
data was taken in June 2008. After that, ⌥ (1S) (second
half of June 2008), ⌥ (2S) (December 2008 and November
2009) and ⌥ (5S) resonance data were taken, and energy
scans between the ⌥ (4S) and ⌥ (6S) were carried out in
the last two years of operation. The ⌥ (1S) The CM en-
ergy change was rather smoothly performed, keeping the
same ratio of the beam energies in the KEKB rings. Dur-
ing that time, the magnetic fields of the Belle solenoid
and super-conducting final focusing magnet were kept at
the same values. The luminosity decreased at lower CM
energies for reasons which have not been well understood.
The beam background did not change by a large amount
when running at di↵erent energies. The same was true for
the trigger rates, where the increase of the cross-section
at lower energy resonances was canceled by a lower lumi-
nosity. Looser trigger requirements were adopted for two
charged track events in the case of the ⌥ (3S) data taking
to achieve the physics goals of the ⌥ (3S) programme.

3.2.1 Integrated luminosity vs. time; luminosity
counting

The integrated luminosity collected by Belle for each CM
energy is listed in Table 3.2.1 and is calculated using
Bhabha events, where the final state electrons are de-
tected in the barrel part of the detector, and after re-
moving runs deemed to be unusable for physics studies
(so-called bad runs) because of detector-related issues.
The Belle integrated luminosity as a function of time is
shown in Fig 3.2.1. As well as the luminosity measure-
ment, the counting of recorded ⌥ (nS) events is done using
the method described in Section 3.6.2. The yields obtained
are presented in Table 3.2.2.
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Figure 3.2.1. Evolution of the Belle integrated luminosity. A
detailed breakdown of datasets is given in Table 3.2.1.

The systematic error on the luminosity measurement
is about 1.4% and the statistical error is usually small
compared to the systematic error. The latter is dominated
by the uncertainty of the Monte Carlo generator used to
calculate the cross-section for Bhabha events. The ⌥ (4S)
dataset is split into two periods, named SVD1 and SVD2,
which correspond to di↵erent configurations of the Silicon
Vertex Detector, as explained in the following section. All
other resonance and scan data were taken in the SVD2
configuration.

Lees (2013i) describes the methods used to measure
the BABAR time-integrated luminosities at the ⌥ (2S),
⌥ (3S), and ⌥ (4S) resonances, as well as in the contin-
uum regions below each of these resonances. For each
running period at fixed energy, the luminosity was com-
puted o✏ine, using Bhabha (e+e� ! e+e�) and di-
muon ( e+e� ! µ+µ�) events for Runs 1-6 and only
Bhabha events for Run 7 – due to uncertainties in the
large ⌥ ! µ+µ� background. No detailed analysis could
be performed for the final scan data because of the short
duration of the running at each scan point (only about
5 pb�1). Therefore, the corresponding luminosity is only
an estimation taken from (Aubert, 2009x). The systematic
error on the luminosity measurement is about 0.5% for the
data collected at the ⌥ (4S) and 0.6% (0.7%) for data col-
lected at the ⌥ (3S) (⌥ (2S)). Table 3.2.1 and Fig. 3.2.2
show the luminosity integrated by BABAR, broken down
by CM energy.

In addition to measuring the luminosity, the number
of ⌥ particles in the di↵erent datasets is also computed
using a common method referred to as ‘B-counting’ for
the ⌥ (4S) running. This number is found by counting
the hadronic events in the on-resonance dataset and sub-
tracting the contribution coming from the continuum, es-
timated using o↵-resonance data and properly scaled to
the peak energy – see Section 3.6.2 for details. The final
results are shown in Table 3.2.2.

Table 3.2.2. Number of ⌥ particles in the di↵erent BABAR and
Belle datasets

Experiment Resonance ⌥ number

BABAR ⌥ (4S) (471.0± 2.8)⇥ 106

⌥ (3S) (121.3± 1.2)⇥ 106

⌥ (2S) (98.3± 0.9)⇥ 106

Belle ⌥ (5S) (7.1± 1.3)⇥ 106

⌥ (4S) - SVD1 (152± 1)⇥ 106

⌥ (4S) - SVD2 (620± 9)⇥ 106

⌥ (3S) (11± 0.3)⇥ 106

⌥ (2S) (158± 4)⇥ 106

⌥ (1S) (102± 2)⇥ 106











Υ(5S) : 121 fb−1

Υ(4S) : 711 fb−1

Υ(3S) : 3 fb−1

Υ(2S) : 25 fb−1

Υ(1S) : 6 fb−1

Adapted from EPJ C74 (2014) 3026 https://www.belle2.org/research/luminosity/

Analysis presented 
today use Belle &/or 
Belle II datasets

B → (η, ω, ρ, π)ℓℓ
BELLE

 B0 → γγ
B → ργ

BELLEB+ → K+νν̄
B → K*γ

+

https://www.belle2.org/research/luminosity/
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362 fb−1• FCNC transition with precise SM prediction: 
.   

• Belle II is ideally suited to measure -decays with significant : 
- Constraints from well-known initial state kinematics; 

- Lower average multiplicity at the  compared to hadronic collisions. 

ℬ(B+ → K+νν̄) = (5.58 ± 0.37) × 10−6

B Emiss

Υ(4S)

*

Including long-distance double 
charged current decay* 
PRD 107, 014511 (2023)
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arXiv:2311.14647
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NP Scenarios

Light: 
• Axions PRD 102, 015023 (2020)

• ALPs JHEP 04, 131 (2023)

• Dark Scalars PRD 101, 095006 (2020)

Heavy: 
•   PLB 821, 13607 (2021)

• Leptoquarks PRD 98, 055003 (2018)

Z′ 

Decay rate can be significantly modified in models with BSM particles

• FCNC transition with precise SM prediction: 
.   

• Belle II is ideally suited to measure -decays with significant : 
- Constraints from well-known initial state kinematics; 

- Lower average multiplicity at the  compared to hadronic collisions. 

ℬ(B+ → K+νν̄) = (5.58 ± 0.37) × 10−6

B Emiss

Υ(4S)

362 fb−1Including long-distance double 
charged current decay* 
PRD 107, 014511 (2023)
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  Analysis strategyB+ → K+νν̄
Debug
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B�
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⇡+

D̄0

K+

⇡�

K� ⌫`
⌫̄`

e+e�
⌥(4S)

Teilchenphysik II - Flavor Physics Missing Energy Decays and FR/FEI 1/12/2023 13 / 83

Debug

B+
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B�
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K� ⌫`
⌫̄`

e+e�
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Teilchenphysik II - Flavor Physics Missing Energy Decays and FR/FEI 1/12/2023 14 / 83

1) Reconstruct 
 in  

channels: 
Btag 𝒪(10k)

Computing and Software for Big Science             (2019) 3:6  

1 3

Page 3 of 10     6 

inclusive decays. In both cases, the FEI provides an explicit 
tag-side decay chain with an associated probability.

Methods

The FEI algorithm follows a hierarchical approach with six 
stages, visualized in Fig. 2. Final-state particle candidates 
are constructed using the reconstructed tracks and clusters, 
and combined to intermediate particles until the final B can-
didates are formed. The probability of each candidate to be 
correct is estimated by a multivariate classifier. A multi-
variate classifier maps a set of input features (e.g., the four 
momentum or the vertex position) to a real-valued output, 
which can be interpreted as a probability estimate. The 
multivariate classifiers are constructed by optimizing a loss 
function (e.g., the misclassification rate) on Monte Carlo 
simulated Υ(4S) events and are described later in detail.

All steps in the algorithm are configurable. Therefore, 
the decay channels used, the cuts employed, the choice of 
the input features, and hyper-parameters of the multivari-
ate classifiers depend on the configuration. A more detailed 
description of the algorithm and the default configuration 
can be found in Keck [4] and in the following we give a brief 
overview over the key aspects of the algorithm.

Combination of Candidates

Charged final-state particle candidates are created from 
tracks assuming different particle hypotheses. Neutral final-
state particle candidates are created from clusters and dis-
placed vertices constructed by oppositely charged tracks. 

Each candidate can be correct (signal) or wrong (back-
ground). For instance, a track used to create a 𝜋+ candidate 
can originate from a pion traversing the detector (signal), 
from a kaon traversing the detector (background) or origi-
nates from a random combination of hits from beam back-
ground (also background).

All candidates available at this stage are combined to 
intermediate particle candidates in the subsequent stages, 
until candidates for the desired B mesons are created. Each 
intermediate particle has multiple possible decay channels, 
which can be used to create valid candidates. For instance, 
a B− candidate can be created by combining a D0 and a 𝜋− 
candidate, or by combining a D0 , a 𝜋− and a 𝜋0 candidate. 
The D0 candidate could be created from a K− and a 𝜋+ , or 
from a K0

s
 and a 𝜋0.

The FEI reconstructs more than 100 explicit decay chan-
nels, leading to (10000) distinct decay chains.

Multivariate Classification

The FEI employs multivariate classifiers to estimate the 
probability of each candidate to be correct, which can be 
used to discriminate correctly identified candidates from 
background. For each final-state particle and for each decay 
channel of an intermediate particle, a multivariate classi-
fier is trained which estimates the signal probability that the 
candidate is correct. To use all available information at each 
stage, a network of multivariate classifiers is built, following 
the hierarchical structure in Fig. 2.

For instance, the classifier for the decay of B−
→ D0𝜋− 

would use the signal probability of the D0 and 𝜋− candidates, 
as input features to estimate the signal probability of the B− 
candidate created by combining the aforementioned D0 and 
𝜋− candidates.

Additional input features of the classifiers are the kin-
ematic and vertex fit information of the candidate and its 
daughters. The multivariate classifiers used by the FEI 
are trained on Monte Carlo simulated events. The training 
is fully automatized and distributed using a map reduce 
approach [5]. Monte Carlo simulated data used to train the 
FEI is partitioned. At each reconstruction stage, the parti-
tioned data is distributed to nodes where the reconstruc-
tion is performed and training datasets are produced (the 
mapping stage). The reduction stage consists of merging the 
training datasets and training multivariate classifiers with 
these training datasets.

The available information flows from the data provided 
by the detector through the intermediate candidates into the 
final B meson candidates, yielding a single number which 
can be used to distinguish correctly from incorrectly identi-
fied Btag mesons. The process is visualized in Fig. 2. This 
allows one to tune the trade-off between tag-side efficiency 
and tag-side purity of the algorithm by requiring a minimal 

Tracks Displaced Vertices Neutral Clusters

π
0

K0
L

K0
S

π
+e+ µ

+ K+ γ

D∗0 D∗+ D∗
s

B0 B+

D0 D+ Ds

J/ψ

K0
S

Fig. 2  Schematic overview of the FEI. The algorithm operates on 
objects identified by the reconstruction software of the Belle II detec-
tors: charged tracks, neutral clusters and displaced vertices. In six dis-
tinct stages, these basics objects are interpreted as final-state particles 
( e+ , 𝜇+ , K+ , 𝜋+ , K0

L
 , 𝛾 ) combined to form intermediate particles ( J∕𝜓 , 

𝜋0 , K0
s
 , D, D∗ ) and finally form the tag-side B mesons

High purity (3.5%), low efficiency (0.4%)

1) Select signal  that minimizes  (  recoil).


2) Identify rest-of-event object (includes all ). 

K± q2
rec K±

Emiss

ITA 
Inclusive Tagging Analysis

HTA 
Hadronic Tagging Analysis

Rest-of-event

Small size of overlap 
results in 10% 
increase in precision 
over the ITA result 
alone.


See talk by S. Moneta 
for HTA result. 

Low purity (0.8%), high efficiency (8%)

2) Select signal .K±

Comput Softw Big 
Sci 3, 6 (2019)



8

  ITAB+ → K+νν̄
arXiv:2311.14647 [Accepted by PRD]

Provides the main 
information on the 
signal

Helps constrain 
background 
contributions

Bins follow theoretical predictions JHEP 02, 184

=

9

in BDT2 performance. For BDT2, the most discrimi-
nating variables are the cosine of the angle between the
momentum of the signal-kaon candidate and the thrust
axis of the ROE computed in the c.m. frame, which has
a uniform distribution for the signal and a peaking shape
for the jet-like continuum background. The thrust axis
is defined as the unit vector t̂ that maximizes the thrust
value

P
|t̂ · ~p ⇤

i |/
P

|~p ⇤
i |, where ~p ⇤

i is the momentum of
ith final-state particle in the e

+
e
� c.m. frame [39, 40].

Also important are variables identifying kaons from D
0

and D
+ meson decays, and the modified Fox–Wolfram

moments. The BDT1 and BDT2 parameters are opti-
mized based on a grid search in the parameter space
and are described in Appendix A1. Training of BDT1

and BDT2 classifiers is based on simulated samples that
are statistically independent of those used in the sample-
composition fit.

For the HTA, the remaining background is suppressed
using a multivariate classifier BDTh, which uses 12 input
variables combining information about the event shape,
the signal-kaon candidate, the Btag meson, and any extra
tracks and extra photons. Simulated background samples
of about 2⇥105

BB events and 3⇥105 continuum events,
which correspond to an equivalent luminosity of, respec-
tively, 3 ab�1 and 1 ab�1, are used together with a signal
sample of 5 ⇥ 105 events. The BDTh parameters are op-
timized through a grid search in the parameter space.
Given the limited size of the simulated sample, it is ben-
eficial to use information from the whole sample both to
train the BDTh and estimate the remaining background
in the signal region. The simulated sample is thus split
into two subsamples that are used to train two separate
BDTh’s. Good agreement between the two outputs is ob-
served. The data sample is then randomly divided into
two halves and each BDTh is applied to one half. In
the background sample, for each event, the BDTh other
than the one the event is used to train is applied. Details
regarding the input variables and BDTh parameters are
reported in Appendix A 2.

The BDTh input variable providing the highest dis-
criminating power is Eextra. For correctly reconstructed
signal events, no extra ECL deposits are expected, which
results in a Eextra distribution peaking at zero; back-
grounds leave deposits with energies up to 1 GeV. The
second most discriminating variable is the sum of miss-
ing energy and magnitude of the missing momentum
(E⇤

miss
+ cp

⇤
miss

), where the missing four-vector is de-
fined as the di↵erence between the beam four-vector and
the sum of the signal kaon and Btag four-vectors in the
c.m. frame. For correctly reconstructed signal events,
E

⇤
miss

+ cp
⇤
miss

is defined by the neutrino kinematic prop-
erties, and its distribution peaks around 5 GeV, while
for background events the random loss of particles mim-
icking the neutrinos results in a broader distribution.

VII. SIGNAL REGION DEFINITION

Using the simulated signal sample, the BDT2 variable
is mapped to the complement of the integrated signal-
selection e�ciency,

⌘(BDT2) = 1 �
Z

1

BDT2

✏(b)db , (4)

where ✏(b) is the total signal-selection e�ciency density
for the BDT2 value b. In this way the distribution of
⌘(BDT2) for simulated signal events is uniform; a sim-
ilar mapping is used to define ⌘(BDTh), based on the
e�ciency of the selection on BDTh.

For the ITA, the signal region (SR) is defined to
be BDT1 > 0.9 and ⌘(BDT2) > 0.92, as this crite-
rion maximises the expected signal significance, based
on studies in simulation. The SR is further divided
into 4 ⇥ 3 intervals (bins) in the ⌘(BDT2) ⇥ q

2
rec

space.
The bin boundaries are [0.92, 0.94, 0.96, 0.98, 1.00] in
⌘(BDT2) and [�1.0, 4.0, 8.0, 25.0] GeV2

/c
4 in q

2
rec

. The
bin ⌘(BDT2) > 0.98 provides the main information on
the signal while the bin ⌘(BDT2) < 0.94 helps to con-
strain background contributions. The bin boundaries in
q
2
rec

are chosen to follow those of theoretical predictions
[2] while ensuring a su�cient number of expected signal
events in each bin. The expected yields of the SM signal
and the backgrounds in the SR are 160 and 16793 events,
respectively. For the highest-purity ⌘(BDT2) > 0.98 re-
gion, the expected SM signal yield is reduced to 40 events
with a background yield of 977 events. These signal and
background yields include corrections to the simulation
discussed in the following sections; they correspond to
the sample entering the statistical analysis to extract the
signal described in Sec. X.

For the HTA, the SR is defined to be ⌘(BDTh) > 0.4
and is divided into six bins with bin boundaries at
[0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0]. In events containing mul-
tiple Btag-K+ candidates, the candidate formed by the
Btag with highest FEI probability is selected. The ex-
pected yields of the SM signal and the background in the
SR are 8 and 211 events, respectively. For the highest
purity ⌘(BDTh) > 0.7 region, the expected SM signal
yield is reduced to 4 events with background yield of 33
events.

The signal-selection e�ciency in the SR is shown
in Fig. 6. Much higher e�ciency is observed for the ITA;
however, the ITA e�ciency has a significantly stronger
q
2 dependence compared to the e�ciency for the HTA.

The analysis relies on modeling of this variation by sim-
ulation, which is checked using a control channel, as dis-
cussed in the next section.

VIII. SIGNAL SELECTION EFFICIENCY
VALIDATION

The decay B
+ ! K

+
J/ (! µ

+
µ
�) is used to vali-

date the BDT performance on signal-like events between

4

and f
+� = 0.516 ± 0.012 [30].

III. DETECTOR

A comprehensive description of the Belle II detec-
tor is given in Ref. [31]. The detector consists of
several subdetectors arranged in a cylindrical structure
around the beam pipe. The innermost subsystem con-
sists of a silicon pixel detector surrounded by a double-
sided silicon strip detector, referred to as the silicon
vertex detector, and a central drift chamber (CDC).
The second layer of the pixel detector covers only one-
sixth of the azimuthal angle for the data used in this
work. The silicon detectors allow for precise determi-
nation of particle-decay vertices while the CDC deter-
mines charged-particle momenta and electric charge. A
time-of-propagation counter and an aerogel ring-imaging
Cherenkov counter cover the barrel and forward end-
cap regions of the detector, respectively: these subde-
tectors are important for charged-particle identification
(PID). An electromagnetic calorimeter (ECL), used to
reconstruct photons and distinguish electrons from other
charged particles, occupies the remaining volume inside a
superconducting solenoid. This provides a uniform 1.5 T
magnetic field, parallel to the detector’s principal axis. A
dedicated system to identify K

0
L mesons and muons is in-

stalled in the flux return of the solenoid. The z axis of the
laboratory frame is collinear with the symmetry axis of
the solenoid and almost aligned with the electron-beam
direction. The polar angle, as well as the longitudinal
and transverse directions, are defined with respect to the
z axis.

IV. EVENT SELECTION

The online-event-selection systems (triggers) for this
analysis are based either on the number of charged-
particle trajectories (tracks) in the CDC or on the energy
deposits in the ECL, and have an e�ciency close to 100%
for signal decays. In the o✏ine analysis, the reconstruc-
tion of charged particles follows the algorithm outlined
in Ref. [32]. For the ITA, to ensure that e�ciency is high
and well-measured, and to suppress beam-related back-
ground, charged particles are required to have a trans-
verse momentum pT > 0.1 GeV/c and to be within the
CDC acceptance (17� < ✓ < 150�). All charged particles
except those used to form K

0
S candidates are required

to have minimum longitudinal and transverse distances
(impact parameters) from the average interaction point
of |dz| < 3.0 cm and dr < 0.5 cm, respectively. The K

0
S

candidates are formed by combining pairs of oppositely
charged particles in a vertex fit. These candidates are
required to have a dipion reconstructed mass between
0.495 and 0.500 GeV/c

2, vertex p-value greater than
0.001, flight time greater than 0.007 ns (corresponding
to about 2 mm displacement from the primary vertex),

and cosine of the angle between momentum and flight
direction greater than 0.98. Photons are identified as
energy deposits exceeding 0.1 GeV detected in the ECL
regions within the CDC acceptance, and not matched
to tracks. The minimum energy requirement suppresses
the beam-related background and energy deposits from
charged hadrons that fail the matching to tracks. Each
of the charged particles and photons is required to have
an energy of less than 5.5 GeV to reject misreconstructed
particles and cosmic muons. The kaon candidates are
selected using particle-identification likelihoods based on
information coming primarily from the PID detectors,
complemented with information from the silicon strip de-
tector, CDC, and the K

0
L and muon identification sys-

tem. To ensure reliable PID, at least 20 deposited-charge
measurements are required in the CDC. The chosen PID
requirement has 68% e�ciency for signal kaons, while the
probability to identify a pion as a kaon is 1.2%. Candi-
dates are also required to have at least one deposit in
the pixel detector: this improves the impact parameter
resolution, and helps to reject background events.

Events are required to contain no more than ten
tracks to suppress background (e.g., high-multiplicity
continuum production) with only a 0.5% loss of signal-
selection e�ciency. Low-track-multiplicity background
events, such as those originating from two-photon-
collision processes, are suppressed by demanding at
least four tracks in the event. This reduces signal-
reconstruction e�ciency by 7.6%. The total energy
from all reconstructed particles in the event must ex-
ceed 4 GeV. The polar angle of the missing momentum,
computed in the c.m. frame as the complement to the
total momentum of all reconstructed particles, must be
between 17� and 160�. This range is chosen to remove
low-multiplicity events and to ensure that the missing
momentum points toward the active detector volume.

To select the signal kaon in an event, the mass squared
of the neutrino pair is computed as

q
2

rec
= s/(4c

4) + M
2

K �
p

sE
⇤
K/c

4 (2)

assuming the signal B meson to be at rest in the e
+
e
�

c.m. frame. Here MK is the known mass of K
+ mesons

and E
⇤
K is the reconstructed energy of the kaon in the

c.m. system. Uncertainties in the kinematic properties
of the colliding beams have negligible impact on the q

2
rec

reconstruction. The candidate having the lowest q
2
rec

is
retained for further analysis. Studies on simulated signal
events show that prior to applying the q

2
rec

requirement
the fraction of events with multiple candidates is 39%.
The average number of candidates in such events is 2.2.
The lowest-q2

rec
candidate is the signal kaon in 96% of

cases. Checks using a random selection of the signal can-
didate, if several candidates are found, indicate no bias
in the procedure. The remaining charged particles are
fit to a common vertex and are attributed, together with
the photons and K

0
S candidates, to the rest of the event

(ROE). For the signal events, these charged particles and
K

0
S candidates correspond to the decay products of the

=

Signal-selection  density for ϵ
BDT2(b)

• Train two consecutive BTDs. Signal efficiency checked with 
decays:


‣ Remove  and correct  kinematics to match .
B+ → J/ψK+

J/ψ K+ K+νν̄
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©©©J/√ simulation
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Compatible with PDG: 
 (2.38 ± 0.08) × 10−5

• Contribution of  corrected using -enriched SB.


• Modeling of  in the calorimeter corrected using 




• Closure test: . 

B → Xc(K0
LX) π

ϵK0
L

detection

e+e− → γϕ( → K0
SK0

L) .

ℬ(B+ → π+K0
S) = (2.5 ± 0.5) × 10−5

Detailed studies described in arXiv

https://arxiv.org/abs/2311.14647
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  CombinationB+ → K+νν̄

Compatibility between ITA and HTA results at 





Significance of the excess is 


 deviation from the SM prediction 

1.2σ

ℬ(B+ → K+νν̄) = [2.3 ± 0.5(stat)+0.5
−0.4(syst)] × 10−5

3.5σ

2.7σ

ITA

• 

• Significance of the excess 

•  deviation from SM 

ℬ = [2.7 ± 0.5 ± 0.5] × 10−5

3.5σ
2.9σ

HTA

• 


• Significance of the excess 

•  deviation from SM 

ℬ = [1.1+0.9+0.8
−0.8−0.5] × 10−5

1.1σ
0.6σ

• Perform likelihood-level combination:


- Include correlations among common systematic uncertainties; 

- Common data events excluded from ITA sample. 

ITA 

 tension with Belle


 tension with BaBar

1.8σ

2.3σ

arXiv:2311.14647 [Accepted by PRD]

Belle reports ULs only;  
 estimated using 

published # of events & .
ℬ

ϵ

=
ℬ(B+ → K+νν̄)

ℬSM(B+ → K+νν̄) ℬSM = 4.97 × 10−6

HTA

In agreement with all 
previous measurements 

Overall compatibility 
 χ 2 /ndf = 5.6/5

Excludes LD diagram

https://arxiv.org/abs/2311.14647
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  ImplicationsB+ → K+νν̄

PRD 109, 015006 (2024)

‣ Lepton [flavor] universality (red) does not intersect with 
Belle II data (yellow) below the grey band (90% CL 
excluded).

Many papers have 
been written to 
interpret this 
result

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.109.015006
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L0: S ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 log ðLmax=L0Þ

p
. Both are evaluated at their

respective best fitting point. We calculate the branching
fraction of the ith mode by Bi ¼ Ni

sig=ðεirec × NBB̄Þ, where
the reconstruction efficiency εirec includes all daughter
branching fractions. These efficiencies, along with the
expected and measured 90% confidence level (C.L.) upper
limit [26] for each channel, are displayed in Table I(b).
We estimate the uncertainty on the fixed fractions, the

K0
L veto efficiency, the continuum scaling, the tagging

efficiency, and the fit bias correction by refitting the data
with each of these quantities varied by $1σ. We estimate
the shape uncertainty by simulating 1000 toy templates
obtained by drawing a random number from a Gaussian
distribution with the mean and error of the respective bin of
our fit model as the central value and deviation. The $1σ
quantiles of the resulting distribution are used as estimators
of the uncertainty. We estimate the uncertainty on the π0

and charged track vetoes by comparing the respective

efficiency differences between data and MC for the B →
Dπ sample with and without the veto applied. We obtain a
value of 4% in both cases for charged and neutral channels
alike. We evaluate the influence of the requirement on the
number of raw tracks via the same sample by setting it to
two and zero, respectively. We subsequently average the
contributions and obtain a value of 1%. The uncertainty on
the calibration (9.6%) includes the uncertainty on the
correction of NBB̄ (1.4%) and the uncertainty on
BðB → DπÞ. Based on studies using dedicated control
samples, we assign 2.0%, 4.0%, and 2.2% for the uncer-
tainties on PID efficiency, π0 efficiency and K0

S efficiency,
respectively. The systematic uncertainty is included by
convolving the likelihood function with a Gaussian with
zero mean and a width equal to the square root of the
quadratic sum of the additive and multiplicative error.
The additive uncertainty is defined as the uncertainty on
the signal yield, and contributions are summarized in
Table II. A comparison of our results with previous ones
is presented in Fig. 3.
The systematic uncertainties are evaluated using inde-

pendent samples of MC and data control samples for
charged and neutral modes. They can therefore be consid-
ered uncorrelated. Thus, we combine charged and neutral
modes by adding the negative log likelihoods. We scale the
branching fraction of the neutral modes by a factor of
τBþ=τB0 since the lifetime difference is the only factor

(a) (b)

(c) (d)

(e) (f)

(g) (h)

FIG. 2. EECL distributions for all eight B → hνν̄ channels.

TABLE I. Results

(a) Observed signal yield (corrected for fitting bias) in each
channel. The first error is statistical and the second is
systematic.

Channel Observed signal yield Significance

Kþνν̄ 17.7$ 9.1$ 3.4 1.9σ
K0

Sνν̄ 0.6$ 4.2$ 1.4 0.0σ
K&þνν̄ 16.2$ 7.4$ 1.8 2.3σ
K&0νν̄ −2.0$ 3.6$ 1.8 0.0σ
πþνν̄ 5.6$ 15.1$ 5.9 0.0σ
π0νν̄ 0.2$ 5.6$ 1.6 0.0σ
ρþνν̄ 6.2$ 12.3$ 2.4 0.3σ
ρ0νν̄ 11.9$ 9.0$ 3.6 1.2σ

(b) Expected (median) and observed upper limits on the
branching fraction at 90% C.L. The observed limits include the
systematic uncertainties.

Channel Efficiency Expected limit Observed limit

Kþνν̄ 2.16 × 10−3 0.8 × 10−5 1.9 × 10−5

K0
Sνν̄ 0.91 × 10−3 1.2 × 10−5 1.3 × 10−5

K&þνν̄ 0.57 × 10−3 2.4 × 10−5 6.1 × 10−5

K&0νν̄ 0.51 × 10−3 2.4 × 10−5 1.8 × 10−5

πþνν̄ 2.92 × 10−3 1.3 × 10−5 1.4 × 10−5

π0νν̄ 1.42 × 10−3 1.0 × 10−5 0.9 × 10−5

ρþνν̄ 1.11 × 10−3 2.5 × 10−5 3.0 × 10−5

ρ0νν̄ 0.82 × 10−3 2.2 × 10−5 4.0 × 10−5
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the signal yield, and contributions are summarized in
Table II. A comparison of our results with previous ones
is presented in Fig. 3.
The systematic uncertainties are evaluated using inde-
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charged and neutral modes. They can therefore be consid-
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Very active effort within Belle II to provide results 
for other  channels.b → sνν̄

  ImplicationsB+ → K+νν̄
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‣ Lepton [flavor] universality (red) does not intersect with 
Belle II data (yellow) below the grey band (90% CL 
excluded).

Many papers have 
been written to 
interpret this 
result

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.109.015006


Search for b → dℓ+ℓ−
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• FCNC processes with multiple charged particles in final state with 
.


•  suppressed relative to  by .


• NP signature may be uniquely observed in  if sensitive to 
quark flavors. 


• LHCb has observed final states with muons and  but none with neutral 
mesons ( ):


,


,


. 


• Probe of LFU in  possible with results from  and  final states.

ℬ(b → dℓ+ℓ−) ≤ 𝓞(10−8)

b → dℓ+ℓ− b → sℓ+ℓ− |Vtd |2

|Vts |2 ∼ 0.04

b → dℓ+ℓ−

π±

3 fb−1

ℬ(B+ → π+μ+μ−) = (1.78 ± 0.23) × 10−8

ℬ(B0 → ρ0μ+μ−) = (1.98 ± 0.53) × 10−8

ℬ(B0 → π+π−μ+μ−) = (2.11 ± 0.52) × 10−8

b → dℓ+ℓ− e μ

BELLE

B±,0 → (η, ω, π±,0ρ±,0) ee

B±,0 → (η, ω, π0ρ±) μμ

711 fb−1

Today 

No hint of any 
discrepancy 
so far…
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R. Tiwary , D. Tonelli , E. Torassa , N. Toutounji , K. Trabelsi , I. Tsaklidis , M. Uchida , I. Ueda ,
Y. Uematsu , T. Uglov , K. Unger , Y. Unno , K. Uno , S. Uno , P. Urquijo , Y. Ushiroda , S. E. Vahsen ,

R. van Tonder , G. S. Varner , K. E. Varvell , M. Veronesi , A. Vinokurova , V. S. Vismaya , L. Vitale ,
R. Volpe , B. Wach , M. Wakai , H. M. Wakeling , S. Wallner , E. Wang , M.-Z. Wang , X. L. Wang ,
Z. Wang , A. Warburton , M. Watanabe , S. Watanuki , M. Welsch , C. Wessel , E. Won , X. P. Xu ,
B. D. Yabsley , S. Yamada , W. Yan , S. B. Yang , J. Yelton , J. H. Yin , Y. M. Yook , K. Yoshihara ,
C. Z. Yuan , Y. Yusa , L. Zani , V. Zhilich , J. S. Zhou , Q. D. Zhou , X. Y. Zhou , and V. I. Zhukova

(The Belle II Collaboration)

We search for the rare decayB+ ! K+⌫⌫̄ in a 362 fb�1 sample of electron-positron collisions at the
⌥ (4S) resonance collected with the Belle II detector at the SuperKEKB collider. We use the inclusive
properties of the accompanying B meson in ⌥ (4S) ! BB events to suppress background from other
decays of the signal B candidate and light-quark pair production. We validate the measurement
with an auxiliary analysis based on a conventional hadronic reconstruction of the accompanying B
meson. For background suppression, we exploit distinct signal features using machine learning meth-
ods tuned with simulated data. The signal-reconstruction e�ciency and background suppression
are validated through various control channels. The branching fraction is extracted in a maximum
likelihood fit. Our inclusive and hadronic analyses yield consistent results for the B+ ! K+⌫⌫̄
branching fraction of [2.7± 0.5(stat)± 0.5(syst)] ⇥ 10�5 and

⇥
1.1+0.9

�0.8(stat)
+0.8
�0.5(syst)

⇤
⇥ 10�5, re-

spectively. Combining the results, we determine the branching fraction of the decay B+ ! K+⌫⌫̄
to be

⇥
2.3± 0.5(stat)+0.5

�0.4(syst)
⇤
⇥ 10�5, providing the first evidence for this decay at 3.5 standard

deviations. The combined result is 2.7 standard deviations above the standard model expectation.

I. INTRODUCTION

Flavor-changing neutral-current transitions, such as
b ! s⌫⌫̄ and b ! s``, where ` represents a charged lep-
ton, are suppressed in the standard model (SM) of parti-
cle physics, because of the Glashow–Iliopoulos–Maiani
mechanism [1]. These transitions can only occur at
higher orders in SM perturbation theory through weak-
interaction amplitudes that involve the exchange of at
least two gauge bosons. Rate predictions for b ! s``

have significant theoretical uncertainties from the break-
down of factorization due to photon exchange [2]. This
process does not contribute to b ! s⌫⌫̄, so the corre-
sponding rate predictions are relatively precise.

The b ! s⌫⌫̄ transition provides the leading ampli-
tudes for the B

+ ! K
+
⌫⌫̄ decay in the SM, as shown in

Fig. 1. The SM branching fraction of the B
+ ! K

+
⌫⌫̄

decay [3] is predicted in Ref. [4] to be

B(B+ ! K
+
⌫⌫̄) = (5.58 ± 0.37) ⇥ 10�6

, (1)

including a contribution of (0.61 ± 0.06) ⇥ 10�6 from
the long-distance double-charged-current B

+ ! ⌧
+(!

K
+
⌫̄)⌫ decay. The B

+ ! K
+
⌫⌫̄ decay rate can be signif-

icantly modified in models that predict non-SM particles,
such as leptoquarks [5]. In addition, the B

+ meson could
decay into a kaon and an undetectable particle, such as
an axion [6] or a dark-sector mediator [7].

In all analyses reported to date [8–13], no evidence for
a signal has been found, and the current experimental
upper limit on the branching fraction is 1.6⇥10�5 at the
90% confidence level [14]. The study of the B

+ ! K
+
⌫⌫̄

decay is experimentally challenging as the final state con-
tains two neutrinos that are not reconstructed. This pre-
vents the full reconstruction of the kinematic properties

b s

⌫

⌫

u u

u, c, t

W
+

Z
0

b s

⌫ ⌫

u u

u, c, t

`
+

W
+

W
�

a) b)

b

u ⌫⌧

⌧
+

⌫⌧

W
+

s

u

W
+

c)

FIG. 1. Lowest-order quark-level diagrams for the B+ !
K+⌫⌫̄ decay in the SM are either of the penguin (a), or box
type (b): examples are shown. The long-distance double-
charged-current diagram (c) arising at tree level in the SM
also contributes to the B+ ! K+⌫⌫̄ decay.

of the decay, hindering the di↵erentiation of signal dis-
tributions from background.

In this study the signal B meson is produced in the
e
+
e
� ! ⌥ (4S) ! B

+
B

� process. The at-threshold pro-
duction of BB pairs helps to mitigate the limitations due
to the unconstrained kinematics, as the partner B meson
can be used to infer the presence and properties of the
signal B. An inclusive tagging analysis method (ITA)
exploiting inclusive properties from the B-meson pair-
produced along with the signal B, is applied to the en-
tire Belle II data set currently available, superseding the
results of Ref. [13], where this method was first used. In
addition, an auxiliary analysis using the well-established

d̄

d̄

γ,
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  Analysis strategyb → dℓ+ℓ−

• BDT trained to suppress dominant  background: 


- Trained separately for each decay channel and optimized using Punzi’s FOM. 


• Suppression of peaking  backgrounds:


-  and  mass veto;


- Photon conversions and  decays suppressed with .


• Control channel  used to calibrate signal:

e+e− → qq̄

B

J/ψ ψ(2S)

π0
Dalitz q2

ee > 0.045 GeV2

B → J/ψ(ℓ+ℓ−)π

Measured  consistent within PDG uncertaintyℬ
B0 → J/ψ(μ+μ−)π0

Belle preliminary

B+ → J/ψ(μ+μ−)π+

Belle preliminary

Peaking background 
from B+ → J/ψK+ channel Nsig " (%) B PDG B

B0
! J/ (µµ)⇡0 152± 14 20.35 (0.975± 0.090)⇥ 10

�6
0.990⇥ 10

�6

B0
! J/ (ee)⇡0 101± 11 12.09 (1.091± 0.119)⇥ 10

�6
0.991⇥ 10

�6

B+
! J/ (µµ)⇡+ 612± 30 32.04 (2.397± 0.118)⇥ 10

�6
2.337⇥ 10

�6

B+
! J/ (ee)⇡+ 295± 24 17.34 (2.140± 0.174)⇥ 10

�6
2.340⇥ 10

�6

TABLE XIV: Data branching fraction results for B0
! J/ (``)⇡0.
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FIG. 56: Variation of fudge factor (left) and mean shift (right) for Mbc (top) and �E

(bottom) with stream number for B0
! J/ (``)⇡0 decay. The blue and red legends

represent MC and data, respectively.
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  Resultsb → dℓ+ℓ−

• 2D fit to  &  to extract signal yield.


• World’s best limits for all 
channels: . 

ΔE Mbc

b → dℓ+ℓ−

ℬ < (3.8 − 47) × 10−8
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TABLE I. BUL for b ! de+e�, b ! dµ+µ�, and b ! d`+`� decays. The columns correspond to the decay channel, the signal
yield (Nsig), the signal yield in the upper limit (NUL

sig ), the data-MC di↵erence corrected signal MC e�ciency ("), the branching
fraction 90% CL upper limits (BUL), and the branching ratio (B).

Nsig BUL (10�8) B (10�8)

B0 ! ⌘`+`� 0.5+1.0
�0.8 < 4.8 1.3+2.8

�2.2 ± 0.1
B0 ! ⌘e+e� 0.0+1.4

�1.0 < 10.5 0.0+4.9
�3.4 ± 0.1

B0 ! ⌘µ+µ� 0.8+1.5
�1.1 < 9.4 1.9+3.4

�2.5 ± 0.2

B+ ! ⇡+e+e� 0.1+2.5
�1.6 < 5.4 0.1+2.7

�1.8 ± 0.1

B0 ! ⇡0`+`� �1.8+1.6
�1.1 < 3.8 � 2.3+2.1

�1.5 ± 0.2
B0 ! ⇡0e+e� �2.9+1.8

�1.4 < 7.9 � 5.8+3.6
�2.8 ± 0.5

B0 ! ⇡0µ+µ� �0.5+3.6
�2.7 < 5.9 � 0.4+3.5

�2.6 ± 0.1

TABLE II. BUL for b ! de+e�, b ! dµ+µ�, and b ! d`+`� decays. The columns correspond to the decay channel, the signal
yield (Nsig), the signal yield in the upper limit (NUL

sig ), the data-MC di↵erence corrected signal MC e�ciency ("), the branching
fraction 90% CL upper limits (BUL), and the branching ratio (B).

Nsig BUL (10�8) B (10�8)

B0 ! !e+e� �0.3+3.2
�2.5 < 30.7 � 2.1+26.5

�20.8 ± 0.2
B0 ! !µ+µ� 1.7+2.3

�1.6 < 24.9 7.7+10.8
� 7.5 ± 0.6

B0 ! !`+`� 1.0+1.8
�1.3 < 22.0 6.4+10.7

� 7.8 ± 0.5

B0 ! ⇢0e+e� 5.6+3.5
�2.7 < 45.5 23.6+14.6

�11.2 ± 1.1

B+ ! ⇢+e+e� �4.4+2.3
�2.0 < 46.7 �38.2+24.5

�17.2 ± 3.4
B+ ! ⇢+µ+µ� 3.0+4.0

�3.0 < 38.1 13.0+17.5
�13.3 ± 1.1

B+ ! ⇢+`+`� 0.4+2.3
�1.8 < 18.9 2.5+14.6

�11.8 ± 0.2

Belle preliminary Belle preliminary

Belle preliminary Belle preliminary

Belle preliminary Belle preliminary

Statistically limited 
but consistent with 

 
from LHCb
B+ → π+μ+μ−
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  Resultsb → dℓ+ℓ− ωℓℓ

ρ0ee

ρ+ℓℓ

Mbc ≡ (Ec.m.
beam)2 − (pc.m.

B0 )2 ΔE ≡ Ec.m.
B0 − Ec.m.

beam

Belle preliminary Belle preliminary

Belle preliminary Belle preliminary

Belle preliminary Belle preliminary

‣ Additional information provided with first 
measurements of neutral and electron 
final states. 

‣ Approaching SM values. 

‣ No sign of lepton non-universality.

• World’s first limits for , , 
and .

ωℓ+ℓ− ρ+ℓ+ℓ−

ρ0e+e−

2

TABLE I. BUL for b ! de+e�, b ! dµ+µ�, and b ! d`+`� decays. The columns correspond to the decay channel, the signal
yield (Nsig), the signal yield in the upper limit (NUL

sig ), the data-MC di↵erence corrected signal MC e�ciency ("), the branching
fraction 90% CL upper limits (BUL), and the branching ratio (B).

Nsig BUL (10�8) B (10�8)

B0 ! ⌘`+`� 0.5+1.0
�0.8 < 4.8 1.3+2.8

�2.2 ± 0.1
B0 ! ⌘e+e� 0.0+1.4

�1.0 < 10.5 0.0+4.9
�3.4 ± 0.1

B0 ! ⌘µ+µ� 0.8+1.5
�1.1 < 9.4 1.9+3.4

�2.5 ± 0.2

B+ ! ⇡+e+e� 0.1+2.5
�1.6 < 5.4 0.1+2.7

�1.8 ± 0.1

B0 ! ⇡0`+`� �1.8+1.6
�1.1 < 3.8 � 2.3+2.1

�1.5 ± 0.2
B0 ! ⇡0e+e� �2.9+1.8

�1.4 < 7.9 � 5.8+3.6
�2.8 ± 0.5

B0 ! ⇡0µ+µ� �0.5+3.6
�2.7 < 5.9 � 0.4+3.5

�2.6 ± 0.1

TABLE II. BUL for b ! de+e�, b ! dµ+µ�, and b ! d`+`� decays. The columns correspond to the decay channel, the signal
yield (Nsig), the signal yield in the upper limit (NUL

sig ), the data-MC di↵erence corrected signal MC e�ciency ("), the branching
fraction 90% CL upper limits (BUL), and the branching ratio (B).

Nsig BUL (10�8) B (10�8)

B0 ! !`+`� 1.0+1.8
�1.3 < 22.0 6.4+10.7

� 7.8 ± 0.5
B0 ! !e+e� �0.3+3.2

�2.5 < 30.7 � 2.1+26.5
�20.8 ± 0.2

B0 ! !µ+µ� 1.7+2.3
�1.6 < 24.9 7.7+10.8

� 7.5 ± 0.6

B0 ! ⇢0e+e� 5.6+3.5
�2.7 < 45.5 23.6+14.6

�11.2 ± 1.1

B+ ! ⇢+`+`� 0.4+2.3
�1.8 < 18.9 2.5+14.6

�11.8 ± 0.2
B+ ! ⇢+e+e� �4.4+2.3

�2.0 < 46.7 �38.2+24.5
�17.2 ± 3.4

B+ ! ⇢+µ+µ� 3.0+4.0
�3.0 < 38.1 13.0+17.5

�13.3 ± 1.1

Statistically limited 
but consistent with 
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Measurement of B → K*γ

15

• The first radiative penguin decay. Now a precision measurement.


• SM  predictions have large uncertainties (30%) related to form factors.


• CP and isospin asymmetries are theoretically clean due to cancelation of 
form factor uncertainties. 


• SM prediction of  is small (~1%) and those for  range from 2-8% 
with an uncertainty ~2%.


• Belle observed evidence of isospin violation at .

𝓑

ACP Δ0+

3.1σ

BELLE
362 fb−1
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1 Introduction20

The radiative decay B ! K⇤(892)� is forbidden at tree level [1] in the standard model

(SM). The leading-order transitions proceed via a one-loop b ! s� diagram. Extensions

of the SM predict new particles that can contribute to the loop, potentially altering the

branching fraction as well as other observables from their SM predictions, making the

decay an excellent probe for such models [2, 3]. Such observables include the CP violation

asymmetry

ACP =
�(B ! K

⇤
�)� �(B ! K⇤�)

�(B ! K
⇤
�) + �(B ! K⇤�)

and isospin asymmetry

�0+ =
�(B0 ! K⇤0�)� �(B+ ! K⇤+�)

�(B0 ! K⇤0�) + �(B+ ! K⇤+�)
,

where � denotes the decay width of the process in parenthesis.21

The SM prediction of the branching fraction su↵ers from large uncertainties related22

to form factors [4, 5]. In contrast, observables like ACP and �0+ are robust due to the23

cancellation of these form factors and some experimental systematics in the relevant ra-24

tios [6, 7]. Notably, the recent measurement by the Belle experiment [8], with a dataset25

of 771⇥106 BB events, indicated isospin violation at a significance level of 3.1 standard26

deviations. Prior to this, the CLEO [9] and BaBar [10] collaborations had undertaken27

analogous investigations. The current study presents results pertaining to branching frac-28

tions, CP asymmetry, and isospin asymmetry for B ! K⇤� decays using e+e� collision29
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FIG. 2. The K'p mass distributions for B ~ K* p; B
K p, K* ~Ksvr; andB ~K' p, K ~K

candidates.

1nE

FIG. 3. The lnZ, distributions for 10000 "experiments" of
8 events each, drawn from B —+ K* p Monte Carlo (right
curve) or continuum Monte Carlo (left curve) simulations.
The value for the 8 B + K* p candidate events is indicated
by an arrow.

of LE and MK-~, so the amount of background in the
signal region of the on-resonance data can be reliably esti-
mated by scaling the events observed in sideband regions
by an appropriate factor. For B ~ K* p the sideband
was chosen to be [AE[ & 280 MeV and M~.~ ) 5.2 GeV,
excluding [AE~ & 100 MeV and M~.~ ) 5.274 GeV (the
signal region plus a narrow boundary in ~EE~). The rel-
ative population of the sideband and signal regions de-
pends on the momentum distributions of the photon and
two charged particles making up the K*p candidate, and
on their transverse momentum distributions relative to a
common axis. Using Monte Carlo tuned to match the oK-
resonance data we determined the population ratio to be
25.4:1 with an error of 6 8%. For the actual background
determination, we counted events in the sideband regions
of the on- and ofF-resonance data samples, and the signal
region of the off-resonance sample, and scaled the total of
41 events by a factor of 37.6 [12] to obtain a background
estimate of 1.1 + 0.2. The binomial probability [13] that
8 + 41 events in signal plus sideband regions would dis-
tribute themselves such that 8 or more were in the signal
region, given that the intrinsic relative populations are
1:37.6, is 3.5 F10
For B —& K* p, we looked for K* candidates in

both the Ks7r and the K 7r modes. A K& ~+~
decay is required to have a vertex more than 5 mm from
the beam axis, a good y for the vertex G.t, and a 7r+7r
mass within 10 MeV (2cr) of the K& mass. The vr 's are
selected from pairs of photons with an invariant mass
within 15 MeV (2.5cr) of the ao mass. The photons are
selected from showers in the calorimeter that are not
matched to charged tracks, have shower shapes consis-
tent with isolated photons, and have energies above 30
(50) MeV in the barrel (end-cap) regions. Other cuts
[14] are similar to those described for Bo ~ K*op. The
K* p mass distributions for the two modes are shown in
Fig. 2, and the numbers of signal events and estimated
backgrounds are given in Table I. The combined proba-
bility of both K* results being Buctuations is 7.0 x 10
We obtain additional evidence that the signal events

are not all continuum background by examining the dis-
tributions inside the cuts of the variables MK.~, AE,
cos 0~, cos 8~, MK, R2, and cos 0th, . We do this with
a likelihood ratio test [15],which reduces the information
contained in several variables to a single number. In I ig.
3 we show the distribution in log likelihood ratio (ln l:) for
two groups of 10000 simulated experiments, one draw-
ing 8 events from a sample of Monte Carlo B ~ K* p
events, the other drawing from a sample of Monte Carlo

Signal events
Sideband events
Sideband scale factor
Sideband background
Binomial probability
Residual BBbackground
EfBciency
Branching ratio

B
K* Ks~

2
2
40

0.05+0.03
3,7x10
0.01+0.01
(2.0+0.3)%

(5.7+3.

TABLE I. Summary of results for B ~ K*p.
B ~K* pK* K+vr

8
41
37.6

1,1+0.2
3.5x 10
0.30+0.15
(11.9+1.8)%

(4.0+1.7+0.8) x 10

~ K'
K*- K-7r'

3
10
12

0.8+0.3
7.3x 10
0.10+0.05
(3.1+0.5)%

1+1.1)x 10
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6 Observables214

The branching fraction of the B0 ! K⇤0[K0
S⇡

0]� channel is calculated with the signal yield215

obtained from the fit. It is evaluated using the relation:216

B =
NB0!K⇤0[K0

S⇡
0]�

2⇥NBB ⇥ f00 ⇥ ✏
, (6.1)

where ✏ is the signal selection e�ciency for B0 ! K⇤0[K0
S⇡

0]� mode, NBB is the number217

of BB events, and f00 is the branching fraction of ⌥(4S) to neutral BB pairs. Except for218

the B0 ! K⇤0[K0
S⇡

0]� channel, other decays involve a charged hadron in the final state,219

enabling the tagging of the flavor of the B meson. For these channels, two distinct data220

samples are prepared, one for B events and the other for B events, based on the charge221

of the final-state hadron. Note that the charge of kaon determines the B-meson flavor222

in B0 ! K⇤0[K+⇡�]�. The branching fraction and ACP for these decays are determined223

through a simultaneous fit to the B and B data samples as224

B =
NB/✏B +NB/✏B

2⇥NBB ⇥ f±(f00)
, (6.2)

225

ACP =
NB/✏B �NB/✏B
NB/✏B +NB/✏B

, (6.3)

where ✏B (✏B) is the signal selection e�ciency of a given B ! K⇤� channel for B (B)226

sample, NB (NB) is the corresponding signal yield from B (B) sample, NBB is the number227

of BB pairs, and f± (f00) is the branching fraction of ⌥(4S) to charged (neutral) BB228

pairs. The B0 ! K⇤0[K0
S⇡

0]� channel has a final state which is devoid of any primary229

track that can be used to tag the parent B. Hence, we can not obtain the ACP with the230

aforementioned procedure. For such case, a tagging approach is required where we tag the231

flavor of tag-side B meson to measure the ACP . Such a study is beyond the scope of the232

paper.233

The combined branching fractions and CP asymmetries for charged and neutral chan-234

nels are obtained by using standard combination procedures [30, 31], taking into account235

the necessary correlations among various sources of uncertainty. The isospin asymmetry236

�0+ and the di↵erence in CP asymmetry between neutral and charged B ! K⇤� channels237

�ACP are calculated from the relations238

�0+ =
(⌧+/⌧0)⇥ B(B0 ! K⇤0�)� B(B+ ! K⇤+�)

(⌧+/⌧0)⇥ B(B0 ! K⇤0�) + B(B+ ! K⇤+�)
, (6.4)

239

�ACP = ACP (B
0 ! K⇤0�)�ACP (B

+ ! K⇤+�), (6.5)

where ⌧+ and ⌧0 are the lifetime of B+ and B0 meson respectively. The values of f±, f00
240

are calculated combining results from [32, 33], and ⌧+/⌧0 are taken from world average [34].241

The results of the measurement are provided in Table 1.242

– 9 –

In addition to , 
targets include:

ℬ
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• Reconstruct . 

• Classifiers to reject boosted photons from asymmetric 
 and  decays, and continuum events.


• Fit to  and  to extract yields.

K* → K+π−, K0
Sπ0, K+π0, K0

Sπ+

π0 → γγ η → γγ

Mbc ΔE

  Analysis strategyB → K*γ

See Niharika Rout’s talk on 
Hadronic B Decays at Belle 
and Belle II for details

• Studied using  decays:


‣ Kinematic region of the signal well covered.


‣ Determine systematic error (1.4%) in bins of  flight 
length for signal range of .

D+ → K0
Sπ+

K0
S

p ∈ (0.5,3.1) [GeV/c]

Table XL. Selection criteria for D+ sample.

Particle Selection Criteria

⇡± dr < 0.5, |dz| < 2 cm, pT > 0.1 GeV/c, E > 0.1 GeV/c2, p < 5.5 GeV/c and P(⇡/K) > 0.6

K0
S mergedKshorts with goodBelleKshort flag, 488 < M⇡+⇡� < 508 MeV/c2 (±3�

interval)

D+ 1.85 < MK0
S⇡

+ < 1.89 GeV/c2, treefit (ip constraint) �2 > 0.001, p⇤(D+) > 2.5 GeV/c
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S for signal and control mode using MC. The

histograms are normalized to unit are for the shape comparison.
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th bin. The yield ofD+ events in bins1040
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S flight length and the normalized quantities ✏iMC (✏iData) are tabulated in Table 20 20.7.1041

Next, we calculate the double ratio R = ✏
i
Data/✏
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MC for each bin and propagate the relevant1042
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the statistical contribution coming from the number of events in i
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and systematics:
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  ResultsB → K*γ
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We report new measurements of the decays Bþ ! !þ", B0 ! !0", and B0 ! !" using a data sample

of 657" 106 B meson pairs accumulated with the Belle detector at the KEKB eþe# collider. We measure

branching fractions BðBþ ! !þ"Þ ¼ ð8:7þ2:9þ0:9
#2:7#1:1Þ " 10#7, BðB0 ! !0"Þ ¼ ð7:8þ1:7þ0:9

#1:6#1:0Þ " 10#7, and

BðB0 ! !"Þ ¼ ð4:0þ1:9
#1:7 ' 1:3Þ " 10#7. We also report the isospin asymmetry !ð!"Þ ¼ #0:48þ0:21þ0:08

#0:19#0:09

and the first measurement of the direct CP-violating asymmetry ACPðBþ ! !þ"Þ ¼ #0:11' 0:32'
0:09, where the first and second errors are statistical and systematic, respectively.

DOI: 10.1103/PhysRevLett.101.111801 PACS numbers: 13.20.He, 11.30.Er, 14.40.Nd, 14.65.Fy

The b ! d" process, which proceeds via a loop diagram
[Fig. 1(a)] in the standard model (SM), provides a valuable
tool to search for physics beyond the SM, since the loop
diagram may also involve virtual heavy non-SM particles
[1]. The process has been observed in the exclusive modes
B ! !" and B ! !" by Belle [2] and BABAR [3].
Branching fractions for these modes have been used to
constrain the ratio of Cabibbo-Kobayashi-Maskawa
(CKM) matrix elements [4] jVtd=Vtsj; a non-SM effect
may be observed as a deviation of jVtd=Vtsj from the
expectation based on measurements of other CKM matrix
elements and unitarity of the matrix [5]. An additional
contribution from an annihilation diagram [Fig. 1(b)]
may induce a direct CP-violating asymmetry in Bþ !
!þ" and an isospin asymmetry between B ! !" modes;
the latter can be used to constrain the CKM unitarity
triangle angle #3 [6]. These quantities are also sensitive
to physics beyond the SM [7]. In this Letter, we report new
measurements of the B ! !" and B ! !" processes us-
ing a data sample of ð657' 9Þ " 106 B meson pairs accu-
mulated at the"ð4SÞ resonance. With a data sample almost
twice as large and an improved analysis procedure, these
results supersede those in [2].

The data are obtained in eþe# annihilation at the KEKB
energy-asymmetric (3.5 on 8 GeV) collider [8] and col-
lected with the Belle detector [9]. The Belle detector
includes a silicon vertex detector (SVD), a central drift

chamber (CDC), aerogel threshold Cherenkov counters
(ACC), time-of-flight (TOF) scintillation counters, and an
electromagnetic calorimeter (ECL) comprised of CsI(Tl)
crystals located inside a 1.5 T superconducting solenoid
coil. An iron flux return located outside of the coil is
instrumented to identify K0

L and muons.
We reconstruct three signal modes Bþ ! !þ", B0 !

!0", and B0 ! !" and two control samples Bþ ! K(þ"
and B0 ! K(0". Charge-conjugate modes are implicitly
included unless otherwise stated. The following decay
modes are used to reconstruct the intermediate states:
!þ ! $þ$0, !0 ! $þ$#, ! ! $þ$#$0, K(þ !
Kþ$0, K(0 ! Kþ$#, and $0 ! "".
Photon candidates are reconstructed from ECL energy

clusters having a photonlike shape and no associated
charged track. A photon with an "ð4SÞ center-of-mass
(c.m.) energy (E(

") in the range ½1:8; 3:4* GeV is selected

b

b d

t

(a) loop diagram

dγγ
(b) annihilation diagram

uuVtb V *td udVub
W

WV *

FIG. 1. (a) Loop diagram for b ! d" and (b) annihilation
diagram, which contributes only to Bþ ! !þ".
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 (only)ρ+

Measurement of branching fractions, CP asymmetry, and isospin asymmetry for1

B → ργ decays using Belle and Belle II data2

The Belle and Belle II collaborations3

(Dated: February 13, 2024)4

We present measurements of B+ → ρ+γ and B0 → ρ0γ properties using a combined data sample
of 772 × 106 BB pairs collected by the Belle experiment and 387 × 106 BB pairs collected by the
Belle II experiment, both in e+e− collisions at the Υ(4S) resonance. After an optimized selection,
a simultaneous fit to the Belle and Belle II data sets yields 114 B+ → ρ+γ and 99 B0 → ρ0γ
decays. The resulting branching fractions are (13.1+2.0+1.3

−1.9−1.2) × 10−7 and (7.5 ± 1.3+1.0
−0.8) × 10−7 for

B+ → ρ+γ and B0 → ρ0γ decays, respectively. We also measure the isospin asymmetry AI(B →
ργ) = (10.9+11.2+7.8

−11.7−7.3)% and the direct CP asymmetry ACP(B
+ → ρ+γ) = (−8.2±15.2+1.6

−1.2)%, where
the first and second uncertainties are statistical and systematic, respectively.

I. INTRODUCTION5

Flavor-changing neutral-current (FCNC) processes are6

sensitive probes to search for physics beyond the stan-7

dard model (SM). These decays are forbidden at tree8

level, making them particularly sensitive to non-SM con-9

tributions, which could be significant compared to loop-10

level SM amplitudes. A non-SM physics search with ra-11

diative decays of B mesons, such as B → K∗γ and B →12

ργ, is particularly attractive since they are FCNC pro-13

cesses with SM contributions dominated by the b → s/dγ14

operator, which makes it easier to distinguish the non-SM15

physics contributions [1].16

The B → ργ decay involves a b → d transition at the17

quark level, and within the SM, has a branching fraction18

one order of magnitude smaller than radiative B decays19

involving b → s transitions. However, the B → ργ decay20

mode can be affected by non-SM physics that does not21

appear in b → s processes. Decays B → ργ have been ob-22

served by the Belle Collaboration [2, 3] using 657×106BB23

pairs, a 90% fraction of its full data set, and the BaBar24

Collaboration in its full data set of 465 × 106BB pairs.25

In the SM, the B → ργ CP-averaged isospin asymme-26

try is close to that of B → K∗γ and predicted to be27

A
SM
I = (5.2 ± 2.8)% [5]. Here the CP-averaged isospin28

asymmetry AI is defined as AI =
(
A0−

I +A0+
I

)
/2 with29

A0−
I =

c2ρΓ
(
B0 → ρ0γ

)
− Γ (B− → ρ−γ)

c2ρΓ
(
B0 → ρ0γ

)
+ Γ (B− → ρ−γ)

, (1)

where cρ =
√
2 is the isospin-symmetry factor and A0+

I30

is defined using CP-conjugated decay modes. On the31

experimental side, only the isospin asymmetry with CP-32

averaged branching fractions, AI, has been measured to33

date34

AI =
c2ρΓ(

(—)

B0 → ρ0γ)− Γ(B± → ρ±γ)

c2ρΓ(
(—)

B0 → ρ0γ) + Γ(B± → ρ±γ)

, (2)

which equals AI if the CP asymmetry35

ACP(B → ργ) =
Γ
(
B → ργ

)
− Γ (B → ργ)

Γ
(
B → ργ

)
+ Γ (B → ργ)

(3)

is the same for B+ → ρ+γ and B0 → ρ0γ decays. The36

current world average of isospin asymmetry measure-37

ments Aexp
I (ργ) = (30+16

−13)% [6] is about two standard38

deviations from the SM expectation.39

We report measurements of B → ργ properties by40

combining the Belle and Belle II samples. The sig-41

nal decay modes are B+ → ρ+
(
→ π0π+

)
γ and B0 →42

ρ0 (→ π+π−) γ [7]. We use the full data set correspond-43

ing to 711 fb−1 taken at the Υ(4S) resonance energy (on-44

resonance), containing (772 ± 11) × 106 BB pairs. We45

combine it with the 362 fb−1 Belle II data set collected be-46

tween the years 2019 and 2022, containing (387±6)×10647

BB pairs. We also use off-resonance energy data sets, col-48

lected at 60 MeV below the nominal center-of-mass (c.m.)49

energy, to examine the effect of continuum background50

(e+e− → qq where q = u, d, s, c). The off-resonance data51

samples correspond to 89.5 fb−1 and 42.3 fb−1 for Belle52

and Belle II, respectively.53

The paper is organized as follows. Section II introduces54

the Belle and Belle II detectors followed by the descrip-55

tion of the data and simulated samples. The particle se-56

lection and reconstruction of the decays are described in57

section III. The methods to suppress background events58

are presented in section IV. Section V explains the fit59

procedure to extract signal events. The systematic un-60

certainties are estimated in section VI. The results are61

provided in section VII and we conclude in section VIII.62

II. DETECTORS AND DATA SETS63

The Belle detector [8, 9] is a large-solid-angle spec-64

trometer that operated at the KEKB asymmetric-energy65

e+e− (3.5 GeV on 8.0 GeV) collider [10, 11]. The detec-66

tor consists of a silicon vertex detector and a central drift67

chamber for reconstructing trajectories of charged parti-68

cles (track), an array of aerogel Cherenkov counters and69

time-of-flight scintillation counters for identification of70

Targets:

• , , and the isospin asymmetry 
with CP-averaged ’s:
ℬ(B+,0 → ρ+,0γ) ACP

ℬ

 tension between WA 
and SM prediction
2σ AWA

I = (30+16
−13) % ASM

I = (5.2 ± 2.8) %
PRD 88, 094004 (2013)

Previous Belle result 
used  

PRL 101, 111801 (2008)

657 fb−1

Suppressed relative to  by .b → sγ
|Vtd |2

|Vts |2 ∼ 0.04

Full Belle & run 1 
Belle II datasets:
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  Analysis strategy B → ργ
•Challenge due to large backgrounds from continuum:  


•Driven by , where one  has 
asymmetrically large energy. 


•Train 2 MVA classifiers to veto  and to further 
reduce continuum.


π0(η) → γγ γ

π0/η

•Large background from  decays (  
mis-identified):


•For the  with the larger kaon 
identification is redefined as a .


• Include  as a fitting variable, along with  and 
, to extract the signal. 

B → K*γ K → π

ρ0 → π+π−, π
K

MKπ ΔE
Mbc

Ø MKp is defined as p+p-(0) mass by assuming one of p+ is kaon

Ø Useful to separate rg from K*g, more powerful than Mpp as a 
fitting variable

S. Watanuki (physics meeting)

8
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Belle simulation

Improved performance at Belle II 
with TOP and ARICH detectorsKEY-PERFORMANCES AT BELLE II

2024.02.21 - G. DE MARINO - LLWI’24 5

NEW

Belle II TDR, arXiv: 1011.0352

 ε ∼ 𝟫𝟢 %
π →μ ∼ 𝟩 %

𝖾 𝗜𝗗 μ 𝗜𝗗
 ε ∼ 𝟪𝟨 %

π →𝖾 ∼ 𝟢 . 𝟦 %

 ε ∼ 𝟫𝟢 %
π →𝖪 ∼ 𝟨 %

μID>0.9

eID>0.9

𝗞 𝗜𝗗

High photon efficiency  

Belle-like resolution on  mass

ε > 𝟫𝟢 % (𝗉 > 𝟣 . 𝟧 𝖦𝖾𝖵/c)
π𝟢

γ, e, π0

Hadron ID

Muon ID

Good kaon identification in full 
momentum range

Good lepton ID performance

𝖻→𝗌νν̄

𝖻→𝖽γ

𝖻→𝖽ℓ+ℓ−

𝖻→𝖽ℓ+ℓ−

γ, π𝟬

kaonID>0.5

High Kaon 
identification 
efficiency 
and low 

 fake 
rate in full 
momentum 
range

π → K
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  Results B → ργ
• World’s most precise measurements.


•  consistent with SM at .

•

AI 0.6σ

 

 

 

ℬ (B+ → ρ+γ) = (12.87+2.02+1.00
−1.92−1.17) × 10−7

ℬ (B0 → ρ0γ) = (7.45+1.33+1.00
−1.27−0.80) × 10−7

ACP (B+ → ρ+γ) = (−8.4+15.2+1.3
−15.3−1.4) %

AI (B → ργ) = (14.2+11.0+8.9
−11.7−9.1) %

PRD 107 L031102 (2023), PTEP 2022, 083C01 (2022)

Dominant systematics: 

• : Selection, peaking  yield


• : Peaking  


• : Uncertainty from  and lifetime ratio of  to . 

𝓑 K*γ
ACP BB̄ ACP

AI f+−/f00 B+ B0

MEASUREMENT OF B → ργ
𝐵→𝜌𝛾 in Belle (711 fb-1) and Belle II (362 fb-1) 

Challenges: small decay rate, background suppression 
• Exploit MVA classifiers to suppress photons from  

𝜋0 and 𝜂 decays and backgrounds from 𝑒+𝑒-→𝑞𝑞 ̅

• Extract results a simultaneous fit of 

- dipion mass 

- 𝜌𝛾 mass with 𝐵 energy replaced by beam energy 

- difference btwn expected and observed 𝐵 energy

Most precise measurement to date

NEW

6



Search for B0 → γγ

21

• Very rare decay with .


• Highly CKM suppressed relative to .


• Challenging due to  final state; large 

backgrounds.

ℬSM = (1.4+1.4
−0.8) × 10−8

Bs → γγ

2γ

Belle and Belle II DRAFT YY-NN
Intended for PRD (Letters)
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1

Search for the decay B0 ! �� using combined data of Belle and Belle II2

(The Belle and Belle II Collaboration)3

We report the result of a search for the rare decay B0 ! �� using the combined dataset of4

753 ⇥ 106 BB pairs collected by the Belle experiment and 387 ⇥ 106 BB pairs collected by the5

Belle II experiment at the ⌥(4S) resonance from the electron-positron collisions. We calculate the6

B(B0 ! ��) = (3.69± 2.11(stat.)± 0.67(syst.))⇥ 10�8 with a signal significance of 2.5�. Based on7

this result, we set a 90% confidence level upper limit of B(B0 ! ��) < 6.40⇥ 10�8.8

In the Standard Model (SM), the decay B0 ! �� pro-9

ceeds through a flavor-changing neutral current (FCNC)10

transition involving electroweak loop diagrams. In this11

process, there is no direct interaction between the b quark12

and the d quark. Instead, an e↵ective FCNC is induced13

by a “one-loop” or “penguin” diagram, where a quark14

emits and reabsorbs a W� gauge boson, leading to a fla-15

vor change. This process is illustrated in Figure 1, where16

the b quark undergoes a b ! (u, c, t) ! d transition.17

FIG. 1. Possible diagrams contributing to B0 ! �� at the
lowest order in the SM. The symbol q represents a u, c or t
quark. In some new physics scenarios, the W boson may be
replaced by a charged Higgs particle.

The transition from b ! d is suppressed compared to18

the b ! s transition of Bs ! �� decay by Cabbibo-19

Kobayashi-Maskawa (CKM) factors of |Vtd|2/|Vts|2 ⇠20

0.04. The prediction of the branching fraction (BF)21

for such decays is subject to uncertainties introduced22

by hadron dynamics, which may deviate the ratio from23

the CKM implied value [1]. The presence of a charged24

current mediated by the W� gauge boson provides an25

intriguing avenue for exploring new physics, as a siz-26

able enhancement of the BF is predicted in many new27

physics models [2, 3]. In particular, the W� boson de-28

picted in Figure 1 could be replaced with another charged29

particle, such as a charged Higgs boson. The theoret-30

ical prediction for the CP-average BF for B0 ! �� is31

1.434+1.351
�0.795⇥10�8 [4], including next-to-leading logarith-32

mic (NLL) and next-to-leading power (NLP) corrections.33

Therefore, it is crucial to perform a precise measurement34

of the BF to constrain various beyond the SM models35

[2, 3, 5].36

The best previous upper limit on the BF at 90% con-37

fidence level (CL) is B(B0 ! ��) < 3.2 ⇥ 10–7, set by38

the BABAR experiment [1] using a dataset recorded at39

the ⌥(4S) resonance with an integrated luminosity of40

426 fb–1. The Belle experiment set the upper limit of41

B(B0 ! ��) < 6.2⇥ 10�7 at 90% CL with an integrated42

luminosity of 104 fb�1 [6].43

We report herein a new search for the decay B0 ! ��44

utilizing a combined dataset from the Belle and Belle II45

experiments taken at the ⌥(4S) resonance energy. For46

Belle, we use the full dataset corresponding to 694 fb–147

containing (753 ± 10) ⇥ 106 BB pairs, while for Belle48

II we use 362 fb–1 of data collected between 2019 and49

2022, corresponding to (387 ± 6) ⇥ 106 BB pairs. The50

analysis does not distinguish between B0 and B0, and51

throughout this article, charge conjugation is implied for52

all reactions.53

The Belle detector is a large-solid-angle magnetic spec-54

trometer located at the interaction point of the KEKB55

e+e� collider using asymmetric energy beams (8.0 GeV56

e� and 3.5 GeV e+). The detector consists of a sili-57

con vertex detector, a 50-layer central drift chamber, an58

array of aerogel threshold Cherenkov counters, a barrel-59

like arrangement of time-of-flight scintillation counters,60

and an electromagnetic calorimeter comprised of CsI(Tl)61

crystals (ECL) located inside a super-conducting solenoid62

coil that provides a 1.5 T magnetic field. An iron flux-63

return located outside the coil is instrumented to detect64

K0
L mesons and to identify muons. The detector is de-65

scribed in detail elsewhere [7].66

The Belle II experiment [8] is located at SuperKEKB,67

which collides electrons and positrons at and near the68

⌥(4S) resonance [9]. The Belle II detector [8] has a cylin-69

drical geometry and includes a two-layer silicon-pixel de-70

tector surrounded by a four-layer double-sided silicon-71

strip detector [10] and a 56-layer central drift chamber.72

The central drift chamber is surrounded by two types73

of Cherenkov light detector systems: an azimuthal ar-74

ray of time-of-propagation detectors for the barrel re-75

gion and an aerogel ring-imaging Cherenkov detector for76

the forward endcap region. The Belle ECL is reused in77

Belle II along with the solenoid and the iron flux re-78

turn yoke. The z axis of the laboratory frame is defined79

as the solenoid axis, where the positive direction is ap-80

proximately that of the electron beam. This convention81

applies both to Belle and Belle II.82
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(The Belle and Belle II Collaboration)3

We report the result of a search for the rare decay B0 ! �� using the combined dataset of4

753 ⇥ 106 BB pairs collected by the Belle experiment and 387 ⇥ 106 BB pairs collected by the5

Belle II experiment at the ⌥(4S) resonance from the electron-positron collisions. We calculate the6

B(B0 ! ��) = (3.69± 2.11(stat.)± 0.67(syst.))⇥ 10�8 with a signal significance of 2.5�. Based on7

this result, we set a 90% confidence level upper limit of B(B0 ! ��) < 6.40⇥ 10�8.8

In the Standard Model (SM), the decay B0 ! �� pro-9

ceeds through a flavor-changing neutral current (FCNC)10

transition involving electroweak loop diagrams. In this11

process, there is no direct interaction between the b quark12

and the d quark. Instead, an e↵ective FCNC is induced13

by a “one-loop” or “penguin” diagram, where a quark14

emits and reabsorbs a W� gauge boson, leading to a fla-15

vor change. This process is illustrated in Figure 1, where16

the b quark undergoes a b ! (u, c, t) ! d transition.17

FIG. 1. Possible diagrams contributing to B0 ! �� at the
lowest order in the SM. The symbol q represents a u, c or t
quark. In some new physics scenarios, the W boson may be
replaced by a charged Higgs particle.

The transition from b ! d is suppressed compared to18

the b ! s transition of Bs ! �� decay by Cabbibo-19

Kobayashi-Maskawa (CKM) factors of |Vtd|2/|Vts|2 ⇠20

0.04. The prediction of the branching fraction (BF)21

for such decays is subject to uncertainties introduced22

by hadron dynamics, which may deviate the ratio from23

the CKM implied value [1]. The presence of a charged24

current mediated by the W� gauge boson provides an25

intriguing avenue for exploring new physics, as a siz-26

able enhancement of the BF is predicted in many new27

physics models [2, 3]. In particular, the W� boson de-28

picted in Figure 1 could be replaced with another charged29

particle, such as a charged Higgs boson. The theoret-30

ical prediction for the CP-average BF for B0 ! �� is31

1.434+1.351
�0.795⇥10�8 [4], including next-to-leading logarith-32

mic (NLL) and next-to-leading power (NLP) corrections.33

Therefore, it is crucial to perform a precise measurement34

of the BF to constrain various beyond the SM models35

[2, 3, 5].36

The best previous upper limit on the BF at 90% con-37

fidence level (CL) is B(B0 ! ��) < 3.2 ⇥ 10–7, set by38

the BABAR experiment [1] using a dataset recorded at39

the ⌥(4S) resonance with an integrated luminosity of40

426 fb–1. The Belle experiment set the upper limit of41

B(B0 ! ��) < 6.2⇥ 10�7 at 90% CL with an integrated42

luminosity of 104 fb�1 [6].43

We report herein a new search for the decay B0 ! ��44

utilizing a combined dataset from the Belle and Belle II45

experiments taken at the ⌥(4S) resonance energy. For46

Belle, we use the full dataset corresponding to 694 fb–147

containing (753 ± 10) ⇥ 106 BB pairs, while for Belle48

II we use 362 fb–1 of data collected between 2019 and49

2022, corresponding to (387 ± 6) ⇥ 106 BB pairs. The50

analysis does not distinguish between B0 and B0, and51

throughout this article, charge conjugation is implied for52

all reactions.53

The Belle detector is a large-solid-angle magnetic spec-54

trometer located at the interaction point of the KEKB55

e+e� collider using asymmetric energy beams (8.0 GeV56

e� and 3.5 GeV e+). The detector consists of a sili-57

con vertex detector, a 50-layer central drift chamber, an58

array of aerogel threshold Cherenkov counters, a barrel-59

like arrangement of time-of-flight scintillation counters,60

and an electromagnetic calorimeter comprised of CsI(Tl)61

crystals (ECL) located inside a super-conducting solenoid62

coil that provides a 1.5 T magnetic field. An iron flux-63

return located outside the coil is instrumented to detect64

K0
L mesons and to identify muons. The detector is de-65

scribed in detail elsewhere [7].66

The Belle II experiment [8] is located at SuperKEKB,67

which collides electrons and positrons at and near the68

⌥(4S) resonance [9]. The Belle II detector [8] has a cylin-69

drical geometry and includes a two-layer silicon-pixel de-70

tector surrounded by a four-layer double-sided silicon-71

strip detector [10] and a 56-layer central drift chamber.72

The central drift chamber is surrounded by two types73

of Cherenkov light detector systems: an azimuthal ar-74

ray of time-of-propagation detectors for the barrel re-75

gion and an aerogel ring-imaging Cherenkov detector for76

the forward endcap region. The Belle ECL is reused in77

Belle II along with the solenoid and the iron flux re-78

turn yoke. The z axis of the laboratory frame is defined79

as the solenoid axis, where the positive direction is ap-80

proximately that of the electron beam. This convention81

applies both to Belle and Belle II.82

BELLE

Previous searches Limits

< 3.9 × 10−5

< 6.2 × 10−7

< 3.2 × 10−7

L3 (73 pb−1)

BaBar (426 fb−1)
Belle (104 fb−1)

694 fb−1 362 fb−1

JHEP 12, 169 (2020)

New for 
Moriond 24

Full Belle & run 1 
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  Analysis strategy B0 → γγ
•Signal reconstructed from 2 highly energetic photons with 

.


•Peaking background in  from combinations of back-to-back off-
time photons  suppressed using photon timing cuts. 

•Veto candidates from asymmetric  and  decays.

Eγ ∈ (1.4, 3.4) GeV

Mbc
→

π0 η

5 Event Selection

Based on the set of ⌥(4S) candidates reconstructed as described in Section 4, a reduced
data set for the analysis of the ratios R(D(⇤)) discussed in this text has to be selected.
This selection is tailored to improve the signal-to-noise ratio and reduce the number of
candidates to one per surviving event. Similar selection criteria are applied for the data
sets dedicated to the other analyses mentioned at the beginning of Section 4.
The first step in this selection process is independent of the specific analysis and aims to
reduce the common continuum background. For this purpose a multivariate classifier is
used. The preparation and validation of this continuum suppression classifier is elaborated
on in Section 5.1. The general concept of the best candidate selection employed for the
described analyses is introduced in Section 5.2. The subsequent Section 5.3 goes into the
details of the selection process applied for the R(D(⇤)) measurement. In addition to the
main selection for this measurement, the production of sideband samples for validation
purposes is explained as well.

5.1 Continuum Suppression

To reduce the contribution of continuum background originating from e+e�! qq processes
— where q = u, d, s, c — a dedicated multivariate classifier is utilized. For this purpose,
the FastBDT boosted decision tree implementation [53] is used. The BDT is trained
to distinguish the jet-like signature of e+e�! qq continuum events from the spherical
signature of BB events. These di↵erences in the event shapes, which shall be exploited by
the classifier, are visible in the center-of-mass reference frame in which the B mesons are
produced almost at rest. Hence, there is no preferred direction for the decay products of
a B meson decay, resulting in an isotropic, spherical distribution of the decay products.
The light quarks produced in continuum events on the other hand, do have a high velocity
resulting in a common preferential direction for the products of the hadronization as
illustrated in Figure 5.1.

q

q

p
q
⇡ 5GeV

e+e�! qq with q = u, d, s, c

B B

p
B
⇡ 0.3GeV

e+e�! ⌥(4S)! BB

Figure 5.1: Illustration of the di↵erence in the event signatures of continuum background
events on the left and BB events on the right in the center-of-mass reference frame. Due
to the high amount of energy available for the light quarks q = u, d, s, c produced
in e+e� ! qq events, the produced particles exhibit a jet-like signature. These back-
to-back jets can be distinguished from the spherical appearance of B meson decays of
e+e�! ⌥(4S)! BB events. Adapted from [54].

A common set of observables is used as input features for the continuum suppression
BDT. This collection of observables combines the knowledge of many experimental par-
ticle physics collaboration facing similar challenges when describing the shapes of whole

49

•Dominant (90%) background contamination from . 


•Event shape variables used in a BDT for discrimination.

e+e− → qq̄

FIG. 35: The mean signal yield uncertainty (blue) from ToyMCs as a function of
continuum suppression output

5.3.3. Transformation of BDT Output467

The output obtained from the FastBDT classifier (CBDT) tends to peak at 1 for signal-468

like events and 0 for background-like events, as shown in Figure 33 in subsection 5.3.1.469

It is di�cult to model the FastBDT output distribution with a simple analytic function.470

Thus to improve the modeling, we apply the cut on the BDT output(CBDT)> 0.45 and then471

transform it using the µ� transformation (probability integral transformation) [18], where472

the signal shape is flat and the background shape is exponential, as shown in Figure 36.473

FIG. 36: Transformed FBDT output for signal and background in log scale.

36

C′ BDT

B0 → γγ
e+e− → qq̄

Belle II simulation➡ Probability integral transformation: 

Significant improvement in 
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  Results B0 → γγ
• Simultaneous 3D unbinned ML fit to ,  

and .


‣ Combined signal yield .


‣  significance. 

Mbc ΔE
C′ BDT

= 11.0+6.5
−5.5

2.5σ
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TABLE II. Summary of systematic uncertainties on signal
e�ciencies.

Source Belle (%) Belle II (%)

Photon Detection E�ciency 4.0 2.7
Reconstruction E�ciency (✏rec) 0.6 0.5
Number of BB 1.3 1.5
f00 2.5 2.5
CBDT requirement 0.4 0.9
⇡0/⌘ veto 0.3 0.4
Timing requirement e�ciency 2.8 �
Total (sum in quadrature) 5.7 4.1

where Nfit
sig represents the signal yield obtained from the342

fit, NBB = (753 ± 10) ⇥ 106 and (387 ± 6) ⇥ 106 is the343

number of BB̄ pairs at the ⌥(4S) resonance for Belle344

and Belle II, ✏rec = 23.3% and 30.8% represents the sig-345

nal reconstruction e�ciency for Belle and Belle II, and346

f00 = (48.4 ± 1.2)%. We have measured the branching347

fraction for Belle and Belle II to be (5.4+3.3
�2.6±0.5)⇥10�8

348

and (1.7+3.7
�2.4±0.3)⇥10�8, respectively. The combined fit349

yields a branching fraction of (3.7+2.2
�1.8±0.7)⇥10�8. The350

first uncertainty is statistical while the second is system-351

atic.352

As no significant signal yield is observed, we calcu-353

late an upper limit on the branching fraction using a354

Bayesian approach. The UL on the branching fraction355

is determined by integrating the likelihood function ob-356

tained from the maximum likelihood fit procedure, cov-357

ering 0% to 90% of the area under the likelihood curve.358

The procedure includes the systematic uncertainties on359

the signal yield by convoluting the original likelihood360

curve with a Gaussian function of width equal to the361

total uncertainties on signal yield. The modified ratio362

is then re-convoluted with a Gaussian function of width363

proportional to the signals, where the total systematic on364

signal e�ciencies is a the proportionality constant. The365

upper limit on the branching fraction obtained from the366

combined dataset is 6.4 ⇥ 10�8, at 90% CL. The mea-367

sured branching fraction and the resulting upper limits368

on B(B0 ! ��) at 90% CL, with the systematic uncer-369

tainties, are summarized in Table III.370

TABLE III. Summary of B(B0 ! ��) measurements and
UL’s at 90% CL.

B(B0 ! ��) B(B0 ! ��)
(at 90% CL)

Belle (5.4+3.3
�2.6 ± 0.5)⇥ 10�8 < 9.9⇥ 10�8

Belle II (1.7+3.7
�2.4 ± 0.3)⇥ 10�8 < 7.4⇥ 10�8

Combined (3.7+2.2
�1.8 ± 0.7)⇥ 10�8 < 6.4⇥ 10�8

In summary, we have searched for the decay B0 !371

�� using 1.1 ab�1 of data collected at ⌥(4S) resonance372

by the Belle and Belle II experiments. No statistically373

significant signal is observed, leading us to set a 90%374

confidence level upper limit of 6.4⇥10�8 on the branching375

fraction. This is the most stringent UL estimated for this376

decay to date, representing an improvement by a factor377

of five compared to the previous limit (3.2 ⇥ 10�7) [6].378

The improvement in the current analysis compared to379

the previous BaBar and Belle results is due to the higher380

statistics and improved analysis techniques that result in381

better signal selection e�ciency and lower background.382
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penguin program exploiting the full 
Belle and Run 1 Belle II datasets. 


• Many more analyses in the 
pipeline. 

Run 2 is underway

Snowmass submission (most up-to-date prospects document)
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Figure 6: Allowed 68% CL regions for the R2 simplified model coupling cSL = 8cT [56, 57]
based on fitting to an Asimov data set with cSL = 0.25(1 + i) and assuming a Belle II
luminosity ranging from 1 to 50 ab�1 [58]. The best fit points are shown as green dots.
Assuming O(1) couplings, this would correspond to a leptoquark of mass around 1.4 TeV.

reconstructed the partner B meson in hadronic [75–77] or in semileptonic decays [78,79].
Recently, we introduced a novel, inclusive reconstruction method [80] where tracks and
energy deposits not associated with the signal candidate are associated with the decay of
the accompanying B meson, or“rest of event”. The inclusive approach yields significantly

Table 3: Baseline (improved) expectations for the uncertainties on the signal strength µ

(relative to the SM strength) for the four decay modes as functions of data set size.

Decay 1 ab�1 5 ab�1 10 ab�1 50 ab�1

B
+

! K
+
⌫⌫̄ 0.55 (0.37) 0.28 (0.19) 0.21 (0.14) 0.11 (0.08)

B
0

! K
0
S⌫⌫̄ 2.06 (1.37) 1.31 (0.87) 1.05 (0.70) 0.59 (0.40)

B
+

! K
⇤+
⌫⌫̄ 2.04 (1.45) 1.06 (0.75) 0.83 (0.59) 0.53 (0.38)

B
0

! K
⇤0
⌫⌫̄ 1.08 (0.72) 0.60 (0.40) 0.49 (0.33) 0.34 (0.23)

higher signal e�ciency and better sensitivity than any previous approach, as shown by
the Belle II B+

! K
+
⌫⌫̄ branching fraction results [80].

We project sensitivities based on Belle II simulation and an early Belle II analysis [80].
Two scenarios are considered, which are similar for all except the B+

! K
⇤+
⌫⌫̄ decay. The

”baseline” scenario assumes no further improvements. The ”improved” scenario assumes a
50% increase in signal e�ciency for the same background level, an advance that current
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TABLE I. Sources of systematic uncertainty in the ITA, corresponding correction factors (if any), their treatment in the fit,
their size, and their impact on the uncertainty of the signal strength µ. The uncertainty type can be “Global”, corresponding to
a global normalization factor common to all SR bins, or “Shape”, corresponding to a bin-dependent uncertainty. Each source
is described by one or more nuisance parameters (see the text for more details). The impact on the signal strength uncertainty
�µ is estimated by excluding the source from the minimization and subtracting in quadrature the resulting uncertainty from
the uncertainty of the nominal fit.

Source Correction Uncertainty Uncertainty Impact on �µ
type, parameters size

Normalization of BB background — Global, 2 50% 0.90
Normalization of continuum background — Global, 5 50% 0.10
Leading B-decay branching fractions — Shape, 5 O(1%) 0.22
Branching fraction for B+ ! K+K0

LK
0

L q2 dependent O(100%) Shape, 1 20% 0.49
p-wave component for B+ ! K+K0

SK
0

L q2 dependent O(100%) Shape, 1 30% 0.02
Branching fraction for B ! D⇤⇤ — Shape, 1 50% 0.42
Branching fraction for B+ ! K+nn̄ q2 dependent O(100%) Shape, 1 100% 0.20
Branching fraction for D ! K0

LX +30% Shape, 1 10% 0.14
Continuum-background modeling, BDTc Multivariate O(10%) Shape, 1 100% of correction 0.01
Integrated luminosity — Global, 1 1% < 0.01
Number of BB — Global, 1 1.5% 0.02
O↵-resonance sample normalization — Global, 1 5% 0.05
Track-finding e�ciency — Shape, 1 0.3% 0.20
Signal-kaon PID p, ✓ dependent O(10� 100%) Shape, 7 O(1%) 0.07
Photon energy — Shape, 1 0.5% 0.08
Hadronic energy �10% Shape, 1 10% 0.37
K0

L e�ciency in ECL �17% Shape, 1 8% 0.22
Signal SM form-factors q2 dependent O(1%) Shape, 3 O(1%) 0.02
Global signal e�ciency — Global, 1 3% 0.03
Simulated-sample size — Shape, 156 O(1%) 0.52

of these uncertainties are propagated as correlated shape
uncertainties.

Global normalization uncertainties on the luminosity
measurement (1% assumed) and the number of BB pairs
(1.5%) are treated with one nuisance parameter each. In
addition, a 5% uncertainty is introduced on the di↵er-
ence in normalization between on- and o↵-resonance data
samples.

The following five sources represent uncertainties in
detector modeling; they are discussed in detail in
Sec. V. The sources are track-finding e�ciency, kaon-
identification e�ciency, modeling of energy for photons
and hadrons, and K

0
L reconstruction e�ciency. The final

three sources account for signal-modeling uncertainties.
These are signal form-factors, which are based on Ref. [4],
and global signal-selection e�ciency uncertainties as de-
termined in Sec. VIII.

The systematic uncertainty due to the limited size of
simulated samples is taken into account by one nuisance
parameter per bin per category (156 parameters).

To account for all the systematic sources described
above, a total of 192 nuisance parameters, along with
the signal strength µ, are varied in the fit.

The largest impact on the uncertainty of the signal
strength µ arises from the knowledge of the normaliza-
tion of the background from charged B decays. Other im-
portant sources are the simulated-sample size, branching
fraction for B

+ ! K
+
K

0
LK

0
L decays, branching fraction

for B ! D
⇤⇤ decays, reconstructed energy of hadrons,

branching fractions of the leading B decays, and K
0
L re-

construction e�ciency. These sources of uncertainty al-
low for substantial changes in the BB shape. The shape
variations are larger than the data-simulation residuals in
⌘(BDT2) in the pion-enriched sample (Fig. 11). This sug-
gests that uncertainties in the BB shape are adequately
covered by the existing systematic contributions.

The summary of systematic uncertainties for the HTA
is provided in Table II. Three background components
are considered in the HTA: BB, accounting for both
charged and neutral B decays; cc̄; and light-quark con-
tinuum (uū, dd̄, ss̄). The contribution from ⌧ -pair de-
cays is negligible. The primary contribution to the sys-
tematic uncertainty arises from the determination of the
normalization of the BB background. This determina-
tion is based on the comparison of data-to-simulation
normalization in the pion-enriched control sample, which
shows agreement within the 30% statistical uncertainty.
The other important sources are the uncertainty associ-
ated with the bin-by-bin correction of the extra-photon-
candidate multiplicity, and the uncertainty due to the
limited size of the simulated sample. The uncertainty
on continuum normalization (50%), determined using
o↵-resonance data, is the fourth most important contri-
bution. The limited size of the HTA sample prevents
the substantial reduction of post-fit uncertainties seen in
the ITA, compared to pre-fit values, for the background

362 fb−1
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Table 2. Systematic uncertainties (%) for branching fraction measurement.

Source K⇤0[K+⇡�]� K⇤0[K0
S⇡

0]� K⇤+[K+⇡0]� K⇤+[K0
S⇡

+]�

B counting 1.5 1.5 1.5 1.5

f±/f00 1.6 1.6 1.6 1.6

� selection 0.9 0.9 0.9 0.9

⇡0 veto 0.7 0.7 0.7 0.7

⌘ veto 0.2 0.2 0.2 0.2

Tracking e�ciency 0.5 0.5 0.2 0.7

⇡+ selection 0.2 � � 0.2

K+ selection 0.4 � 0.4 �
K0

S reconstruction � 1.4 � 1.4

⇡0 reconstruction � 3.9 3.9 �
�2 selection 0.2 1.0 0.2 1.0

CSBDT selection 0.3 0.4 0.4 0.3

Candidate selection 0.1 1.0 0.6 0.2

Fit bias 0.1 0.9 0.5 0.2

Signal PDF model 0.1 0.4 0.3 0.2

KDE PDF model 0.1 0.8 0.6 0.2

Simulation sample size 0.2 0.8 0.4 0.5

Misreconstructed signal � 1.0 1.0 �
Total 2.6 5.4 4.9 3.2

Table 3. Systematic uncertainties (%) for ACP measurement.

Source K⇤0[K+⇡�]� K⇤+[K+⇡0]� K⇤+[K0
S⇡

+]�

Fit bias 0.1 0.2 0.2

Signal PDF model 0.1 0.1 0.1

KDE modelling 0.1 0.4 0.2

BCS 0.1 0.5 0.2

K+ asymmetry � 0.6 �
⇡+ asymmetry � � 0.6

K+⇡� asymmetry 0.3 � �
Total 0.4 0.9 0.7
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TABLE II. Summary of systematic uncertainties on signal
e�ciencies.

Source Belle (%) Belle II (%)

Photon Detection E�ciency 4.0 2.7
Reconstruction E�ciency (✏rec) 0.6 0.5
Number of BB 1.3 1.5
f00 2.5 2.5
CBDT requirement 0.4 0.9
⇡0/⌘ veto 0.3 0.4
Timing requirement e�ciency 2.8 �
Total (sum in quadrature) 5.7 4.1

where Nfit
sig represents the signal yield obtained from the342

fit, NBB = (753 ± 10) ⇥ 106 and (387 ± 6) ⇥ 106 is the343

number of BB̄ pairs at the ⌥(4S) resonance for Belle344

and Belle II, ✏rec = 23.3% and 30.8% represents the sig-345

nal reconstruction e�ciency for Belle and Belle II, and346

f00 = (48.4 ± 1.2)%. We have measured the branching347

fraction for Belle and Belle II to be (5.4+3.3
�2.6±0.5)⇥10�8

348

and (1.7+3.7
�2.4±0.3)⇥10�8, respectively. The combined fit349

yields a branching fraction of (3.7+2.2
�1.8±0.7)⇥10�8. The350

first uncertainty is statistical while the second is system-351

atic.352

As no significant signal yield is observed, we calcu-353

late an upper limit on the branching fraction using a354

Bayesian approach. The UL on the branching fraction355

is determined by integrating the likelihood function ob-356

tained from the maximum likelihood fit procedure, cov-357

ering 0% to 90% of the area under the likelihood curve.358

The procedure includes the systematic uncertainties on359

the signal yield by convoluting the original likelihood360

curve with a Gaussian function of width equal to the361

total uncertainties on signal yield. The modified ratio362

is then re-convoluted with a Gaussian function of width363

proportional to the signals, where the total systematic on364

signal e�ciencies is a the proportionality constant. The365

upper limit on the branching fraction obtained from the366

combined dataset is 6.4 ⇥ 10�8, at 90% CL. The mea-367

sured branching fraction and the resulting upper limits368

on B(B0 ! ��) at 90% CL, with the systematic uncer-369

tainties, are summarized in Table III.370

TABLE III. Summary of B(B0 ! ��) measurements and
UL’s at 90% CL.

B(B0 ! ��) B(B0 ! ��)
(at 90% CL)

Belle (5.4+3.3
�2.6 ± 0.5)⇥ 10�8 < 9.9⇥ 10�8

Belle II (1.7+3.7
�2.4 ± 0.3)⇥ 10�8 < 7.4⇥ 10�8

Combined (3.7+2.2
�1.8 ± 0.7)⇥ 10�8 < 6.4⇥ 10�8

In summary, we have searched for the decay B0 !371

�� using 1.1 ab�1 of data collected at ⌥(4S) resonance372

by the Belle and Belle II experiments. No statistically373

significant signal is observed, leading us to set a 90%374

confidence level upper limit of 6.4⇥10�8 on the branching375

fraction. This is the most stringent UL estimated for this376

decay to date, representing an improvement by a factor377

of five compared to the previous limit (3.2 ⇥ 10�7) [6].378

The improvement in the current analysis compared to379

the previous BaBar and Belle results is due to the higher380

statistics and improved analysis techniques that result in381

better signal selection e�ciency and lower background.382
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FIG. 2. Signal enhanced projections of Mbc (left), �E (middle), and C0
BDT (right) for the B0 ! �� analysis using combined

Belle (top) and Belle II (bottom) dataset. Each plot is generated by applying the signal region selection criteria on the variables
other than the plotted variable. The signal regions for the two variables are as follows, 5.27 GeV/c2 < Mbc < 5.29 GeV/c2 and
–0.19 GeV < �E < 0.14 GeV for Belle and 5.27 GeV/c2 < Mbc < 5.29 GeV/c2 and –0.19 GeV < �E < 0.15 GeV for Belle
II. The cyan(dashed), red(dashed), and blue(solid) color distributions represent the signal, continuum background, and total
fit function, respectively. Points with error bars represent data.

which accounts for initial-state radiation. The uncer-299

tainty in signal reconstruction e�ciency, attributed to300

MC sample size, is determined to be 0.6% (0.5%) for301

Belle (Belle II). The uncertainties on the number of BB̄302

pairs recorded in Belle and Belle II are also considered.303

The uncertainties on the f00 are also included. To eval-304

uate the accuracy of the simulation, we compare its pre-305

dictions to a B0 ! K⇤(890)0� data control sample. The306

systematic uncertainty related to the e�ciency of the re-307

quirement on CBDT and the ⇡0/⌘ veto is estimated using308

the B0 ! K⇤(890)0� control sample. The e�ciency ratio309

between the data and MC of those requirements is taken310

as a correction, and its uncertainty as the associative sys-311

tematic error. The K⇤(890)0 mesons are reconstructed312

using K⇤(890)0 ! K+⇡– decays, in which the charged313

kaon is required to have RK/⇡ = LK/(LK + L⇡) >314

0.6, here LK(⇡) is the likelihood for the kaon(pion) hy-315

pothesis, which combines information from various sub-316

detectors of Belle or Belle II. The selection criteria for the317

photon are consistent with those used in the signal recon-318

struction. Additionally, the invariant mass of the K+⇡�
319

meson pair should lie in the range 0.817 < MK⇤ < 0.968320

GeV/c2. An uncertainty of 2.8% is assigned due to321

the timing criteria for Belle, while for Belle II, the un-322

certainty is incorporated into the photon detection e�-323

ciency.324

Figure 2 shows the fit projections obtained from a325

simultaneous fit to the data sets of 694 fb�1 and 362 fb�1
326

TABLE I. Summary of systematic uncertainties on the signal
yield.

Source Belle
(events)

Belle II
(events)

Fit bias +0.16 +0.12
PDF parameterization +0.56

�0.48
+0.30
�0.32

Shape Modeling +0.06 +0.04

Total (sum in quadrature) +0.58
�0.48

+0.30
�0.32

for Belle and Belle II, respectively. Since the branching327

fraction must be the same irrespective of detector setup,328

the branching fraction is a common parameter of the329

simultaneous fit. We obtain 9.1+5.6
�4.4 (1.9+4.2

�2.8) signal330

events and 615±25 (317±18) background events for the331

Belle (Belle II) dataset, where the uncertainties are332

statistical only. The signal significance is calculated as333 p
�2 ln(L0/Lmax), where L0 is the likelihood value when334

signal yield is fixed to zero, and Lmax is the likelihood335

value of nominal fit. The resulting significance is 2.4�,336

0.6�, and 2.5� for Belle, Belle II, and the combined337

dataset, respectively.338

339

The branching fraction is calculated using the equa-340

tion:341

B(B0 ! ��) =
Nfit

sig

2⇥NBB̄ ⇥ ✏rec ⇥ f00
, (4)

Signal yield

BELLE
694 fb−1 362 fb−1
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