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The Cool Copper Collider

• Cool Copper Collider (C3) : newest proposal for a linear e+e- collider relying on normal conducting 
copper accelerating technology, with a novel cavity design that utilizes distributed coupling. 

• cryogenic temperature operation (LN2 at 77K), lower surface fields and higher accelerating gradients 
 cost-effective, compact 8 km footprint.→

2

• Optimized design of RF 
cavities to minimize 
breakdown. 

• Small aperture, distributed 
coupling from a common RF 
manifold  possible with 
precision CNC

→

Innovations
75 MeV/m @250 GeV 
120 MeV/m @550 GeV
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The Cool Copper Collider - Physics

• C  targeted  at operations at 250 GeV (  mode) and 550 GeV (  mode - only possible for linear 
colliders). 

• The targeted inst. luminosity of  at 250 (550) GeV would allow  of 
statistics after 10 years at each energy. 

• It’s important to evaluate and optimize emissions due to construction and operation for the entire run 
time of the collider.
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1.3(2.4) × 1034 cm−2 s−1 2 (4) ab−1
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TABLE I. Target beam parameters for C3.

Parameter Value
√

s (GeV) 250 550
Luminosity (cm−2 sec−1) 1.3 × 1034 2.4 × 1034

Number of bunches per train 133–200 75
Train repetition rate (Hz) 120 120
Bunch spacing (ns) 5.3–3.5a 3.5
Site power (MW) 150 175
Beam power (MW) 2.1 2.45
Gradient (MeV/m) 70 120
Geometric gradient (MeV/m) 63 108
rf pulse length (ns) 700 250
Shunt impedance (M!/m) 300 300
Length (km) 8 8

aBeam dynamics and structure optimization studies are ongo-
ing: the injected charge range is between 0.7 and 1 nC with a
bunch spacing ranging between 3.5 and 5.3 ns and final hori-
zontal beam size ranging between 156.7 and 182 nm, without
changes to the instantaneous luminosity. Accelerating structure
optimization studies include varying a/λ from 0.05 to 0.07 with
π -2π/3 phase advance [13] to reduce the longitudinal wakefield
and preserve the shunt impedance.

High-energy operation will enable the exploration of the
Higgs boson–top quark coupling, and will provide direct
access to the Higgs boson self-coupling with double Higgs
boson production [10,11]. Furthermore, the beam polariza-
tion, which exploits the strong dependence of electroweak
processes on the chirality of the initial-state particles, will
offer unique insights into the underlying physics, acting
as a new tool for discovery [12]. This offers C3 strong
complementarity with proton and circular e+e− colliders,
where beam polarization is not possible.

For C3, an approach radically different from the one
adopted for linacs is used to build a collider with high
gradient and high rf efficiency and thus lower capital and
operating costs [13]. C3 is based on a distributed coupling
accelerator concept, running under liquid nitrogen [14],
that has led to an optimized accelerating gradient and min-
imized breakdown problems with respect to earlier designs
based on normal conducting technologies. This has yielded
an overall optimization of the gradient at 70 and 120
MeV/m for the 250 and 550 GeV operating points, respec-
tively [15]. Much higher energies are possible if length is
not the major consideration. The fundamental C3 parame-
ters, assumed for the analysis in this paper, are shown in
Table I.

By far the major development to date is the actual dis-
tributed coupling accelerator structure. C3 will use C-band
(5.712 GHz) standing wave rf accelerating structures that
are 1 m long. Each has an rf waveguide to bring power
in, and in the more probable operating modes, each splits
rf power evenly between the beam and dissipation in the
structure with 43% beam loading. Operation at 80 K brings

the shunt impedance up to 300 M!/m, allowing effi-
cient operation at 120 MeV/m. These gradients have been
demonstrated at C-band [16] and with an electron beam
in an X-band (11.424 GHz) structure on the SLAC XTA
beamline [14]. The C-band structure has been tested at
low power at SLAC and at high power without a beam at
Radiabeam [17]. The C3 gradient results in a collider with
a 550 GeV center-of-mass energy capability on an 8 km
footprint.

A preconceptual design for the overall linac cryogenic
system has been developed that includes the design for
the cryomodules. For the C3 250 and 550 GeV design,
each linac will have three reliquification cryoplants. Liquid
nitrogen will flow out along the linac in both directions, so
there are six flow runs. The liquid nitrogen will be above
the raft structures, with an initial velocity of approximately
0.03 m/s. The liquid nitrogen will cool the accelerator
structures by nucleate boiling with a power density of
0.4 W/cm2, producing saturated vapor that counterflows
back to the cryoplant. Each cryorun is about 450 m long.
The vapor velocity near the cryoplant is approximately
3 m/s.

III. COMPARISON OF HIGGS FACTORY
PHYSICS REACH

Among the e+e− colliders being evaluated by the com-
munity, the International Linear Collider (ILC) [12,18],
based on superconducting rf technology, has the most
advanced design [19], and it is currently under consid-
eration for construction in Japan. CERN is pursuing as
its main strategy a large circular collider, the Future
Circular Collider (FCC) [20], and China is planning a
similar circular collider, the Circular Electron-Positron
Collider (CEPC) [21]. Each of these circular colliders
would require a tunnel with circumference on the order
of 100 km to limit synchrotron radiation. However, the
expected instantaneous luminosity drops off significantly
above center-of-mass energies of 350–400 GeV. An alter-
native strategy is to construct a compact linear e+e− col-
lider based on high-gradient acceleration. CERN is also
pursuing such a proposal, the Compact Linear Collider
(CLIC) [22], that would operate at a collision energy
of 380 GeV.

The carbon footprint of the proposed future Higgs fac-
tories should be assessed relative to the expected physics
reach, which has been reviewed most recently in the con-
text of the Snowmass Process [1,23]. The primary physics
goal of a future Higgs factory is the determination of the
total Higgs width and Higgs couplings with percent or sub-
percent precision. A reasonable figure of merit to gauge
the physics reach of each machine is the expected level
of precision for each of these measurements. We note that
evaluating the projected measurement precision accounts
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TABLE I. Target beam parameters for C3.

Parameter Value
√

s (GeV) 250 550
Luminosity (cm−2 sec−1) 1.3 × 1034 2.4 × 1034

Number of bunches per train 133–200 75
Train repetition rate (Hz) 120 120
Bunch spacing (ns) 5.3–3.5a 3.5
Site power (MW) 150 175
Beam power (MW) 2.1 2.45
Gradient (MeV/m) 70 120
Geometric gradient (MeV/m) 63 108
rf pulse length (ns) 700 250
Shunt impedance (M!/m) 300 300
Length (km) 8 8

aBeam dynamics and structure optimization studies are ongo-
ing: the injected charge range is between 0.7 and 1 nC with a
bunch spacing ranging between 3.5 and 5.3 ns and final hori-
zontal beam size ranging between 156.7 and 182 nm, without
changes to the instantaneous luminosity. Accelerating structure
optimization studies include varying a/λ from 0.05 to 0.07 with
π -2π/3 phase advance [13] to reduce the longitudinal wakefield
and preserve the shunt impedance.

High-energy operation will enable the exploration of the
Higgs boson–top quark coupling, and will provide direct
access to the Higgs boson self-coupling with double Higgs
boson production [10,11]. Furthermore, the beam polariza-
tion, which exploits the strong dependence of electroweak
processes on the chirality of the initial-state particles, will
offer unique insights into the underlying physics, acting
as a new tool for discovery [12]. This offers C3 strong
complementarity with proton and circular e+e− colliders,
where beam polarization is not possible.

For C3, an approach radically different from the one
adopted for linacs is used to build a collider with high
gradient and high rf efficiency and thus lower capital and
operating costs [13]. C3 is based on a distributed coupling
accelerator concept, running under liquid nitrogen [14],
that has led to an optimized accelerating gradient and min-
imized breakdown problems with respect to earlier designs
based on normal conducting technologies. This has yielded
an overall optimization of the gradient at 70 and 120
MeV/m for the 250 and 550 GeV operating points, respec-
tively [15]. Much higher energies are possible if length is
not the major consideration. The fundamental C3 parame-
ters, assumed for the analysis in this paper, are shown in
Table I.

By far the major development to date is the actual dis-
tributed coupling accelerator structure. C3 will use C-band
(5.712 GHz) standing wave rf accelerating structures that
are 1 m long. Each has an rf waveguide to bring power
in, and in the more probable operating modes, each splits
rf power evenly between the beam and dissipation in the
structure with 43% beam loading. Operation at 80 K brings

the shunt impedance up to 300 M!/m, allowing effi-
cient operation at 120 MeV/m. These gradients have been
demonstrated at C-band [16] and with an electron beam
in an X-band (11.424 GHz) structure on the SLAC XTA
beamline [14]. The C-band structure has been tested at
low power at SLAC and at high power without a beam at
Radiabeam [17]. The C3 gradient results in a collider with
a 550 GeV center-of-mass energy capability on an 8 km
footprint.

A preconceptual design for the overall linac cryogenic
system has been developed that includes the design for
the cryomodules. For the C3 250 and 550 GeV design,
each linac will have three reliquification cryoplants. Liquid
nitrogen will flow out along the linac in both directions, so
there are six flow runs. The liquid nitrogen will be above
the raft structures, with an initial velocity of approximately
0.03 m/s. The liquid nitrogen will cool the accelerator
structures by nucleate boiling with a power density of
0.4 W/cm2, producing saturated vapor that counterflows
back to the cryoplant. Each cryorun is about 450 m long.
The vapor velocity near the cryoplant is approximately
3 m/s.

III. COMPARISON OF HIGGS FACTORY
PHYSICS REACH

Among the e+e− colliders being evaluated by the com-
munity, the International Linear Collider (ILC) [12,18],
based on superconducting rf technology, has the most
advanced design [19], and it is currently under consid-
eration for construction in Japan. CERN is pursuing as
its main strategy a large circular collider, the Future
Circular Collider (FCC) [20], and China is planning a
similar circular collider, the Circular Electron-Positron
Collider (CEPC) [21]. Each of these circular colliders
would require a tunnel with circumference on the order
of 100 km to limit synchrotron radiation. However, the
expected instantaneous luminosity drops off significantly
above center-of-mass energies of 350–400 GeV. An alter-
native strategy is to construct a compact linear e+e− col-
lider based on high-gradient acceleration. CERN is also
pursuing such a proposal, the Compact Linear Collider
(CLIC) [22], that would operate at a collision energy
of 380 GeV.

The carbon footprint of the proposed future Higgs fac-
tories should be assessed relative to the expected physics
reach, which has been reviewed most recently in the con-
text of the Snowmass Process [1,23]. The primary physics
goal of a future Higgs factory is the determination of the
total Higgs width and Higgs couplings with percent or sub-
percent precision. A reasonable figure of merit to gauge
the physics reach of each machine is the expected level
of precision for each of these measurements. We note that
evaluating the projected measurement precision accounts
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C3 Parameter Optimization
First-step luminosity optimization Process: 
1.Optimize  and  for C3-550 wrt to maximizing . 
2.Evaluate optimized parameters on C3-250. 
3.Examine effect of  modifications in . 
• For each set of parameters, use GUINEA-PIG to estimate , as 

well as evaluate the magnitude of the beam-induced background 
 [  samples generated for the studies here]

ϵ*x , ϵ*y , wy σ*z ℒinst

β*x , β*y , Δx, Δy
HD

𝒪(104)

5

• New parameter set (Parameter Set 2 - PS2) proposed 
based on target luminosity requirements: 

 

In order to collect:  

ℒ(target)
C3−250 = 1.3 ⋅ 1034 cm−2 s−1 , ℒ(target)

C3−550 = 2.4 ⋅ 1034 cm−2 s−1

ℒint = 2 ab−1 @ s = 250 GeV, 4 ab−1 @ s = 550 GeV

Parameter changes: 
• Reduce  from 20 nm to 12 nm 
• Increase  from 900 nm to 1000 nm 
• Introduce vertical waist shift  of 80 μm

ϵ*y
ϵ*x

wy

With the new parameters, the target 
luminosity is reached (and exceed for 
C3-250 by by 55%), while the beam-
induced background remains at the same 
levels.

PRAB 27, 061001

https://gitlab.cern.ch/clic-software/guinea-pig
https://journals.aps.org/prab/abstract/10.1103/PhysRevAccelBeams.27.061001
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The Cool Copper Collider - Power Optimizations

• Potential improvements for C3 coming from 
minimizing RF power when there is no beam 
loading.

6

MARTIN BREIDENBACH et al. PRX ENERGY 2, 047001 (2023)

Time (ns)
0

5

10

15

20

25

30

35

En
er

gy
 (J

/m
)

rf Energy Delivered
rf Engery Dissipated

–1000 –500 –1000 –5000 500 1000 0 500 1000
Time (ns)

0

10

20

30

40

50

60

70

Gr
ad

ien
t (

M
eV

/m
)

FIG. 2. Dissipated energy per pulse per meter (left) and the time domain gradient (right) in the structure for a 70 MeV/m flat top for
700 ns.

major city [5]. This indicates that the environmental impact
of any future collider facility is going to receive the same
scrutiny as that of a major urban construction project. The
bottom-up analysis in Ref. [5] derives an estimate of global
warming potential (GWP) for the manufacture of the main
tunnel material (concrete) alone to be equivalent to the
release of 237 kton of CO2 (CO2e). An alternative top-
down analysis is instead dependent on the character of the
earth to be excavated, leading to estimates ranging from 5
to 10 kton CO2e per kilometer of tunnel construction and
total emissions of 489–978 kton CO2e [37].

A life cycle assessment of the ILC and CLIC accelera-
tor facilities is being performed by ARUP [8] to evaluate
their holistic GWP, so far providing a detailed environ-
mental impact analysis of construction. The components of
construction are divided into classes: raw material supply,
material transport, material manufacture, material trans-
port to work site, and construction process. These are
labeled A1 through A5, where A1–A3 are grouped as
material emissions and A4 and A5 are grouped as transport
and construction process emissions. The total GWP for the

ILC and CLIC is 266 and 127 kton CO2e [8], respectively
[38]. The approximate construction GWP for the main tun-
nels is 6.38 kton CO2e/km for CLIC (5.6 m diameter)
and 7.34 kton CO2e/km for the ILC (9.5 m diameter); the
FCC tunnel design is similar to that of CLIC, so 6.38 kton
CO2e/km is used for the calculation of emissions for both
the FCC and the CEPC. While a comprehensive civil engi-
neering report is unavailable for the FCC and the CEPC,
we estimate the concrete required for the klystron gallery,
access shafts, alcoves, and caverns to contribute an addi-
tional 30% of emissions, similar to what is anticipated for
CLIC. The analysis indicates that the A4 and A5 compo-
nents constitute 20% for CLIC and 15% for the ILC. In
the absence of equivalent life cycle assessment analysis
for the FCC and the CEPC, we account for the A4 and A5
contributions as an additional 25%. A summary of these
parameters is given in Table V.

The C3 tunnel will be about 8 km long with a rectan-
gular profile in each of its component systems. Assuming
a cut-and-cover approach, all the excavated material will
be replaced to yield a small berm. We estimate that for the

TABLE IV. Power savings with adjustment of the main linac design and beam parameters. For 550 GeV, the percentage savings
would be unchanged for a combined 79 MW reduction in electrical power from the nominal 125 MW for the main linac.

Scenario rf system Cryogenic system Total Reduction
(MW) (MW) (MW) (MW)

Baseline 250 GeV 40 60 100 · · ·
rf source efficiency increased by 15% 31 60 91 9
rf pulse compression 28 42 70 30
Double flat top 30 45 75 25
Halve bunch spacing 34 45 79 21
All scenarios combined 13 24 37 63

047001-6
Power savings with adjustment of the main linac design and beam parameters. For 550 GeV, 

the percentage savings would be unchanged for a combined 79 MW reduction.
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FIG. 1. Forward and reflected power for one meter of structure when operating at 70 MeV/m. RF pulse is shown in
the absence of beam. With beam the flat top power is constant at 30 MW.
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FIG. 2. Dissipated energy per pulse per meter and the time domain gradient in the structure for a 70 MeV/m flat
top for 700 ns.

design of the accelerator, and would be acceptable if the breakdown rates remain low enough. Proving that
this is possible will require high gradient testing of structures with 1400 ns and 500 ns respectively.
The beam current of C3 is relatively low thanks to the large bunch spacing and e�cient accelerating

structures. One could pursue the possibility of reducing the bunch spacing to increase the current. However,
this will require compatibility studies with the detector design. Here we consider the scenario where the
bunch spacing is reduced by a factor of two. This would keep a bunch spacing of >1 ns for both C3-250/550,
resulting in a decrease of 25% for the cryogenics power. The RF power required would only decrease by 20%
because the peak RF power required would be slightly higher during the RF pulse flat top to compensate
for the additional current.
We note that these approaches can all be combined for mutual benefit as shown in the last row of Table IV.
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FIG. 1. Forward and reflected power for one meter of structure when operating at 70 MeV/m. RF pulse is shown in
the absence of beam. With beam the flat top power is constant at 30 MW.
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FIG. 2. Dissipated energy per pulse per meter and the time domain gradient in the structure for a 70 MeV/m flat
top for 700 ns.

design of the accelerator, and would be acceptable if the breakdown rates remain low enough. Proving that
this is possible will require high gradient testing of structures with 1400 ns and 500 ns respectively.
The beam current of C3 is relatively low thanks to the large bunch spacing and e�cient accelerating

structures. One could pursue the possibility of reducing the bunch spacing to increase the current. However,
this will require compatibility studies with the detector design. Here we consider the scenario where the
bunch spacing is reduced by a factor of two. This would keep a bunch spacing of >1 ns for both C3-250/550,
resulting in a decrease of 25% for the cryogenics power. The RF power required would only decrease by 20%
because the peak RF power required would be slightly higher during the RF pulse flat top to compensate
for the additional current.
We note that these approaches can all be combined for mutual benefit as shown in the last row of Table IV.
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1 ms long bunch trains at 5 Hz
308ns spacing

Beam Format and Detector Design Requirements 
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ILC timing structure C3 timing structure

ILC/C3 timing structure: Fraction of a percent duty cycle
● Power pulsing possible, significantly reduce heat load

○ Factor of 100 power saving for FE analog power
● Tracking detectors don’t need active cooling

○ Significantly reduction for the material budget

C3  time structure is compatible with ILC-like detector overall design and ongoing optimizations.

• Joint simulation/detector optimization 
effort with ILC groups

• Common US R&D initiative for future 
Higgs Factories 2306.13567

Double flat top (700  1400 ns) + half bunch train  
rep. rate (120  60 Hz) reduces thermal load 25%

→
→

Overall goal is to minimize RF power used 
when there is no beam loaded (occurs at 

flat top power, nominally 700 ns long) 

Reducing bunch spacing/double beam current 
allows reduced RF pulse length (but may need more damping)

Scenario Train 
rep rate

Pulse 
length

# bunches  
/ pulse

Double flat 
top ½ 2 1

Halve bunch 
spacing 1 ½ 2
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FIG. 1. Forward and reflected power for one meter of structure when operating at 70 MeV/m. RF pulse is shown in
the absence of beam. With beam the flat top power is constant at 30 MW.
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FIG. 2. Dissipated energy per pulse per meter and the time domain gradient in the structure for a 70 MeV/m flat
top for 700 ns.

design of the accelerator, and would be acceptable if the breakdown rates remain low enough. Proving that
this is possible will require high gradient testing of structures with 1400 ns and 500 ns respectively.
The beam current of C3 is relatively low thanks to the large bunch spacing and e�cient accelerating

structures. One could pursue the possibility of reducing the bunch spacing to increase the current. However,
this will require compatibility studies with the detector design. Here we consider the scenario where the
bunch spacing is reduced by a factor of two. This would keep a bunch spacing of >1 ns for both C3-250/550,
resulting in a decrease of 25% for the cryogenics power. The RF power required would only decrease by 20%
because the peak RF power required would be slightly higher during the RF pulse flat top to compensate
for the additional current.
We note that these approaches can all be combined for mutual benefit as shown in the last row of Table IV.
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FIG. 1. Forward and reflected power for one meter of structure when operating at 70 MeV/m. RF pulse is shown in
the absence of beam. With beam the flat top power is constant at 30 MW.

-1000 -500 0 500 1000

Time (ns)

0

5

10

15

20

25

30

35

E
n
e
rg

y 
(J

/m
)

RF Energy Delivered
RF Engery dissipated

-1000 -500 0 500 1000

Time (ns)

0

10

20

30

40

50

60

70

G
ra

d
ie

n
t 
(M

e
V

/m
)

FIG. 2. Dissipated energy per pulse per meter and the time domain gradient in the structure for a 70 MeV/m flat
top for 700 ns.

design of the accelerator, and would be acceptable if the breakdown rates remain low enough. Proving that
this is possible will require high gradient testing of structures with 1400 ns and 500 ns respectively.

The beam current of C3 is relatively low thanks to the large bunch spacing and e�cient accelerating
structures. One could pursue the possibility of reducing the bunch spacing to increase the current. However,
this will require compatibility studies with the detector design. Here we consider the scenario where the
bunch spacing is reduced by a factor of two. This would keep a bunch spacing of >1 ns for both C3-250/550,
resulting in a decrease of 25% for the cryogenics power. The RF power required would only decrease by 20%
because the peak RF power required would be slightly higher during the RF pulse flat top to compensate
for the additional current.

We note that these approaches can all be combined for mutual benefit as shown in the last row of Table IV.
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ILC timing structure C3 timing structure

ILC/C3 timing structure: Fraction of a percent duty cycle
● Power pulsing possible, significantly reduce heat load

○ Factor of 100 power saving for FE analog power
● Tracking detectors don’t need active cooling

○ Significantly reduction for the material budget

C3  time structure is compatible with ILC-like detector overall design and ongoing optimizations.

• Joint simulation/detector optimization 
effort with ILC groups

• Common US R&D initiative for future 
Higgs Factories 2306.13567

Double flat top (700  1400 ns) + half bunch train  
rep. rate (120  60 Hz) reduces thermal load 25%

→
→

Overall goal is to minimize RF power used 
when there is no beam loaded (occurs at 

flat top power, nominally 700 ns long) 

Reducing bunch spacing/double beam current 
allows reduced RF pulse length (but may need more damping)

Scenario Train 
rep rate

Pulse 
length

# bunches  
/ pulse

Double flat 
top ½ 2 1

Halve bunch 
spacing 1 ½ 2
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FIG. 1. Forward and reflected power for one meter of structure when operating at 70 MeV/m. RF pulse is shown in
the absence of beam. With beam the flat top power is constant at 30 MW.

-1000 -500 0 500 1000

Time (ns)

0

5

10

15

20

25

30

35

E
n
e
rg

y 
(J

/m
)

RF Energy Delivered
RF Engery dissipated

-1000 -500 0 500 1000

Time (ns)

0

10

20

30

40

50

60

70

G
ra

d
ie

n
t 
(M

e
V

/m
)

FIG. 2. Dissipated energy per pulse per meter and the time domain gradient in the structure for a 70 MeV/m flat
top for 700 ns.

design of the accelerator, and would be acceptable if the breakdown rates remain low enough. Proving that
this is possible will require high gradient testing of structures with 1400 ns and 500 ns respectively.
The beam current of C3 is relatively low thanks to the large bunch spacing and e�cient accelerating

structures. One could pursue the possibility of reducing the bunch spacing to increase the current. However,
this will require compatibility studies with the detector design. Here we consider the scenario where the
bunch spacing is reduced by a factor of two. This would keep a bunch spacing of >1 ns for both C3-250/550,
resulting in a decrease of 25% for the cryogenics power. The RF power required would only decrease by 20%
because the peak RF power required would be slightly higher during the RF pulse flat top to compensate
for the additional current.
We note that these approaches can all be combined for mutual benefit as shown in the last row of Table IV.
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FIG. 1. Forward and reflected power for one meter of structure when operating at 70 MeV/m. RF pulse is shown in
the absence of beam. With beam the flat top power is constant at 30 MW.
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FIG. 2. Dissipated energy per pulse per meter and the time domain gradient in the structure for a 70 MeV/m flat
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design of the accelerator, and would be acceptable if the breakdown rates remain low enough. Proving that
this is possible will require high gradient testing of structures with 1400 ns and 500 ns respectively.

The beam current of C3 is relatively low thanks to the large bunch spacing and e�cient accelerating
structures. One could pursue the possibility of reducing the bunch spacing to increase the current. However,
this will require compatibility studies with the detector design. Here we consider the scenario where the
bunch spacing is reduced by a factor of two. This would keep a bunch spacing of >1 ns for both C3-250/550,
resulting in a decrease of 25% for the cryogenics power. The RF power required would only decrease by 20%
because the peak RF power required would be slightly higher during the RF pulse flat top to compensate
for the additional current.

We note that these approaches can all be combined for mutual benefit as shown in the last row of Table IV.
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ILC timing structure C3 timing structure

ILC/C3 timing structure: Fraction of a percent duty cycle
● Power pulsing possible, significantly reduce heat load

○ Factor of 100 power saving for FE analog power
● Tracking detectors don’t need active cooling

○ Significantly reduction for the material budget

C3  time structure is compatible with ILC-like detector overall design and ongoing optimizations.

• Joint simulation/detector optimization 
effort with ILC groups

• Common US R&D initiative for future 
Higgs Factories 2306.13567

Double flat top (700  1400 ns) + half bunch train  
rep. rate (120  60 Hz) reduces thermal load 25%

→
→

Overall goal is to minimize RF power used 
when there is no beam loaded (occurs at 

flat top power, nominally 700 ns long) 

Reducing bunch spacing/double beam current 
allows reduced RF pulse length (but may need more damping)

Scenario Train 
rep rate

Pulse 
length

# bunches  
/ pulse

Double flat 
top ½ 2 1

Halve bunch 
spacing 1 ½ 2

A sustainable strategy for the Cool Copper Collider

-1000 -500 0 500 1000

Time (ns)

0

20

40

60

80

100

120

140

160

180

200

P
o
w

e
r 

(M
W

)

Input Power
Reflected Power - Beam Off

FIG. 1. Forward and reflected power for one meter of structure when operating at 70 MeV/m. RF pulse is shown in
the absence of beam. With beam the flat top power is constant at 30 MW.
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FIG. 2. Dissipated energy per pulse per meter and the time domain gradient in the structure for a 70 MeV/m flat
top for 700 ns.

design of the accelerator, and would be acceptable if the breakdown rates remain low enough. Proving that
this is possible will require high gradient testing of structures with 1400 ns and 500 ns respectively.

The beam current of C3 is relatively low thanks to the large bunch spacing and e�cient accelerating
structures. One could pursue the possibility of reducing the bunch spacing to increase the current. However,
this will require compatibility studies with the detector design. Here we consider the scenario where the
bunch spacing is reduced by a factor of two. This would keep a bunch spacing of >1 ns for both C3-250/550,
resulting in a decrease of 25% for the cryogenics power. The RF power required would only decrease by 20%
because the peak RF power required would be slightly higher during the RF pulse flat top to compensate
for the additional current.

We note that these approaches can all be combined for mutual benefit as shown in the last row of Table IV.
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FIG. 1. Forward and reflected power for one meter of structure when operating at 70 MeV/m. RF pulse is shown in
the absence of beam. With beam the flat top power is constant at 30 MW.
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design of the accelerator, and would be acceptable if the breakdown rates remain low enough. Proving that
this is possible will require high gradient testing of structures with 1400 ns and 500 ns respectively.

The beam current of C3 is relatively low thanks to the large bunch spacing and e�cient accelerating
structures. One could pursue the possibility of reducing the bunch spacing to increase the current. However,
this will require compatibility studies with the detector design. Here we consider the scenario where the
bunch spacing is reduced by a factor of two. This would keep a bunch spacing of >1 ns for both C3-250/550,
resulting in a decrease of 25% for the cryogenics power. The RF power required would only decrease by 20%
because the peak RF power required would be slightly higher during the RF pulse flat top to compensate
for the additional current.

We note that these approaches can all be combined for mutual benefit as shown in the last row of Table IV.
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ILC timing structure C3 timing structure

ILC/C3 timing structure: Fraction of a percent duty cycle
● Power pulsing possible, significantly reduce heat load

○ Factor of 100 power saving for FE analog power
● Tracking detectors don’t need active cooling

○ Significantly reduction for the material budget

C3  time structure is compatible with ILC-like detector overall design and ongoing optimizations.

• Joint simulation/detector optimization 
effort with ILC groups

• Common US R&D initiative for future 
Higgs Factories 2306.13567

Double flat top (700  1400 ns) + half bunch train  
rep. rate (120  60 Hz) reduces thermal load 25%

→
→

Overall goal is to minimize RF power used 
when there is no beam loaded (occurs at 

flat top power, nominally 700 ns long) 

Reducing bunch spacing/double beam current 
allows reduced RF pulse length (but may need more damping)

Scenario Train 
rep rate

Pulse 
length

# bunches  
/ pulse

Double flat 
top ½ 2 1

Halve bunch 
spacing 1 ½ 2

Flat top

• Doubling the flat-top (700
1400 ns) or halving the 
bunch spacing (5.25 2.6ns) 
allows for rep. rate 
reduction (120  60 Hz) 
without loss in luminosity. 

• This reduces thermal load 
by 25%. 

• Overall, power savings can  
reach 63MW at 250 GeV and 
79MW at 550GeV.

→

→

→

PRX Energy 2, 047001

https://journals.aps.org/prxenergy/abstract/10.1103/PRXEnergy.2.047001
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The Cool Copper Collider - Power Optimizations

• Changes in flat-top duration, bunch spacing and rep. rate can be 
combined to improve the luminosity per unit power up to 3x! 

• The energy consumption throughout the entire lifetime of the 
machine can be reduced significantly!

7

648 source efficiency and the utilization of pulse compression
649 have not been assumed here.
650 We note that the scenarios above indicate that significant
651 luminosity gains are achievable through modifications in nb
652 and fr, with only moderate increases in the site power
653 consumption. Nevertheless, detailed studies are warranted
654 in order to guarantee the feasibility of these scenarios, both
655 in terms of accelerator design, including high-gradient
656 testing in order to determine whether doubling the flat
657 top is achievable, as well as detector performance, most
658 notably evaluating detector occupancy when increasing the
659 train duration or reducing the bunch spacing, which lead to
660 higher fluxes of background particle hits.

661 V. COMPARISON OF VARIOUS LINEAR
662 COLLIDER PROPOSALS

663 The luminosity- andBIB-related quantities forCLIC, ILC,
664 andC3 are summarized inTables II and III. All these colliders
665 use flat beams of similar dimensions and bunch charges and
666 achieve luminosities of 1.3–1.8 × 1034 cm−2 s−1, with the
667 updated C3 configuration reaching even higher values. The
668 average energy loss due to beamstrahlung is at the 3%–10%
669 level, with the lowest (highest) value achieved for ILC-250
670 (C3-550). The average beamstrahlung parameter is
671 hϒi≲ 0.2, meaning that the dominant background process
672 is incoherent pair production. The number of such incoherent
673 pair particles produced is of the order of 104–105, with larger

674numbers for the higher center-of-mass energy runs of ILC
675and C3.
676The proposed colliders in Table I can also be compared
677in terms of their luminosity spectra, which indicate how
678broad the center-of-mass energy distributions of the collid-
679ing particles are, and therefore, affect the level of precision
680to which the four-momenta of initial state particles can be
681known. Figure 9 shows the luminosity spectra for the
682various linear colliders under consideration, obtained from
683GUINEA-PIG simulations with the beam parameters of
684Table I. For C3, the luminosity spectra for both PS1 and
685PS2 are shown. All luminosity spectra contain the effects of
686beamstrahlung and initial energy spread at the IP (before
687beamstrahlung) but not initial-state radiation. In all cases,
688most of the luminosity is contained near the nominal
689center-of-mass energy

ffiffiffiffiffi
s0

p
, with tails corresponding to

690contributions from beam particles that lost a significant
691amount of their initial four-momentum due to beamstrah-
692lung. For C3 specifically, one observes that the PS2 beam
693configuration achieves noticeably higher luminosities at the
694peak, compared to PS1, whereas the tails are comparable,
695reaffirming our conclusion that the newly proposed param-
696eter set leads to overall higher luminosities without
697correspondingly increasing the BIB.
698Further comparison of the luminosity spectra is facili-
699tated by normalizing the center-of-mass energy of each
700collision

ffiffiffi
s

p
to its nominal value

ffiffiffiffiffi
s0

p
, as shown in Fig. 10.

701In Fig. 10(a), the luminosity spectra for
ffiffiffi
s

p
=

ffiffiffiffiffi
s0

p ≥ 0.5 are

TABLE V. Beam configuration scenarios for C3-550, which include modifications in the bunch spacing Δtb, the number of bunches
per train nb, and/or the train repetition rate fr. The last three columns give the instantaneous luminosity for the PS1 and PS2 parameter
sets, as well as the estimated total site power, in each case.

L ð1034 cm−2 s−1Þ Psite (MW)

Scenario Flat top (ns) Δtb (ns) nb fr (Hz) C3-550 (PS1) C3-550 (PS2) Both scenarios

Baseline 250 3.50 75 120 1.70 2.40 175
Double flat top 500 3.50 150 60 1.70 2.40 144
Halve bunch spacing 250 1.75 150 60 1.70 2.40 149
Combined-half repetition rate 500 1.75 300 60 3.40 4.80 180
Combined-nominal repetition rate 500 1.75 300 120 6.80 9.60 212

TABLE IV. Beam configuration scenarios for C3-250, which include modifications in the bunch spacing Δtb, the number of bunches
per train nb, and/or the train repetition rate fr. The last three columns give the instantaneous luminosity for the PS1 and PS2 parameter
sets, as well as the estimated total site power, in each case.

L ð1034 cm−2 s−1Þ Psite (MW)

Scenario Flat top (ns) Δtb (ns) nb fr (Hz) C3-250 (PS1) C3-250 (PS2) Both scenarios

Baseline 700 5.26 133 120 1.35 1.90 150
Double flat top 1400 5.26 266 60 1.35 1.90 125
Halve bunch spacing 700 2.63 266 60 1.35 1.90 129
Combined-half repetition rate 1400 2.63 532 60 2.70 3.80 154
Combined-nominal repetition rate 1400 2.63 532 120 5.40 7.60 180

NTOUNIS, NANNI, and VERNIERI PHYS. REV. ACCEL. BEAMS XX, 000000 (XXXX)
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Beam configuration scenarios for , which include modifications in the bunch spacing , the number 
of bunches per train , and/or the train repetition rate .

C3 Δtb
nb fr

PRAB 27, 061001

Luminosity for two beam parameter sets Total site power consumption ℒ/Psite
(1034 cm−2 s−1 (GW)−1

9.0    12.7
10.8.   15.2
10.5    14.7
17.5    24.7
30.0    42.2

PS1    PS2

Up to ~3x 
 gain! 𝓛/Psite

Requires additional studies to 
evaluate feasibility on the accelerator 
(high-gradient tests with double flat 

top) and detector (evaluation of 
occupancy tolerances) side!

Caterina Vernieri ・ Stanford University ・ May 21, 2024 

Beam Format and Detector Design Requirements 

56

ILC Trains at 5Hz, 1 train 1312 bunches 
Bunches are 369 ns apart

~1ms ~200ms

• Very low duty cycle at LC (0.5% ILC, 0.08% C3) allows for trigger-less readout and power pulsing
• Factor of 100 power saving for front-end analog power

• Impact of beam-induced background to be mitigated through MDI and detector design 
• O(1-100) ns bunch identification capabilities (hit-time-stamping) can further suppress beam-backgrounds and 

keep occupancy low - same as for FCC-ee

arXiv:2003.01116
FCC Mid Term Report

~700ns ~8ms
C3 Trains at 120Hz, 1 train 133 bunches 
Bunches are 5 ns apart

~150ns ~20ms
CLIC Trains at 50Hz, 1 train 312 bunches 
Bunches are 0.5 ns apart

https://journals.aps.org/prab/abstract/10.1103/PhysRevAccelBeams.27.061001
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The Cool Copper Collider -Sustainability Scenario

• Reduce train repetition rate from 120Hz 
to 60Hz, while increasing the number of 
bunches per train from 133 to 266. 

• This change: 
• Maintains the same lumi! 
• Reduces power consumption by 

~25% 
• Reduces the bunch spacing from 

5.26ns to 2.65 ns —> need to 
check detector compatibility!

8

C3 meeting@LCWS

https://indico.slac.stanford.edu/event/9050/#1-new-parameter-set-sustainabi:~:text=Set%20(Sustainability%20Update)-,%C2%B6,-30m
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Pair background at C3

• The produced incoherent pairs are mostly at low  and get significantly deflected in the strong magnetic 
field (~T) of the detector. Thus, most of them are “washed” away from the Interaction Region (IR) within the 
beam-pipe  pair background envelope  

• At C3,  or  particles/BX) reach the detector and increase its occupancy  might compromise 
the stringent precision requirements 

• The vertex barrel detector, which is the closest to the IP (r=14 mm for the 1st layer of SiD) is mostly 
affected.

pT

→
∼ 0.1 % ∼ 40 →

9

p(min)
T [MeV] = 0.3 ⋅ B[T] ⋅

ρ
2

[mm] ≃ 10 MeV

Hit density for 133 bunch crossings for C3-250 simulated with 
GUINEA-PIG and tracked through a 5T solenoid field
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Pair background at C3

• Detector occupancy : fraction of dead cells, i.e. cells 
with a number of hits  the available number of 
buffers (called buffer depth). 

•  In the current readout strategy for C3, hits will be 
stored in the buffer system and read out after each 
bunch train. 

• We estimated the occupancy by running full detector 
simulation for SiD in dd4hep for a full C3 bunch train 
(133 BXs).

≥
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Occupancy in the vertex barrel as a function of 
assumed buffer depth for C3-250.

• For ILC detectors, an occupancy upper limit of  and 
buffer depth of 4 has been proposed.

10−4

Pair bkg only
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Pair background at C3

• Detector occupancy : fraction of dead cells, i.e. cells 
with a number of hits  the available number of 
buffers (called buffer depth). 

•  In the current readout strategy for C3, hits will be 
stored in the buffer system and read out after each 
bunch train. 

• We estimated the occupancy by running full detector 
simulation for SiD in dd4hep for a full C3 bunch train 
(133 BXs).
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assumed buffer depth for C3-250.

• For ILC detectors, an occupancy upper limit of  and 
buffer depth of 4 has been proposed.

10−4

• Occupancy in the SiD vertex barrel for the C3 beam 
structure is well within the limits set for ILC.

Pair bkg only
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Time distribution within each BX for C3

12

• Time distribution of hits in 
the SiD vertex barrel 
within a single BX. 

• The normalization 
corresponds to a full 
bunch train for C3-250. 

• Most hits contained in 
time within the bunch 
spacing. 

• The secondary peak at 
~20-25 ns is due to 
backscattering from the 
BeamCal.

Bunch spacing – 5.25 ns

[30 cm/ns * 20 ns  = 6 m ]
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Time distribution over a train for C3

13

Time distribution of hits in vtx barrel per unit time for a full C3-250 train: 
on average, we anticipate  in the vertex barrel detector.∼ 90 hits/ns

Hits/time Hits/(time area)⋅Preliminary Preliminary
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Time distribution over a train for C3

14

Time distribution of hits in vtx barrel per unit time for a full C3-250 train: 
on average, we anticipate  in the vertex barrel detector.∼ 90 hits/ns

Hits/time Hits/(time area)⋅

We expect on average  in the 1st layer of the vertex 
barrel detector, within the limits set for SiD @ ILC  time-structure of C3 is compatible with SiD design 
specifications

∼ 4.4 ⋅ 10−3 hits/(ns ⋅ mm2) ≃ 0.023 hits/mm2 /BX
→

Preliminary Preliminary
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Pileup Overlay
• Using overlay timing from k4reco to overlay pair background and hadron photo production (see 

Lindsey’s talk!)

15

PS1 PS2

https://github.com/key4hep/k4Reco/tree/main/k4Reco/Overlay
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Pileup Overlay
• Using overlay timing from k4reco to overlay pair background and hadron photo production (see 

Lindsey’s talk!)

16

PS1 PS2

• Still working on full pileup overlay pipeline — still 
dealing with technical issues 

• Hit distribution between PS1 and PS2  for a single BX 
is very comparable 

• For the sustainability scenarios, we expect roughly a 
doubling of the hit flux for BIB

https://github.com/key4hep/k4Reco/tree/main/k4Reco/Overlay
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Conclusions

• We have simulated and validated the two leading BIBs for C3, 
incoherent pair production, and hadron photo production. 

• We have performed out-of-time pileup mixing within key4hep. 
• We have introduced additional beam scenarios for, C3, with the 

purpose of increasing the luminosity or reducing the power 
consumption. 

• The C3 beam configuration and time-structure has been 
validated to be compatible with ILC-like detectors. 

• Preliminary results indicate that this is also the case for the modified 
scenarios, but work is ongoing to fully validate this. 

• Currently in the process of preparing manuscript to document our 
results and share with the community.

17

Thank you for your attention!

For more information on C3, visit: 
https://web.slac.stanford.edu/c3/

https://web.slac.stanford.edu/c3/
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Conclusions
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purpose of increasing the luminosity or reducing the power 
consumption. 

• The C3 beam configuration and time-structure has been 
validated to be compatible with ILC-like detectors. 

• Preliminary results indicate that this is also the case for the modified 
scenarios, but work is ongoing to fully validate this. 

• Currently in the process of preparing manuscript to document our 
results and share with the community.
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Thank you for your attention!

For more information on C3, visit: 
https://web.slac.stanford.edu/c3/

Thank you for your attention!
Questions?

https://web.slac.stanford.edu/c3/
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Backup

Backup
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Beam-Beam interactions at e+e- colliders
• Nm-sized beams  high charge densities at the IP  interactions between 

bunches  production of secondaries, that collectively constitute the beam-
induced background (BIB). 

•  BIB particles are by-products of photons radiated when the two bunches 
intersect at the IP. Those photons are called Beamstrahlung (BS).  

• Dominant processes for Higgs Factories: 
• Incoherent pair production: 

 

• Hadron photo-production: 

→ →
→

γBSe γ

(virtual)
e+e−e, ee γ

(virtual)
eee+e−, γBSγBS → e+e−

γBSγBS → qq̄

20

 pairs per BXO(105)

 hadrons per BXO(1)
(more central)

(BX = Bunch Crossing)

Incoherent pair production processes

production and trident cascade.
Coherent pair production is the creation of an e

+
e
�pair through the interaction of a BS photon with

the collective EM field of the oncoming beams, instead of with individual particles. This process requires
such strong fields that it does not need to be taken into account for any of the colliders considered here. In
fact, for h⌥i . 0.5, which is the case for all colliders in this study, coherent pair creation is exponentially
suppressed [21] and leads to a negligible number of e+e�pairs produced.
Incoherently produced e

+
e
�pairs constitute the leading background at any e

+
e
�machine and are created

through the interaction of individual photons at the IP, either real BS photons or virtual photons that
“accompany” each beam particle. Such pairs are produced through the Bethe-Heitler (BH), Landau-Lifshitz
(LL) and Breit-Wheeler (BW) processes, the leading order Feynman diagrams for which are shown in Figure 1
. In the dominant BH process, a beam particle interacts with a real BS photon, whereas in the subdominant
LL process, beam particles interact through the exchange of virtual photons. Finally the BW process
is suppressed due to the direct interaction of two BS photons and contributes only at the percent level.
Together, these processes result in the creation of O(105) pairs per bunch crossing. A comparison of the
relative number of incoherent pairs produced from each process for various colliders is given in Figure 2.

virtual

beamstrahlung

e
+

e
�

(a) Bethe-Heitler

virtual

virtual

e
+

e
�

(b) Landau-Lifshitz

beamstrahlung

beamstrahlung

e
+

e
�

(c) Breit-Wheeler

FIG. 1: Feynman diagrams for the Bethe-Heitler, Landau-Lifshitz and Breit-Wheeler processes.

FIG. 2: Fraction of incoherently produced e
+
e
�pairs from each one of the Bethe-Heitler, Landau-Lifshitz

and Breit-Wheeler process for various colliders, as simulated in GUINEA-PIG.

Finally, the trident cascade process is the interaction of a virtual photon with the collective EM field of the
beams and also results in the production of an e

+
e
�pair. The trident cascade only becomes an important
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such strong fields that it does not need to be taken into account for any of the colliders considered here. In
fact, for h⌥i . 0.5, which is the case for all colliders in this study, coherent pair creation is exponentially
suppressed [21] and leads to a negligible number of e+e�pairs produced.

Incoherently produced e
+
e
�pairs constitute the leading background at any e

+
e
�machine and are created

through the interaction of individual photons at the IP, either real BS photons or virtual photons that
“accompany” each beam particle. Such pairs are produced through the Bethe-Heitler (BH), Landau-Lifshitz
(LL) and Breit-Wheeler (BW) processes, the leading order Feynman diagrams for which are shown in Figure 1
. In the dominant BH process, a beam particle interacts with a real BS photon, whereas in the subdominant
LL process, beam particles interact through the exchange of virtual photons. Finally the BW process
is suppressed due to the direct interaction of two BS photons and contributes only at the percent level.
Together, these processes result in the creation of O(105) pairs per bunch crossing. A comparison of the
relative number of incoherent pairs produced from each process for various colliders is given in Figure 2.

virtual

beamstrahlung

e
+

e
�

(a) Bethe-Heitler

virtual

virtual

e
+

e
�

(b) Landau-Lifshitz

beamstrahlung

beamstrahlung

e
+

e
�

(c) Breit-Wheeler

FIG. 1: Feynman diagrams for the Bethe-Heitler, Landau-Lifshitz and Breit-Wheeler processes.

FIG. 2: Fraction of incoherently produced e
+
e
�pairs from each one of the Bethe-Heitler, Landau-Lifshitz

and Breit-Wheeler process for various colliders, as simulated in GUINEA-PIG.

Finally, the trident cascade process is the interaction of a virtual photon with the collective EM field of the
beams and also results in the production of an e

+
e
�pair. The trident cascade only becomes an important

5

Hadron photoproduction
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Beam-Beam interactions at e+e- colliders

• The effects of beam-beam interactions on the experiments can be split in two categories:   

21

• High flux in vertex barrel and forward sub 
detectors 

• Increase in detector occupancy  might miss 
interesting Physics (HS) events! 

• Impacts detector design decisions, e.g. radius 
of 1st vertex barrel layer, buffer depth etc.

→

• BS widens the luminosity spectrum considerably 
• Enables collisions at lower  
• Softens initial state constraints -> important for kinematic fits 
• Need to unfold the luminosity spectrum for measurements. 
• Photoproduced jets affect clustering performance, JER, JES

s

Detector PerformancePhysics Analyses
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Beam-Beam interactions at e+e- colliders
• In addition to incoherent pair production, which stems 

from interactions of individual, real or virtual, photons,  
pairs can also be produced through the following 
mechanisms: 

• Coherent pair production: interaction of BS photon with 
the collective EM field of the beams  exponentially 
suppressed for  

• Trident cascade: interaction of virtual photon with the 
collective EM field of the beams  non-negligible for 

 

• Those backgrounds are negligible for HFs, but become 
significant for high Beamstrahlung advanced-accelerator-
concept (AAC) colliders, e.g. WFA-based.

e+e−

→
⟨Υ⟩ ≲ 0.5

→
⟨Υ⟩ > 1

22

NLC ZDR

https://arxiv.org/abs/2208.13279
https://www.osti.gov/biblio/1454144
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Luminosity at linear e+e- colliders
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⟨Υ⟩ =
5
6

Ner2
e γ

α(σ*x + σ*y )σ*z

δE =
16 3
5π3/2

reαNe

σ*x
⟨Υ⟩

ℒinst = HD
N2

e nb fr
4πσ*x σ*y

= HDℒgeom

•   : # of particles/bunch 
•  : # of bunches/bunch train 
•  : train rep. rate 
•  :horizontal and vertical RMS beam sizes at the IP 
• : bunch length 
• :enhancement factor that accounts for the effects of 

beam-beam interactions (~1.5-2.5).

Ne

nb

fr
σ*x,y

σ*z
HD

σ*x,y =
ϵ*x,yβ*x,y

γ

• Instantaneous Luminosity*: Luminosity depends on strength 
of beam-beam interactions!

*assuming zero crossing angle (i.e. recovered by crab crossing)

• Strength of beam-beam interactions and number of produced beam-induced 
background (BIB) particles: expressed through the Ypsilon parameter . 

• Larger values of  correspond to stronger Beamstrahlung (BS)  emission of more 
BS photons and  reduction in the energy of beam particles.

⟨Υ⟩
⟨Υ⟩ →
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C3 - 550 Parameter Optimization

• Start by lowering vertical 
emittance . 

•  scales as  

and BIB does not 
increase, so an excellent 
candidate for increasing 

. 
• However: lowering 

emittances very 
challenging on the 
technical side (stringent 
accelerator 
requirements)

ϵ*y
ℒ ∼ 1/ ϵ*y

ℒ
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FIG. 4: Caption

Additional optimization of the C3-550 beam parameters can be achieved by modifying the bunch length
�
⇤
z . Although the bunch length does not directly a↵ect the geometric luminosity, Eq. (1), it does have an

impact on the beam-beam interactions, Eq. (5), and can thus modify the enhancement factor HD. The bunch
length for C3, taking into account bunch compression limitations and the overall C3 BDS design, is foreseen
to have a minimum (maximum) allowed value of 70 (150) µm. For those values, as well as for the nominal
bunch length of 100 µm, the luminosity for C3-550 was calculated for various values of the vertical emittance
✏
⇤
y and for vertical waist shifts wy of 0 and 0.8 · �⇤

z , as is shown in Figure 5a. As expected, smaller values of
the bunch length lead to stronger beam-beam interactions and, thus to larger enhancement factors. We also
note that parameter configurations with waist shifts always achieve higher instantaneous luminosities.

For a bunch length of �⇤
z = 70 µm and a waist shift of wy = 0.8�⇤

z , the target luminosity can be achieved for
vertical emittances up to 14 nm. However, such small values of bunch length come at the cost of increasing
the beam-induced background, with potential significant impact on the detector occupancy. This e↵ect can
be seen in Figure 11a, which shows the luminosity spectra for C3-550 for the baseline beam parameters, as
well as for various values of the bunch length and waist shift, for a vertical emittance of 14 nm. We can see
that, in all cases, the luminosity spectrum becomes broader than the baseline scenario, indicating enhanced
production of BIB particles and a reduced rate of collisions near the nominal center-of-mass energy.

To reduce beam-beam interactions while achieving the target luminosity, we investigate the e↵ect of
varying the horizontal emittance ✏

⇤
x, which dominates the beamstrahlung parameter according to Eq. (5).

We perform this scan for �
⇤
z = 100 µm, wy = 0.8�⇤

z and ✏
⇤
y = 11, 12, 13 nm, i.e. three vertical emittance

values for which luminosities close to the target one can be achieved, according to Figure 11a. The results
of the ✏

⇤
x scan are shown in Figure 5b and the luminosity spectra for ✏⇤x = 900, 1100 nm are compared to the

baseline beam configuration in Figure 11b. Increasing ✏
⇤
x reduces the luminosity by limiting the enhancement

e↵ect, but at the same time suppresses beam-beam interactions, as is reflected in the luminosity spectra of
Figure 11b.

Based on the results presented above, we propose a new set of beam parameters for C3-550, which we
refer to as Parameter Set 2 (PS2), by modifying the horizontal and vertical emittances to ✏

⇤
x = 1000 nm and

✏
⇤
y = 12 nm respectively and introducing a vertical waist shift of wy = 0.8�⇤

z = 80 µm. In Table III the PS2
parameters for C3 are summarized and compared with the baseline scenario (PS1).

8

• Emittance requirements can be relaxed by 
introducing a waist shift ,  i.e. placing 
the vertical focal point before the IP. 

• For a  of 80 μm,  is increased by 

wy

wy ℒ
∼ 10 %

wy ↑

ϵ*y ↑

ℒ(target)
C3−550

*In the plot, not-mentioned parameters 
retain same values as in PS1.

PRAB 27, 061001

Similar gain as for ILC/CLIC, see  e.g. “Beam-
Beam Effects in Linear Colliders” by D.Schulte

https://journals.aps.org/prab/abstract/10.1103/PhysRevAccelBeams.27.061001
https://cds.cern.ch/record/2264414
https://cds.cern.ch/record/2264414


Dimitris Ntounis SLAC & Stanford University October 10th, 2024

C3 - 550 Parameter Optimization

• We can also modify the bunch 
length , this affects  through 

 ( ) 
• Lowering  increases . 
• However: at the same time, it 

increases the BIB, potentially 
compromising detector 
performance.

σ*z ℒ
HD σ*z ↓ ⇒ HD ↑

σ*z ℒ
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• To keep BIB under control, we investigate 
variations in . 

•  decreases with increasing  faster 
than  due to the additional 
contribution from . 

• To keep the BIB at similar levels,  is 
slightly increased from 900 nm to 1000 
nm. 

• For this value of  and a decrease of  
from 20 nm to 12 nm, the target 
luminosity is achieved.

ϵ*x
ℒ ϵ*x

1/ ϵ*x
HD

ϵ*x

ϵ*x ϵ*y

*In the plot,   of 100 μm and  of 80 μm are assumed.σ*z wy

ϵ*x ↑

ϵ*y ↑
ℒ(target)

C3−550

PRAB 27, 061001

https://journals.aps.org/prab/abstract/10.1103/PhysRevAccelBeams.27.061001
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• A waist shift  of 80 μm is also 
optimal at 250 GeV.  

• The target luminosity can also 
be achieved for higher , but 
at 12 nm,  the luminosity 
increases by . 

• With these parameter choices, 
the BIB for C3-250 remains at 
the same levels as for PS1.

wy

ϵ*y

∼ 50 %

wy ↑

ϵ*y ↑

ℒ(target)
C3−250

*In the plot, not-mentioned parameters retain 
same values as in PS1.

PRAB 27, 061001

https://journals.aps.org/prab/abstract/10.1103/PhysRevAccelBeams.27.061001
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Time distribution over a train for C3

29

Time distribution of hits in vtx barrel per unit time for a full C3-250 train: 
on average, we anticipate  in the vertex barrel detector.∼ 90 hits/ns

Hits/timePreliminary
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Time distribution over a train for C3

30

Time distribution of hits in vtx barrel per unit time for a full C3-250 train: 
on average, we anticipate  in the vertex barrel detector.∼ 90 hits/ns

Hits/time Hits/(time area)⋅

We expect on average  in the 1st layer of the vertex 
barrel detector, within the limits set for SiD @ ILC  time-structure of C3 is compatible with SiD design 
specifications

∼ 4.4 ⋅ 10−3 hits/(ns ⋅ mm2) ≃ 0.023 hits/mm2 /BX
→

Preliminary Preliminary

For these results: GUINEA-PIG outputs interfaced with DD4HEP. We have also verified them using the 
Marlin OverlayTimingGeneric processor - see Lindsey’s talk at 2nd ECFA workshop in Paestum 

https://agenda.infn.it/event/34841/contributions/207298/
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Hadron photoproduction at C3

31
See Lindsey’s talk at C3 workshop for more details

• Hadrons from beamstrahlung have a rate 
 smaller that incoherent pairs, but are 

more central and lead to higher-multiplicity final 
states   impact reconstruction. 

• PYTHIA8 used above , dedicated 
generator by T. Barklow below that 

• Technical progress on migrating from PYTHIA5.7 
and using latest Whizard and CIRCE versions  in 
the process helping resolve bugs in CIRCE 

• Presently generating the appropriate bkg mixture 
from estimated virtual photon flux. 

• Results so far with full SiD simulation indicate 
that we are within the limits set for ILC.  

∼ 𝒪(105)

→
sγγ ≃ 10 GeV

→

T. Ohl’s talk at 2nd ECFA 
workshop in Peastum E. Mettner’s talk at LCWS 2023

https://indico.slac.stanford.edu/event/8577/contributions/8463/
https://agenda.infn.it/event/34841/contributions/208324/
https://indico.slac.stanford.edu/event/7467/contributions/6055/
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Halo muon machine background at C3

• Trying to reproduce latest ILC results using existing MUCARLO files for 
ILC BDS (thanks to Daniel Jeans) and SiD geometry  Qualitative 
agreement, but quantitative differences to be understood. 

• MUCARLO: not well documented and no longer maintained  need a 
new framework to provide machine background muons for LC 
detectors. 

• We are in the progress of evaluating the potential of FLUKA as an 
alternative to MUCARLO. 

• Ideas/collaboration on how to move forward are more than 
welcome!

→

→

32

• Muons from beam interactions at the 
collimators were an important background at 
SiD and where taken into account for ILC 
detector studies

A.Schuetz’s thesis

Our results (sidloi3 geometry) 
[work done by Kenny Jia]

https://inspirehep.net/files/007f32529ad41477596c37686820c927
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Simulation of Beam-Induced Background

• For the simulation of BIB at e+e- colliders, two simulation tools have traditionally been used, GUINEA-
PIG and CAIN.  

• Both of them are Particle-In-Cell (PIC) codes that rely on the description of the colliding bunches 
through an ensemble of macroparticles, distributed on a 3D grid. Poisson solvers are used to update 
the EM field and charge/current density at each time step. 

• QED processes are simulated on top of the EM solvers. 
• More modern simulation tools, such as WarpX, are also being adapted to serve the purposes of 

background simulations for Higgs factories  see J.L. Vay’s talk at the recent C3 workshop →

33
Jean-Luc VayJean-Luc Vay

https://gitlab.cern.ch/clic-software/guinea-pig
https://gitlab.cern.ch/clic-software/guinea-pig
https://www.sciencedirect.com/science/article/pii/0168900294011869?via=ihub
https://github.com/ECP-WarpX/WarpX
https://indico.slac.stanford.edu/event/8577/contributions/8476/
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Simulation of Beam-Induced Background

34

For all C3 studies,  we use well-established and/or modern software tools, to guarantee modularity, 
preservation and reusability of our code: 

• For the simulation of beam-beam interactions, the tools GuineaPig++ and CAIN v2.4.2 have 
been used and their results cross-validated. 

• For full detector simulation with GEANT4, DD4hep is used. 
• The SiD detector geometry (02_v04) is ported from k4geo (lcgeo). 

Links 

GUINEA-PIG 
Key4hep 
DD4hep 
k4geo

* Also: efforts with MUCARLO ongoing to simulate the halo muon background 

https://gitlab.cern.ch/clic-software/guinea-pig
https://github.com/key4hep
https://github.com/AIDASoft/DD4hep
https://github.com/key4hep/k4geo
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• Vertex Barrel:

https://pages.uoregon.edu/silicondetector/sid-dimensions.html 

Dimensions in cm

Layer Inner radius 
[mm]

Outer radius 
[mm]

1st 13 17

2nd 21 25

3rd 34 38

4th 46.6 50.6

5th 59 63

*SiD geometry version SiD_o2_v4 used in our simulations

Typical detector dimensions for e+e- colliders

https://pages.uoregon.edu/silicondetector/sid-dimensions.html
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SiD background flux rate

36

• Preliminary Studies indicate that the pair background particle flux is within the limits set in the SiD DOE 
Final Report: https://www.osti.gov/biblio/1182602 

• Our estimate for the flux in the innermost layer of the vertex detector is : 

	 0.043 hits/(ns · mm2) · (5.25 ns/BX) = 0.023 hits/mm2/BX 

• We are currently in the process of validating our results and repeating the studies for all subdetectors.

https://www.osti.gov/biblio/1182602
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Comparison with other linear colliders
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(a) (b)

(c) (d)

FIG. 14: Distributions of: (a) the energy, (b) the longitudinal momentum, (c) the transverse momentum
and (d) the forward boost of the incoherent e+e� pairs for various linear collider proposals. Each

distribution has been normalized to the expected number of incoherent pair particles per bunch train
(Nincoh · nb).
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[9] O. S. Brüning, P. Collier, P. Lebrun, S. Myers, R. Ostojic, J. Poole, and P. Proudlock, LHC Design Report.
CERN Yellow Reports: Monographs. CERN, Geneva, 2004. https://cds.cern.ch/record/782076.

[10] R. B. Palmer and J. C. Gallardo, High-energy colliders, in 250th Anniversary Conference on Critical Problems
in Physics, pp. 247–269. 2, 1997. arXiv:physics/9702016.

[11] Pathways to Innovation and Discovery in Particle Physics - Report of the 2023 Particle Physics Project
Prioritization Panel , https://www.usparticlephysics.org/2023-p5-report/.

[12] D. Schulte, Study of Electromagnetic and Hadronic Background in the Interaction Region of the TESLA
Collider , https://cds.cern.ch/record/331845, 1997. https://cds.cern.ch/record/331845. Presented on
Apr 1997.

[13] P. Chen, G. Horton-Smith, T. Ohgaki, A. W. Weidemann, and K. Yokoya, CAIN: Conglomerat d’ABEL et
d’interactions nonlineaires, Nucl. Instrum. Meth. A 355 (1995) 107–110.

[14] R. A. Fonseca, L. O. Silva, F. S. Tsung, V. K. Decyk, W. Lu, C. Ren, W. B. Mori, S. Deng, S. Lee,
T. Katsouleas, and J. C. Adam, OSIRIS: A Three-Dimensional, Fully Relativistic Particle in Cell Code for
Modeling Plasma Based Accelerators, in Computational Science — ICCS 2002, P. M. A. Sloot, A. G. Hoekstra,

16

(a) (b)

(c) (d)

FIG. 14: Distributions of: (a) the energy, (b) the longitudinal momentum, (c) the transverse momentum
and (d) the forward boost of the incoherent e+e� pairs for various linear collider proposals. Each

distribution has been normalized to the expected number of incoherent pair particles per bunch train
(Nincoh · nb).

[7] FCC Collaboration, FCC-ee: The Lepton Collider: Future Circular Collider Conceptual Design Report Volume
2 , Eur. Phys. J. ST 228 (2019) no. 2, 261–623.

[8] T. C. S. Group, CEPC Conceptual Design Report: Volume 1 - Accelerator , 2018. arXiv:1809.00285
[physics.acc-ph].
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• Longitudinal and transverse momenta 
distributions for the incoherently produced 
background  pairs. 

• Pair particles are mostly boosted in the 
forward direction. 

• The normalization corresponds to the 
expected number of pairs produced per 
bunch train , assuming a common 
per-bunch-train readout scheme for all 
colliders. 

• C3 has a smaller, overall, number of pair 
particles produced but would have to deal 
with a readout rate of 120 Hz.

e+e−

⟨Nincoh⟩ ⋅ nb

pz 

pT 

Detailed Luminosity Studies: 2403.07093

PRAB 27, 061001

https://arxiv.org/abs/2403.07093
https://journals.aps.org/prab/abstract/10.1103/PhysRevAccelBeams.27.061001
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Beam Parameters related to timing
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• ILC: One train every 200 ms (5 Hz) with 1312 
bunches/train.  

• Each bunch is separated by 369 ns. 
• In the remaining time until the next train 

arrives, the detector has to read out the analog 
signals and do the digital processing. 

• C3: One train every 8.3 ms (120 Hz) with 133 
bunches/train. 

• Each bunch is separated by 5.25 ns. 
• In the remaining time until the next train 

arrives, the detector has to read out the analog 
signals and do the digital processing. 

• Comparison: C3 will record  times fewer 
bunches than ILC, leading to reduced 
occupancy. But, the readout will have to take 
place ~25 times faster.

O(10)

Caterina Vernieri et al 2023 JINST 18 P07053

https://iopscience.iop.org/article/10.1088/1748-0221/18/07/P07053
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Comparison with other linear colliders - Tables
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TABLE I: Beam parameters for various linear collider proposals. For C3, the baseline beam parameters are
given, as found in [6], which we refer to as Parameter Set 1 (PS1) in this work.

Parameter Symbol[unit] CLIC [19] ILC-250 [20] ILC-500 [20] C3-250 (PS1) [6] C3-550 (PS1) [6]

CM Energy
p
s[GeV] 380 250 500 250 550

RMS bunch length �
⇤
z [µm] 70 300 300 100 100

Horizontal beta function at IP �
⇤
x [mm] 8.2 13 22 12 12

Vertical beta function at IP �
⇤
y [mm] 0.1 0.41 0.49 0.12 0.12

Normalized horizontal emittance at IP ✏
⇤
x [nm] 950 5000 5000 900 900

Normalized vertical emittance at IP ✏
⇤
y [nm] 30 35 35 20 20

RMS horizontal beam size at IP �
⇤
x [nm] 149 516 474 210 142

RMS vertical beam size at IP �
⇤
y [nm] 2.9 7.7 5.9 3.1 2.1

Num. Bunches per Train nb 352 1312 1312 133 75
Train Rep. Rate fr [Hz] 50 5 5 120 120
Bunch Spacing [ns] 0.5 554 554 5.26 3.5
Bunch Charge Q[nC] 0.83 3.2 3.2 1 1
Bunch Population Ne[10

9 particles] 5.18 20.0 20.0 6.24 6.24
Beam Power Pbeam [MW] 2.8 2.63 5.25 2 2.45
Final RMS energy spread % 0.35 ⇠ 0.1 ⇠ 0.1 ⇠ 0.3 ⇠ 0.3
Crossing Angle ✓[rad] 0.0165 0.014 0.014 0.014 0.014
Crab Angle ✓[rad] 0.0165/2 0.014/2 0.014/2 0.014/2 0.014/2
Gradient [MeV/m] 72 31.5 31.5 70 120
E↵ective Gradient [MeV/m] 57 21 21 63 108
Shunt Impedance [ M⌦/m] 95 300 300
E↵ective Shunt Impedance [M⌦/m] 39 300 300
Site Power [MW] 168 125 173 ⇠ 150 ⇠ 175
Length [km] 11.4 20.5 31 8 8
L⇤ [m] 6 4.1 4.1 4.3 4.3

TABLE II: Luminosity and beam-induced background related quantities for various linear collider
proposals. The horizontal line after the fourth row separates the quantities in those calculated (top) and

simulated from GUINEA-PIG (bottom).

Parameter Symbol[unit] CLIC ILC-250 ILC-500 C3-250 (PS1) C3-550 (PS1)

Geometric Luminosity Lgeom

⇥
x1034/cm2 s

⇤
0.91 0.53 0.74 0.75 0.93

Horizontal Disruption Dx 0.26 0.51 0.30 0.32 0.32
Vertical Disruption Dy 13.1 34.5 24.3 21.5 21.5
Average Beamstrahlung Parameter h⌥i 0.17 0.028 0.062 0.065 0.21

Total Luminosity L
⇥
x1034/cm2 s

⇤ 1.6
(max is 4)

1.35 1.8 1.35 1.7

Peak luminosity fraction L0.01/L 59% 74% 64% 73% 52%
Enhancement Factor HD 1.8 2.6 2.4 1.8 1.8
Average Energy loss �E 6.9 % 3.0 % 4.5 % 3.3 % 9.6 %
Photons per beam particle n� 1.5 2.1 1.9 1.4 1.9
Average Photon Energy fraction hE�/E0i [%] 4.6 % 1.4 % 2.3 % 2.5 % 5.1 %
Number of incoherent particles Nincoh [104] 6.0 13.3 18.5 4.7 12.6
Total energy of incoh. particles Nincoh [TeV] 187 117 439 58 644

III. BEAMSTRAHLUNG AND BEAM-INDUCED BACKGROUND

As discussed earlier, the strong EM field in the interaction region due to the intense focusing of the
beams leads to beam-beam interactions. Most notably, energetic synchrotron radiation is produced in the
beam-beam field, leading to the creation of so-called beamstrahlung (BS) photons, which contribute to the
creation of additional electron-positron pairs in three main ways: coherent pair production, incoherent pair

4
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FIG. 3. Layout of the C3 klystron gallery
(upper level) and accelerator hall (lower
level) in the cut-and-cover construction
approach, which is used for both the main
linac and injectors. All dimensions are in
mm. Key components of physical infras-
tructure are shown. The dashed line shows
the ground level. All the excavated mate-
rial will be placed to yield a small berm.
Possible locations for Low Conductivity
Water Supply (LCW-S), Low Conductivity
Water Return (LCW-R), Liquid Nitrogen
make up (LN) from the Air Separation Unit
(ASU), and the Ring to Linac return line
for the damped 10 GeV beam (RTL) are
shown.

more moderate strategy can be envisioned for C3. A 185
MW solar farm could be built with a $150 million bud-
get [46], double covering the average power requirement
of C3 [47], such that excess power could be stored for
later use at night [48], allowing C3 to achieve green energy
independence. The use of multijunction photovoltaic cell
fabrication techniques would increase power conversion
efficiency well beyond the 30% that is common in today’s
cells [49], allowing such a solar farm to be situated on
about 5 km2 of land [50].

This estimate relies on energy storage systems supported
by regional electricity grids. To better understand the fea-
sibility of scaling all parts of energy production (which
may fall under the C3 project budget) and energy storage
infrastructure (which would be funded by the U.S. govern-
ment, but would nonetheless need investment), we perform
a holistic cost estimate. We first note that the energy
storage capacity required to supply 150 MW continuously

for 12 h is less than 1% of the expected grid energy stor-
age capacity in 2040 [51], indicating that the U.S. grid
should be able to reasonably support operation at this scale
using renewable energy. We assume lithium ion batter-
ies [52] are the primary energy storage technology with
a lifetime of 1000 cycles, experiencing 300 cycles per
year, with 10% of battery cost reclaimed through recycling
at a base cost of $125/kWh and $100/kWh in 2040 and
2050, respectively [53]. We take the cost of solar energy
production to be $0.80/W [50] and take that of onshore,
fixed-bottom offshore, and floating offshore wind turbines
to be around $1.3/W, $3.25/W, and $5.3/W, respectively
[54,55]. An energy production portfolio that provides con-
tinuous power for C3 over a 12 h day and 12 h night period
based on these technologies alone would cost approxi-
mately $1 billion. This estimate is primarily driven by
requirements of battery energy storage systems and holds
for a variety of energy source mixes. This indicates a

TABLE VI. For each of the Higgs factory projects considered in the first row, the center-of-mass energies (second row), ac site
power (third row), annual collision time (fourth row), total running timea (fifth row), instantaneous luminosity per interaction point
(sixth row), and target integrated luminosity (seventh row) at each center-of-mass energy are given. The numerical values were taken
from the references mentioned in the table in conjunction with Ref. [19]. For the CEPC the new baseline scenario with 50 MW
of synchrotron radiation power per beam is used. We consider both the baseline and the power optimizations from Table IV (in
parentheses) for C3 power requirements.

Higgs factory CLIC [44] ILC [12] C3 [11] CEPC [59,60] FCC [20,61,62]√
s (GeV) 380 250 500 250 550 91.2 160 240 360 88, 91, 94 157, 163 240 340–350 365

P (MW) 110 111 173 150 (87) 175 (96) 283 300 340 430 222 247 273 357
Tcollisions [107 s/year] 1.20 1.60 1.60 1.30 1.08
Trun (years) 8 11 9 10 10 2 1 10 5 2 2 2 3 1 4
Linst/IP (×1034 cm−2 s−1) 2.3 1.35 1.8 1.3 2.4 191.7 26.6 8.3 0.83 115 230 28 8.5 0.95 1.55
Lint (ab−1) 1.5 2 4 2 4 100 6 20 1 50 100 10 5 0.2 1.5

aThe nominal run schedule reflects nominal data-taking conditions, which ignore other run periods such as luminosity ramp-up.
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FIG. 6. Total global warming potential from construction and operation for all collider concepts, (a) unweighted and (b) weighted
with respect to the average coupling precision for each collider. The hashed pink component represents the additional costs of operating
C3 without power optimization, while light blue regions account for additional run modes targeting Z and WW production.

VIII. CONCLUSIONS

We present the first analysis of the environmental impact
of the newly proposed C3 collider and a comparison with
other proposed facilities in terms of physics reach, energy
needs, and carbon footprint for both construction and
operation.

The physics reach of the proposed linear and circular
e+e− colliders has been studied extensively in the context
of the U.S. Snowmass and European Strategy processes.
We focus on the precision of Higgs boson coupling mea-
surements achievable at C3, CLIC, the ILC, the FCC,
and the CEPC. We point out that in terms of physics
reach, all the proposed machines are generally similar,
although linear colliders can operate at higher collision
energies, enabling access to additional measurements of
the Higgs boson’s properties. Moreover, the use of polar-
ization at linear facilities effectively compensates for the
lower luminosity.

On this basis, the global warming potential of these
facilities is compared in terms of absolute environmen-
tal impact and in terms of environmental impact per
unit of physics output obtained by a weighted average
of expected precision on Higgs boson coupling measure-
ments. The operation emissions of C3 could be reduced
through beam parameter optimization leading to 63 MW
(79 MW) power reduction compared with the nominal 150
MW (175 MW) in the 250 GeV (550 GeV) running mode.
Mitigation strategies using dedicated renewable energy
facilities can reduce the carbon intensity of energy produc-
tion to 20 ton CO2e/GW h. We find that global warming
potential is driven by construction rather than by opera-
tion beyond 2040. The compact nature of linear collider
facilities reduces the total volume of construction mate-
rials and opens up the option for a surface site to
simplify the construction process. We conclude that linear

colliders and C3 in particular have great potential for an
environmentally sustainable path forward for high-energy
collider facilities.
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